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Abstract

One of the most difficult tasks in the field of data mining is the development of universal tools for 
the analysis of texts written in the literary and business styles. A popular path in the development of 
algorithms for processing text document corpus is the use of machine learning methods that allow one 
to solve NLP (natural language processing) tasks. The basis for research in the field of natural language 
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processing is to be found in the following factors: the specificity of the structure of literary and business 
style texts (all of which requires the formation of separate datasets and, in the case of machine learning 
methods, the additional feature selection) and the lack of complete systems of mass processing of 
text documents for the Russian language (in relation to the scientific community-in the commercial 
environment, there are some systems of smaller scale, which are solving highly specialized tasks, for 
example, the definition of the tonality of the text). The aim of the current study is to design and further 
develop the structure of a text document corpus processing system. The design took into account 
the requirements for large-scale systems: modularity, the ability to scale components, the conditional 
independence of components. The system we designed is a set of components, each of which is formed 
and used in the form of Docker-containers. The levels of the system are: the data processing level, the 
data storage level, the visualization and management of the results of data processing (visualization 
and management level). At the data processing level, the text documents (for example, news events) 
are collected (scrapped) and further processed using an ensemble of machine learning methods, each 
of which is implemented in the system as a separate Airflow-task. The results are placed for storage in 
a relational database; ElasticSearch is used to increase the speed of data search (more than 1 million 
units). The visualization of statistics which is obtained as a result of the algorithms is carried out 
using the Plotly plugin. The administration and the viewing of processed texts are available through a 
web-interface using the Django framework. The general scheme of the interaction of components is 
organized on the principle of ETL (extract, transform, load). Currently the system is used to analyze 
the corpus of news texts in order to identify information of a destructive nature. In the future, we 
expect to improve the system and to publish the components in the open repository GitHub for access 
by the scientific community.
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Introduction

Modern methods of data mining 
allow us to process a large corpus 
of text documents (with a volume 

of more than one million documents) in order 
to identify certain properties of individual 
documents included in the corpus, as well as 
to identify rules characterizing their combina-
tion. Since these algorithms involve extract-
ing a wide range of diverse characteristics from 
texts (which is often a complex task in itself, 
involving the use of complex but not always 
high-speed algorithms), it becomes necessary 
to store the extracted characteristics (along 
with the documents themselves) in a refer-
ence-and-information fund of the software 
system created. At the same time, the infor-
mation model of the document repository and 
their characteristics will largely depend on the 
type of research text corpus and the nature of 
the tasks to be solved. For example, systems for 
processing news messages in order to identify 
destructive information [1] are significantly 
different from the systems for processing sci-
entific information [2] and, especially, literary 
texts (prose and poetry) [3].

It should be noted that one of the difficult 
tasks is the development of universal tools for 
the analysis of texts of literary and business 
styles. As indicated in [4], “when the words 
have been recognized in a business text, the 
most significant factor is familiarity with the 
text (its subject, structure and most frequent 
words); the keywords and theme elements are 
recognized relatively well; the end of the text 
is predictable and well recognized. For a lit-
erary text, a large “accent” falls on the initial 
(preamble) and middle (plot development) 
compositional fragments and in different ways 
relates to the components of communicative 
and semantic division: with the topic for the 
preamble, with dialogue (especially keywords 
or rema) for the middle fragment. Thus, speak-
ing about text structures and analysis proce-
dures, we must take into account various types 

of context, in particular, the functional style, 
compositional structure and rhetorical con-
nectivity of the text” [4]. 

Currently, text processing is an actively devel-
oping field of IT. A review of works in this area 
is available, for example, in [5–8]. Note that 
in the last decade, the main direction of the 
development of algorithms for processing text 
documents has been the use of machine learn-
ing methods (see, for example, [9–11]). In 
general, the following approaches can be clas-
sified for automatic text analysis [12]: 

1. Rule-based with patterns. This approach 
uses such tools as part-of-speech-taggers and 
parsers. Another option is to use N-grams to 
define the frequently used combinations that 
merged into words. In particular, when solv-
ing problems of text sentiment analysis, these 
N-grams are assigned positive or negative esti-
mates; 

2. Unsupervised learning. The main differ-
ence from supervised learning is the lack of 
manual markup for model training. In the case 
of a statistical model of the corpus of texts, the 
most weight in the text belongs to such terms 
that are more often found in this text and at the 
same time are found in a small number of texts 
of all sets; 

3. Supervised learning. The training set is 
manually marked up by qualified experts or 
dataset engineers. Then, the marked-up set is 
used to train various classifiers, among which 
the Naive Bayes Classifier [13], Support Vec-
tor Classifier (SVM) [14], as well as algorithm 
ensemble, for example, boosting [15], when 
several machine learning methods can be com-
bined into an ensemble, in which each subse-
quent method is trained on the errors of the 
previous one, and artificial neural networks 
(ANN) of various configurations [16, 17];

4. Hybrid method. This approach can com-
bine machine learning methods, as well as use 
rule templates; 

5. A method based on graph-theoretic mod-
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els. With this approach, the division of the cor-
pus into words is used, with each word having 
its own weight. Such a weight is used, for exam-
ple, in problems of sentiment analysis: some 
words have more weight and more strongly 
affect the sentiment of the text; 

6. Pre-trained models based on deep neu-
ral networks (transfer learning), when a pre-
trained model is retrained to solve specific 
problems, for example, the very popular BERT 
model [18].

In particular, the task of sentiment analy-
sis has been repeatedly solved and is actively 
used in commercial developments. The lat-
ter include, for example, the system of linguis-
tic text analysis of the modular type Eureka 
Engine, which allows us to extract new knowl-
edge and facts from unstructured data of large 
volumes1. In addition to sentiment analysis, 
the system solves the problem of the definition 
of the subject of the text (i.e. classification) and 
named-entity recognition (NER). The module 
for automatic classification of texts TextClassi-
fier is implemented on machine learning; there 
are also modules for automatic determination 
of named entities, normalization of words, and 
a morphoanalyzer. The internal structure of 
the system is not given. The system was used 
as a tool for sentiment analysis in the media 
regarding the same event [19]. We can also note 
work [20], which presents the results of a study 
of the method of sentiment analysis using the 
analysis of Twitter messages and reviews of the 
Kinopoisk portal as an example. The authors 
used machine learning algorithms as a toolkit: 
the SVM, the Naive Bayes classifier, and ran-
dom forest methods. Additionally, the work is 
providing an overview of similar works in senti-
ment analysis problems.

A variety of algorithms for NLP suggests 
the possibility of their implementation in the 
form of an independent software product. 
Due to this, the structure of the created soft-

ware system should be aimed at its interaction 
with both the end user and the other systems. 
This article formulates the requirements for 
the structure of the created software system 
and defines the role functions of users. After 
this, the structure we developed is described; 
this includes a data processing subsystem, a 
storage and a subsystem for constructing ana-
lytical reports.

The main features of the developed system, 
distinguishing it from comparable systems, 
are:

1. Automatic thematic modeling, which 
allows us to identify trends in real time with-
out manually generating a list of keywords or 
queries. This allows us to automatically iden-
tify relevant and socially significant topics 
online, all of which is critical in making man-
agerial decisions in various fields;

2. Expert marking at the subject level allows 
us to reduce the volume of objects required 
for marking (by comparison with use of deep 
learning networks);

3. From the previous paragraph it fol-
lows that prompt and relatively inexpensive 
markup is possible according to an arbitrary 
set of criteria, not limited only by semantics. 
Criteria can be selected individually for the 
specific requirements of the client (for exam-
ple, assessment of innovativeness, social sig-
nificance, opposition, social trust, inflation 
expectations, etc.). 

1. Statement  
of the problem

The process of text analysis in natural lan-
guage is described according to the following 
steps, which analyze the characteristics of the 
text:

 initialization – the formation of the text 
corpus and its preprocessing for subsequent 
analysis;

1   Eureka Engine: http://eurekaengine.ru/
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 structural analysis (only for poetic texts) – 
determination of the low-level characteristics 
of the text (phonetics and metrorhythmics of 
the poem);

 semantic analysis – the definition of 
semantic constructions taking into account 
synonymy and named entity linking (NEL). 
Analysis of scientific texts is usually limited to 
this level;

 pragmatic analysis – definition of genre 
and style features for literary texts; construc-
tions that determine the destructive impact for 
news messages, etc.

 synthesis of the obtained results – deter-
mination of the effect of lower levels on higher, 
as well as aggregation of results in a convenient 
form for perception and search.

Let’s formulate requirements for the func-
tionality of the system based on its purpose: 
scraping, storage, streaming analytics and the 
formation of analytical reports with visualiza-
tion.

1. Reliable storage of texts corpus of large 
volumes, while the system must be configured 
to work with multi-style texts: scientific, jour-
nalistic and artistic; 

2. Fast parallel access, filtering and aggre-
gation of data for stream processing: preproc-
essing, building thematic models and classifi-
ers, aggregation and uploading for real-time 
reports, etc.; 

3. Flexibility of the system and the ability to 
store unstructured and weakly structured data 
to support storage and access arbitrary data 
structures for statistical analysis and various 
computational experiments based on modern 
text analysis methods.

The structure of the software system should 
allow us to solve large-scale problems consist-
ing in storing corpus of volumes of several mil-
lion texts and batch processing online of several 
thousand documents. Such, for example, is a 
real-time monitoring project of the Russian-
language media of the Republic of Kazakhstan 

[21] designed to create the following types of 
reports:

1. The thematic structure of news publica-
tions in Kazakhstan Republic electronic media 
both at the level of major topics (economics, 
education, politics) and subtopics (pre-school 
education, a single state exam, higher educa-
tion and science), and at the level of informa-
tional occasions (specific narrow topics that 
describe a specific event or group of closely 
related events); 

2. Evaluation of individual publications, top-
ics and the media on an arbitrary set of crite-
ria. Such an assessment involves preliminary 
marking by an expert or a panel of experts; 

3. Reports and alerts for identified anoma-
lies. The anomalies are considered at two lev-
els: at the level of dynamics (for example, a 
sharp increase in publications on a certain 
topic or a sharp increase in publications with a 
negative assessment according to the “seman-
tic” criterion) and at the thematic level – the 
emergence of groups of publications with non-
standard, “anomalous” topics that were not 
earlier met with (for example, the theme of 
cryptocurrencies, the theme of feminism in 
Kazakhstan Republic, etc.). 

The first two types of reports can be obtained 
both dynamically and statically (for exam-
ple, media assessment by certain criteria over 
the past year). The anomaly report involves an 
analysis of the dynamics with reference to pub-
lication time.

Conceptual design included the formation of 
the capabilities of the created software system. 
The created software system should have the 
following features:

1. Providing access to the texts corpus; 

2. Automated processing of the texts corpus 
stored in the database; 

3. Input the characteristics obtained into the 
repository (database); 

4. Flexible planning for various data process-
ing tasks;

DATA ANALYSIS AND INTELLIGENCE SYSTEMS
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5. Statistical processing of the characteris-
tics obtained and their presentation in user-
friendly form for the researcher;

6. Updating and improving the algorithms 
used to analyze the texts corpus.

In the current study the task was set to design 
the structure of a system for processing natural 
text corpuses. The scope of this system begins 
with the analysis of text corpus of a journalistic 
style. In the future, the scope of the system can 
be extended to literary texts, due to the mod-
ularity of the system and the flexibility of the 
technologies used. 

The designed system consists of the follow-
ing subsystems:

1. Data processing subsystem. A combination 
of hybrid methods is used (supervised learning 
and dictionaries);

2. Data store. To ensure quick user interac-
tion, as well as reduce resource consumption, 
several types of storages are used;

3. Subsystem for building analytics based on 
the data obtained.

The information system should take into 
account the stages of text analysis. The struc-
ture of the system consists of the components 
listed in the description of the problem state-
ment. At the preprocessing stage, the text is 
pre-processed for further analysis. The pre-
processing methods used depend on the algo-
rithm that works with this data (training and 
analysis). The following types of processing 
can be classified:

 giving as a result of “bag of words”; this 
type also includes the TF-IDF method;

 giving as a result of processing each semantic 
unit of the corpus (for example, news) its embed-
ding, for example, distribution by tokens / words 
/ phrases / sentences. In this case, it is possible to 
use recurrent neural networks (RNN);

 giving as a result of processing each seman-
tic unit of the corpus one text embedding; for 
such preprocessing, standard classification 
methods may be used.

Structural analysis is used for literary style 
texts and can be performed by currently exist-
ing tools, for example, [22]. Semantic analy-
sis can be performed both at the stage of text 
preprocessing (for example, lemmatization of 
words), and may not be performed at all — the 
chosen toolkit will depend on the methods of 
machine learning and may change over time. 
Pragmatic analysis in the system is carried out 
using a combination of machine learning algo-
rithms and compiled frequency dictionaries. 
The synthesis of the results is ensured by aggre-
gating the results in some storages and output-
ting these results in a form that will most accu-
rately satisfy the needs of the user.

Based on the capabilities of the system 
described above, the following requirements 
for the developed system can be distinguished:

 to ensure the operation of subsystems in the 
form of separate independent components, 
each of which can be quickly replaced if nec-
essary; 

 to organize parallelization of calculations, 
including on several machines;

 to implement automated processing of the 
texts corpus at the request of the user;

 monitor tasks in real time, including pro-
viding timely reporting of exceptions; 

 to display data from the analysis of texts in 
the user interface;

 to update the algorithms used in the system 
to improve the quality of analysis and expand 
their scope.

2. The system’s structure

All components of the system are organized 
in the Docker containers. All the containers 
have access to one virtual network, which pro-
vides the ability to exchange data using stand-
ard network protocols (TCP). Such an imple-
mentation ensures the operation of subsystems 
in the form of independent components, each 
of which can be replaced if necessary.

DATA ANALYSIS AND INTELLIGENCE SYSTEMS
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The interaction of the components, the sub-
system for building analytics and the subsystem 
for data processing, is carried out using a stor-
age system. The general scheme of the interac-
tion of components is organized on the princi-
ple of ETL (extract, transform, load): the user 
receives a request for data in ElasticSearch (if 
data is rarely used) or in Redis (if data is often 
used). In addition, the processing subsystem 
uses the Airflow scheduler, which records in 
Redis information on the distribution of tasks 
by workers; they, in turn, report to Redis on the 
status of their tasks. During the design process, 
components can be used according to their 
intended purpose.

Visualization of the system structure is shown 

in the Figure 1.

Analysis of text corpus (at this stage – cor-
pus of news messages in Kazakhstan’s Russian-
language Internet media in the amount of 1.5 
million documents with constant replenish-
ment) is carried out by loading “workers”. New 
documents are uploaded to the data processing 
subsystem using a special parser: at this stage, 
the download is done manually at the user’s 
request, in the future the receiving new news 
will be configured according to the schedule 
(jobs running). With a given frequency, reports 
will be generated that require a lot of compu-

Fig. 1. Structure of the system developed
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tational time; the results will be placed in the 
repository (this approach will reduce the wait-
ing time for results from the data processing 
subsystem). Based on the data collected, addi-
tional model training will be performed (1–2 
times per month), which will include recal-
culation of the set of key characteristics of the 
text corpus. In the event that additional train-
ing of the model does not lead to an increase in 
the accuracy index (for example, in the task of 
semantic analysis), the use of other ML-algo-
rithms or their combination is provided.

The role system includes the following roles:

1. Custom user – has access to the basic func-
tionality of the system: search, filtering, digital 
information panels (dashboards);

2. Advanced user – has access to custom 
reports, automatic alerts about “hot topics”, 
the ability to filter by named entities (for exam-
ple, person, organization, region) in articles. 

Such separation of users is due to subsequent 
use of the system by government bodies;

3. Developer – has access to the Airflow 
admin panel and to the repository where the 
Airflow DAG is stored. He can add and change 
his tasks, run and track their implementation;

4. Administrator – super-user, has a full set 
of rights to work with the system.

The role model is shown in Figure 2.

The following subsections describe the 
selected tools for each of the listed subsystems 
in more detail.

2.1. The data  
processing subsystem

During the analysis, Apache Airflow, an 
open source software platform, was chosen 
to these needs. The main components of this 
platform:

Fig. 2. The role model of the system
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1. Airflow-worker – the main component 
that performs data processing. It can be scaled 
horizontally, including to individual servers or 
cloud virtual machines. In the current version 
of the architecture, the necessary dependen-
cies are built into the Airflow-worker container 
image in advance. However, in principle, the 
process of dependency injection can occur in 
various ways, including by dynamically obtain-
ing Docker containers from public or private 
repositories; 

2. Airflow-scheduler – a component respon-
sible for assigning tasks to Airflow-workers 
in the order defined by Airflow DAG. Air-
flow DAG is a non-cyclic directed graph that 
describes the order in which certain tasks are 
performed, and also contains information 
about the schedule, priorities, behavior in case 
of exceptions, etc.; 

3. Airflow web server – a web interface that 
allows us to monitor and control the progress 
in tasks.

The machine learning algorithms are imple-
mented in the system as separate Airflow tasks.

2.2. The data storage

There are three storage types in the system 
provided:

1. PostgreSQL – acts as a persistent storage 
for structured data. Its use is due to the wide 
capabilities of this relational database (among 
freeware) and interaction with a wide range of 
tools. The main data types stored in this data-
base:

 news and metadata;

processed data at the level of different basic 
units of analysis (token / word / phrase / sen-
tence / text), including vectorization, results of 
lemmatization, cleaning, etc.; 

 the results of thematic modeling; 

 the results of the classification of news 
on various grounds (semantic, politicization, 
social significance, etc.).

2. ElasticSearch – in-memory NoSQL 
storage designed for storing unstructured or 
weakly structured data, as well as quick search 
(including full-text) and filtering and stream-
ing access. Compared with other NoSQL data-
bases for storing documents with an arbitrary 
structure, such as MongoDB and CouchDB, 
ElasticSearch stands out with advanced 
tools for indexing text, which allow for full-
text search in large volumes of documents in 
almost real time. Also, due to the possibility 
of constructing advanced indexes for data, it 
is possible to perform complex aggregations 
in the database itself, including distributed. 
ElasticSearch performs several functions:

 main storage for access, retrieval and fil-
tering of data by the end user;

 main storage for ETL (extract, transform. 
Load) data processing processes, including 
the recording of any intermediate results in 
free form; 

 storage for caching certain calculation 
results necessary for building dashboards and 
reports in the system; 

ElasticSearch duplicates data stored in 
PostgreSQL as persistent storage, since Elas-
ticSearch is an in-memory database without 
guarantees regarding data persistence and 
integrity.

3. Redis – a fast key-value storage used to 
cache individual pages and items, as well as to 
cache authorization sessions. Redis stores ser-
vice data, as well as a cache of pages and items 
that are accessed frequently.

All three primary storages of the system can 
be easily scaled to several separate comput-
ers. Both horizontal scaling and replication 
are supported, with ElasticSearch and Redis 
showing near-linear increases in horizontal 
scaling performance.

A separate PostgreSQL cluster is used to 
store service data, such as task execution 
states. To run and track the progress of tasks, a 
bunch of Celery + Redis is used.

DATA ANALYSIS AND INTELLIGENCE SYSTEMS
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2.3. The subsystem  
for constructing  

analytical reports

The interface of the subsystem presents as 
an HTML + CSS + JS website with access via 
HTTP. The choice of the HTML + CSS + JS 
technology stack for the interface is justified by 
the fact that it is the web interfaces that are the 
most common and universally supported tech-
nology for building user interfaces, with the 
ability to access from any devices and operat-
ing systems from anywhere in the world, pro-
vided there is a web browser and Internet con-
nection.

The web application is realized in the Django 
framework (Python), Gunicorn acts as the web 
server; the reverse proxy is Nginx. The web 
application has access to both the PostgreSQL 
persistent repository and ElasticSearch. Django 
has a built-in Cache Framework that allows us 
to cache pages and page elements in Redis. For 
example, if it is assumed that the page will be 
visited frequently, and it takes a long time for 
reading (for example, three seconds), then it is 
better to cache such a page in Redis, which will 
speed up access to the necessary data.

The Django framework was chosen for the 
following reasons:

1. The ability to quickly Agile-develop a web 
interface and data storage model. The develop-
ment speed with Django is significantly higher 
than with competing products like Spring 
(Java), Yii (PHP) and Node.js (JavaScript); 

2. Due to the project’s involving the analysis 
of data and the construction of machine learn-
ing models, including for NLP, Python is the 
best choice, since most of the “state-of-the-
art” models and ML/AI and NLP methods 
are developed by the community specifically in 
Python; 

3. Django ORM works better with a Post-
greSQL database.

The web application implements a series of 
pages for filtering, searching and accessing var-

ious dashboards and reports. At the first stage of 
the implementation of the system, dashboards 
are calculated in advance manually. With fur-
ther development of the system, faceted search 
from Elastic Search will be used. The Plotly 
data visualization library will be used to create 
the graphs.

Examples of information that graphs can dis-
play are:

Dynamics by tonality (as well as manipula-
tiveness, politicization, etc.), topics, number 
of views and comments, filtered by media, top-
ics, authors, tags (including full-text search); 

Distribution of topics, tonality values, etc. in 
statics, with filtering and search; 

Identification of anomalies for analytical 
reports (the hottest topics, etc.). 

Conclusion
This article formulates the requirements for 

the structure of a software system designed to 
process large (over one million units) corpus 
of text documents, including, in particular, 
the implementation of automated process-
ing of corpus of texts, the ability to parallelize 
calculations and the preparation of analytical 
reports. The user role functions are defined. 
The structure of the software system was 
developed, including a data processing sub-
system based on the Apache Airflow service, 
several types of storages that provide quick 
access to system components, and a subsys-
tem for building analytical reports, which is 
generated in the Python Django application 
using the Plotly visualization library. The flex-
ibility of the system allows us to select a differ-
ent ensemble of machine learning algorithms, 
providing an increase in the quality and accu-
racy of the analysis of corpus of text docu-
ments.

Currently, the system is used to analyze news 
text corpus for the purpose of comparative 
analysis of news media corps in the Republic of 
Kazakhstan. 
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