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Automating the Determination of Prostate
Cancer Risk Strata From Electronic
Medical Records

abstract

Purpose Risk stratification underlies system-wide efforts to promote the delivery of appropriate prostate
cancer care. Although the elements of risk stratum are available in the electronic medical record, manual
data collection is resource intensive. Therefore, we investigated the feasibility and accuracy of an au-
tomated data extractionmethod using natural language processing (NLP) to determine prostate cancer risk
stratum.

Methods Manually collected clinical stage, biopsy Gleason score, and preoperative prostate-specific
antigen (PSA) values from our prospective prostatectomy database were used to categorize patients
as low, intermediate, or high risk by D’Amico risk classification. NLP algorithms were developed to au-
tomate the extraction of the same data points from the electronic medical record, and risk strata were
recalculated. Theability of NLP to identify elements sufficient to calculate risk (recall) was calculated, and
the accuracy of NLP was compared with that of manually collected data using the weighted Cohen’s k
statistic.

Results Of the 2,352 patients with available data who underwent prostatectomy from 2010 to 2014, NLP
identified sufficient elements to calculate risk for 1,833 (recall, 78%). NLP had a91% rawagreementwith
manual risk stratification (k = 0.92; 95% CI, 0.90 to 0.93). The k statistics for PSA, Gleason score, and
clinical stage extraction by NLP were 0.86, 0.91, and 0.89, respectively; 91.9% of extracted PSA values
were within 6 1.0 ng/mL of the manually collected PSA levels.

Conclusion NLP can achieve more than 90% accuracy on D’Amico risk stratification of localized prostate
cancer,withadequate recall. This figure iscomparable tootherNLP tasksand illustrates theknown tradeoff
between recall andaccuracy. Automating thecollectionof risk characteristicscouldbeused topower real-
time decision support tools and scale up quality measurement in cancer care.

Clin Cancer Inform. © 2017 by American Society of Clinical Oncology

INTRODUCTION

Virtually all clinical practice guidelines and qual-
ity measures for processes of care in oncology
are cancer stage specific or risk stratum specific.
Therefore, to determine whether evidence-based
care is delivered to the appropriate candidate at
the correct point in the course of his or her disease,
onemust know the cancer stage and other factors
that comprise cancer risk. Although the delivery of
health care services may be gleaned readily from
claims data, cancer stage and risk are usually
determined by examination of the medical
record, a process that is often labor intensive
and error prone. These key pieces of information
are the basis for communication between re-
searchers and clinicians; however, they remain
buried deep within the electronic medical record

(EMR), where they may be nevertheless accessi-
ble to automated extraction.

One example of the utility of quality measurement
in oncology is the use of advanced imaging tech-
nologies among men with clinically localized
prostate cancer. Most data demonstrate that
such imaging is unnecessary in low-risk disease
but indicated in high-risk cancers.1,2 Accordingly,
organizations such as the Physician Quality
Reporting System and National Comprehensive
Cancer Network publish risk stratum–specific
recommendations for imaging.3 Additionally, the
American Society of Clinical Oncology recom-
mends against the use of staging imaging in pa-
tients with low-risk prostate cancer as part of its
Choosing Wisely campaign.4 However, imaging
use remains high among low-risk candidates,
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leading to excessive resource use.5 Efforts to re-
duce this use in low-risk patients have been re-
markably successful but have required concerted
data collection across practice sites, followed by
data analysis and comparative performance feed-
back and/or decision support interventions.6

To scale up this approach, automated methods to
characterize disease risk are attractive potential
solutions. D’Amico risk classification is a validated
risk stratification paradigm comprising clinical T
stage (rectal examination result), immediate pre-
diagnostic serum prostate-specific antigen (PSA)
level, and prostate biopsy grade (Gleason score).7

Thomas et al8 recently showed that natural lan-
guage processing (NLP) could be used to extract
some of the clinical data needed for D’Amico
risk classification, with 97.6% accuracy; however,
only data found within pathology reports were
extracted. Whether NLP can automatically and
accurately place patients with prostate cancer into
D’Amico clinical risk groups using information
from across the EMR remains largely unknown.

To this end,we aimed to automate the collection of
the components of prostate cancer risk stratifica-
tion and verify the fidelity of that automation
against that of manually abstracted data. We hy-
pothesized that prostate cancer risk group could
be accurately determined using extracted data in
at least 90% of patients using NLP algorithms.

METHODS

With institutional review board approval, we gath-
ered clinical risk stratum information (preopera-
tive PSA, Gleason score, and clinical T stage) from
all patients who underwent radical prostatectomy
at Vanderbilt University Medical Center (VUMC)
from 2010 through 2014. These data had pre-
viously been collected as part of a prospective
institutional prostatectomy database, which func-
tions as a local registry. Two trained abstractors
with more than 15 years of clinical urologic expe-
rience were used for the creation of the prospec-
tive database.

NLP algorithms were developed to automate ex-
traction of the D’Amico risk group elements. Con-
tent and metadata for clinical documents are
stored in the VUMC research data warehouse
and include progress notes, clinical communica-
tions, operativenotes, pathology reports, andother
documents generated within the VUMC system;
outside scanned documents are not included.9

Regular expressions were applied to the content
strings of all clinical documents in a candidate
patient’s EMR dated from up to 1 year before

prostatectomy until the day before prostatectomy
for PSA and Gleason score (Appendix). T stage
was extracted from cancer staging forms available
within the EMR for optional use. Table 1 summa-
rizes pseudocode describing the process of ex-
traction for each of the three data elements. An
iterative process was used whereby the algorithm
output was evaluated against 10 randomly se-
lected records by a subject matter expert (J.L.W.).
This process was then continued until the algorithm
achieved more than 90% accuracy.

We conducted a preliminary analysis of the prev-
alence of the keyphrases “low risk,” “intermediate
risk,” and “high risk” in clinical notes up to 1 year
before prostatectomy for included patients. A
minority of the records (22%) had any of these
key phrases present, and some (9%) had two or
more of the key phrases during the examined
time period. D’Amico risk group7 was therefore
assigned on the basis of existingmanually extract-
ed data (low [PSA<10ng/mL,Gleason score<6,
and clinical stage< T2a], intermediate [PSA. 10
to < 20 ng/mL, Gleason score < 7, and clinical
stage < T2b], or high risk [PSA . 20 ng/mL,
Gleason score . 8, and clinical stage . cT2c]).
Risk group was then assigned on the basis of data
extracted using NLP and compared with theman-
ual extraction–based risk group. Risk group was
still assigned in thecase ofmissingdata elementsa
as long as the elements present were sufficient
(eg, having PSA. 20 ng/mL or Gleason score. 8
or T stage . cT2c was sufficient to assign high
risk). Raw agreement (percentage of successful
NLP patient extractions that resulted in correct
D’Amico risk group classification) was calculated.
The weighted k statistic10 and 95% CI were then
used to measure agreement between manually
extracted and NLP-determined risk group for the
individual characteristics. In an exploratory anal-
ysis, we determined what proportion of patients
with incalculable risk group by NLP had sufficient
data available to determine whether they were at
least intermediate risk.

We hypothesized that the proportion of patients
who were accurately risk stratified using NLP was
at least 0.9. The estimated sample size needed for
comparison of this proportion with the alternative
hypothesis that the proportion was actually 0.85
was 362 patients, with a probability (power) of 0.9.
The type I error probability associatedwith this test
was 0.05 (one sided).

Finally, we conductedamanual discrepancy anal-
ysis of a convenience sample of thedisagreements.
A clinical subject matter expert (S.K.J.) reviewed
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theEMRsof selectedpatients forwhomstagingwas
changed between data sets to determine whether
the error was from the manual abstraction or from

the automated extraction. This determination was
adjudicated by a second subject matter expert
(J.L.W.), anddisagreementswere resolved through
consensus discussion among all authors.

RESULTS

A total of 2,352 patients underwent prostatectomy
during the time period, all of whom had at least
some data available for analysis. Average age was
61.7 years (standard deviation, 7.1 years), and
90.0% were white. Average preoperative PSA value
was 6.6 ng/mL (standard deviation, 4.7 ng/mL).
Table 2 summarizes gold-standard D’Amico risk
group classification calculated on the basis of the
manually collected prospective database.

The NLP algorithms identified at least one of
the required data elements in 2,351 patients
(99.95%). NLP identified a combination of PSA,
Gleason score, and clinical T stage sufficient
to calculate D’Amico risk stratification in 1,833
patients (recall, 78.0%). Table 3 summarizes
D’Amico risk group classification success of
NLP compared with manual data collection.
Raw agreement (precision) was 91.0%. Weighted
k for groupclassificationwas0.92 (95%CI, 0.90 to
0.93). Of the 505 patients with incalculable D’Am-
ico risk stratification by NLP, 219 (43.4%) had
sufficient data available to calculate that they were
at least intermediate risk, for a modified recall
of 87.2%.

Table 4 summarizes NLP extraction of the indi-
vidual PSA, Gleason score, and clinical T-stage
components compared with those obtained
by manual collection. Weighted k statistics were
0.86 (95%CI, 0.82 to 0.90), 0.91 (95%CI, 0.90 to
0.93), and 0.89 (95% CI, 0.85 to 0.94) for PSA,
Gleason score, and clinical T-stage categories,
respectively. A total of 2,038 (91.9%) of 2,218
extracted PSA values were within 6 1.0 ng/mL of
manually collected values.

The results of the manual discrepancy analysis of
10 patient cases are listed in Table 5. In six of nine
patient cases, the manual review agreed with the
NLP-determined risk stratum; in three patient
cases, the manual review agreed with the original
gold-standard risk stratum; and in one patient
case, the risk stratum did not change despite
the discrepancy.

DISCUSSION

We developed an algorithm using NLP for the
automated extraction of clinical data required
for risk stratification of patients with clinically lo-
calized prostate cancer. After NLP-driven risk

Table 1. Pseudocode Describing NLP Algorithm

Steps

A. Determine preoperative PSA

Step 1. Extract PSA from laboratory-based scores at VUMC

Retrieve all results prior to and within 1 year of date of surgery

Capture the highest result as the preoperative PSA

Step 2. Extract PSA results from clinical notes

Retrieve strings following PSA, including “undetectable,” or “,,0.10,” or numeric
strings not in date format, ignoring punctuation, white space, and key words such
as “value, score, rose, rising, remains, of, to, was, is, =, at” between “PSA” and
result

Date stampeachextracted result with the date that the notewas recorded in the EMR

When a result is found more than once, capture earliest date stamp as test date for
result

Retain all results before and within 1 year of date of surgery

Capture the highest result as the preoperative PSA

Step 3. Report preoperative PSA

If result found in step 1, use it

If not, use result found in step 2

If no result found, report result as unknown

B. Calculate biopsy-based Gleason scores

Step 1. Extract Gleason scores from VUMC pathology reports written before date of
surgery

Retrieve all scores written as “primary + secondary” or “primary + secondary = total”

Calculate total score as “parsed primary score + parsed secondary score”

Parse out the highest total or calculated total score(s)

Step 2. Extract Gleason scores from other clinical notes written before date of surgery

Retrieve all scores written as “primary + secondary” or “primary + secondary = total”
in various forms

Calculate total score as “parsed primary score + parsed secondary score”

Parse out the highest total or calculated total score(s)

Step 3. Extract total Gleason scores from all clinical notes written before date of surgery

Retrieve scores written as “total” only in various forms

Parse out the highest total score

Step 4. Report biopsy-based Gleason score

If score found in step 1, use it

If not found in step 1, use score found in step 2

If not found in step 2, use score found in step 3

If no score found, report score as unknown

C. Extract clinical stage from cancer staging forms

Search record for cancer staging (version 7; prostate) forms

Retrieve the latest clinical stage from forms

If not present, report clinical stage as unknown

Abbreviations: EMR, electronic medical record; NLP, natural language processing; PSA, prostate-
specific antigen; VUMC, Vanderbilt University Medical Center.
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stratification, the success of extraction and ac-
curacy were compared with those of clinical
data obtained from our prospective institutional
prostatectomy database. We demonstrate a recall
value of 78% for patients with available data, of
whom 91% were accurately risk stratified. In our
exploratory analysis, we found that recall in-
creased to 87% when including a determination
of at least intermediate risk for patients with in-
calculable exact risk strata. Discrepancies, when
present, tended to be relatively minor; major dis-
crepancies (stratifying as high risk when the pa-
tient should have been low risk) only affected nine
(0.5%) of 1,833 patients. Notably, the recall value
was underestimated, because the gold standard
did not contain sufficient data to calculate D’Am-
ico risk in 60 patient cases; nevertheless, we were
able to classify 14of theseusing theNLPalgorithm
(data not shown). The successful development of
NLP tools to extract data surrounding extent of
disease in oncology has broad implications for
providers and for health systems transitioning
to a value-based health care environment.

A manual review of a sample of discrepancies
revealed that the NLP algorithm was more often
correct than the gold standard in these cases.
Although this finding might not extrapolate to all
discrepancies, the review did reveal some impor-
tant themes. Many of the discrepancies involved
the not-uncommon situation where a local pathol-
ogy review disagreed with the original pathology
report (either in the direction of higher or lower
maximum grade). Discrepancies in pathologist-
assigned Gleason score are known to occur and
can affect risk stratification.11 For this analysis, we
took the VUMC-assigned Gleason score as the

correct score; it is possible that the originalmanual
abstractorsmayhave insteadusedadifferent rule,
which led to thediscrepancy.This finding serves to
underscore the importance of institutional pathol-
ogy review and should be accounted for in future
use and expansion of the algorithm.

Traditionally, clinical risk strata are collected for
use in individual patient counseling and decision
making. Clinical risk grouping has a clear impact
on prognosis12 and affects disease treatment rec-
ommendations.13 With a growing national focus
on health care cost and quality, risk-based quality
measures have been developed as indicators of
the value of care.14 Pay-for-performance systems,
such as the Physician Quality Reporting System,
use several quality measures relating to pros-
tate cancer care, including the avoidance of
bone scans in patients diagnosed with low-
risk disease.15 Although investigations in other
disciplines suggest that quality indicator adher-
ence may not be associated with improved
outcomes,16,17 they are considered benchmarks
of high-quality care.15 As we shift from a fee-for-
service model to value-based care,18 and Medi-
care payments become increasingly tied to quality
or value via alternative payment models,19 physi-
cian performance on suchmeasures is of increas-
ing importance to both clinicians and payers. In
fact, health systems, hospitals, private practices,
and specialty societies are investing in or hiring
vendors to extract data from EMRs to demonstrate
compliance and avoid financial penalties.20 Effi-
cient and accurate risk grouping is thus a pre-
requisite for comprehensive evaluation of and
compliance with quality measures.

The determinants of prostate cancer risk stratifi-
cation are often buried within text-based medical
records. Examinations of large cohorts of patients
and calculations of risk-related outcomes tradi-
tionally require manual record abstraction. We
were fortunate to take advantage of an existing
prospectively collected database, making a com-
parison between manual abstraction time and
NLP development effort difficult; databases cre-
ated expressly for the purposes of training NLP
algorithms can have significant time costs. It is
clear that with the massive number of narrative
data now generated by EMRs, human abstractors
must concentrate onhigh-value documents, often
characterized by idiosyncratic hunting and gath-
ering activities, whereas NLP can be applied to all
documents. NLP simplifies and standardizes the
data extraction process, potentially obviating the
need to hire employees to manually extract risk
data from patient records and allowing already

Table 2. D’Amico Risk Group Stratification of Study Cohort
As Determined by Manual Data Extraction

Risk Group No. of Patients (%)

Low 931 (39.6)

Intermediate 830 (35.3)

High 531 (22.6)

Could not be determined 60 (2.6)

Table 3. D’Amico Risk Group As Determined by Manual Data Collection and NLP

Risk Group by Manual
Data Collection

Risk Group by NLP

Low Intermediate High

Low 614 57 9

Intermediate 41 570 40

High 0 18 484

Abbreviation: NLP, natural language processing.

4 ascopubs.org/journal/cci JCO™ Clinical Cancer Informatics

http://ascopubs.org/journal/cci


employed abstractors to refocus their work on
quality improvement and quality assurance activ-
ities (although manual abstraction would still be
required for the approximately 20% of patient
cases not calculable by the current algorithm).
NLP also provides the benefit of automated ex-
traction without interrupting the clinical workflow,

because it is performed on the back end of clinical
documentation. Alternative methods of data ex-
traction include the use of electronic forms or pop-
ups, which require active physician input be-
fore automated extraction. Although accurate,
these forms require clinician time and additional
interaction with the EMR, two of the top four
contributors tophysiciandissatisfaction ina recent
multispecialty survey.21 Work by investigators at
the University of Michigan shows that much of the
clinical risk stratification information needed for
patients with prostate cancer can automatically be
obtained from pathology reports; however, these
forms often do not include clinical examinations or
laboratory values and are tailored to the format of
individual health system reports. Synoptic struc-
tured pathology reports are not currently man-
dated for prostate biopsy specimens, and as
such,most reports will be variable to somedegree.
Although the Health Information Technology for
Economic and Clinical Health Act and related
rules for Certified Electronic Health Record Tech-
nology lay the groundwork for an increasingly
structured clinical record, the fact remains that
many of the elements needed here will not be
mandated as structured in the foreseeable future.
For example, PSA is frequently not rechecked at

Table 4. Risk Stratification Success by Individual Strata

Manual Data Collection NLP

PSA < 10 . 10 to < 20 . 20

< 10 1,886 23 15

. 10 to < 20 15 211 5

. 20 3 7 53

Gleason score < 6 7 8-10

< 6 986 81 4

7 53 880 20

8-10 0 27 290

Clinical T stage T1-T2a T2b T2c-T3

T1-T2a 1,625 8 11

T2b 8 49 0

T2c-T3 3 1 71

NOTE. Categories are those used to assign points in the D’Amico risk stratification algorithm.
Abbreviations: NLP, natural language processing; PSA, prostate-specific antigen.

Table 5. Discrepancy Analysis

Patient
Case

Risk

NotesNLP
ManualReview
(gold standard) ClinicalReview

1 Intermediate Low Intermediate Discrepancy in Gleason score and PSA; manual review used OSH pathology
Gleason (3 + 3 = 6), which was upgraded at VUMC to 3 + 4 = 7

2 Intermediate Low Intermediate Discrepancy in Gleason score; manual review used OSH pathology Gleason (3 +
3 = 6), which was upgraded at VUMC to 3 + 4 = 7

3 High Low Low Discrepancy in Gleason score; pathology note details why this patient case should
be treated as 3 + 3 = 6 as opposed to 4 + 4 = 8; NLP algorithm parsed 4 + 4 = 8
from this discussion

4 Intermediate Low Intermediate Discrepancy in PSA; clinical note: “prebiopsy PSA of 20 but then decreased to 5”

5 Low Intermediate Low Discrepancy in Gleason score;manual review usedOSHpathology Gleason score
(4 + 3 = 7), which was downgraded at VUMC to 3 + 3 = 6

6 Low Intermediate Low Discrepancy in Gleason score;manual review usedOSHpathology Gleason score
(3 + 4 = 7), which was downgraded at VUMC to 3 + 3 = 6

7 High Intermediate High Discrepancy in Gleason score; manual review used OSH pathology Gleason (4 +
3 = 7), which was upgraded at VUMC to 4 + 4 = 8

8 High High High Inconsequential discrepancy in Gleason score; VUMC pathology: 3 + 5 = 8; OSH
pathology: 4 + 3 = 7

9 Intermediate High High Discrepancy inGleasonscore;NLPerroneouslypulled4+3=7 insteadof3+5=8

10 Intermediate High High Discrepancy in clinical T stage; clinical notementioned “somebilateral induration
of theprostate anda little bit of nodularity… impression: stageT2ccarcinomaof
the prostate,” but clinical staging form recorded T1c, which is what NLP
extracted

Abbreviations: NLP, natural language processing; OSH, outside hospital; PSA, prostate-specific antigen; VUMC, Vanderbilt University Medical Center.
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tertiary care facilities, such that the only records of
PSA are to be found in machine-readable text.
Furthermore, structured data elements, such as
International Classification of Diseases billing
codes, can still be subject to high error rates and
are often not sufficient for phenotyping activities.22

Provided physicians and their associated health
systems have simplified access to data related to
risk-stratified health measures, a question re-
mains as to whether they can use these data to
improve the quality of care provided. Investigators
at the University of Michigan examined an inter-
vention during which a broad consortium of urol-
ogy practices receivedaneducational intervention
about the use of bone scan and computed tomog-
raphy for low-risk prostate cancer. After the so-
called clinical champion–driven intervention, a
significant decrease in bone scan and computed
tomography scan use was reported in the pooled
consortium.6NLP-poweredsupport tools anddata
reporting therefore offer the potential to dramati-
cally increase the efficiency and speed at which
risk-stratified quality information may be used to
affect clinical care.

Any shift from manual extraction to automated
data collection does, however, inherently result
in a decreased level of precision in describing
patient cohorts. There is no established standard
for the minimum acceptable levels of precision
and recall for research and/or operational needs,
although precision greater than 90% is gener-
ally considered high. Aiming for higher levels of
precision introduces the possibility of overfitting
to what may not be an error-free data set, as
was revealed during the discrepancy analysis
(Table 5). It is possible to improve the recall of
NLP using liberalized search and extraction of
terms, increasing the sensitivity of the extraction.
However, this reduces accuracy by applying less
stringent definitions to test extraction, thereby
limiting the specificity of the test. NLP advances
such as neural networks or other machine-
learning approaches could be used; however,
strategies such as these are much more complex
and difficult to implement than the text-search
methods outlined in our study. Increased super-
vision of NLP algorithms can also help improve
accuracy, although this comes at the cost of in-
tensified reliance on human interaction and
optimization.23 It is likely that the reported rates
of recall and accuracy are acceptable for the
purposes of quality measurement and assess-
ment; however, additional studies will be needed
to demonstrate these benchmarks if NLP is ex-
panded to more clinical practices, especially if

health systems require more accurate recall than
the 78% demonstrated in this cohort.

Our study is limited in that the algorithm was
created and validated using a single-institution
EMR for patients who ultimately underwent pros-
tatectomy.Other forms of treatment for early-stage
prostate cancer (eg, external-beam radiation)
were intentionally excluded because we did not
have prospectively collected data to serve as a
benchmark for NLP output. Our algorithm was
tailored to the specific format of the clinical doc-
umentation found in the electronic record of a
presurgical patient and was not necessarily appli-
cable to broader health systems or patient groups.
Specifically, VUMC used the homegrown StarPa-
nel EMR system at the time of this analysis. Star-
Panel is an advanced EMR that is well integrated
with a research data warehouse called the Re-
search Derivative9; this pre-existing ecosystem fa-
cilitated the organization and accessibility of data
used by our NLP algorithm, including the use of
clinical staging forms and electronic laboratory re-
sults. We acknowledge that such assets are not
available atmanyother institutions, whichmay limit
generalizability. Going forward, the algorithm will
require upfront costs associated with modification
and validation as it is expanded to additional health
systems and patients. Whether these costs favor-
ably compare with those of human abstractors has
not been well studied, but large programs such as
National Cancer Institute–SEER are actively evalu-
atingNLP technologies, in part becauseofpotential
cost savings. Through our experience developing
algorithms that use NLP, it is often the extraction of
clinical stage strata that is the most challenging to
complete accurately.24

Future directions for our work include further risk
stratification beyond using only Gleason total
score, PSA, and clinical stage. Risk scores such
as the National Comprehensive Cancer Network
risk grouping, which is used by the Centers for
Medicare and Medicaid Services Oncology Care
Model program,25 take primary and secondary
Gleason scores into account for finer gradations
of risk categorization. As proposed by D’Amico
et al,26 risk may also be further stratified into
favorable and unfavorable intermediate risk on
the basis of percentage of positive prostate cores,
amore complex parameter. An interesting area of
future research could be to alter our NLP algo-
rithm to collect and calculate these percentages
from pathology reports.

In conclusion, in this study, we demonstrate that
NLP can achieve greater than 90% accuracy on
D’Amico risk stratification of localized prostate
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cancer. Recall was 78% using this technology at
a single institution, and this performance is
considered to be acceptable for clinical NLP
tools. Validation and expansion of NLP algorithms
may enable automated extraction of clinical risk

characteristics to power decision support tools,
disease registries, and quality measurement in
cancer care.
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APPENDIX
The steps taken to extract prostate-specific antigen (PSA) value and Gleason score are described in detail here; clinical T
stage was extracted directly from a templated document as described in the pseudocode (Table 1).

Steps to get PSA value from narrative documents:

1a. From notes containing keyword “PSA,” extract “PSA” and the immediate word following “PSA” to see how PSA scores
were written in the notes:

array_combine(regexp_extract_all(notes_field, ’PSA\s*\w+’), ’~’)

1b. Subject matter experts convened to review the output of 1a and determined rules to exclude stop words and to include
PSA values that may be separated from the “PSA” by several words or characters.

2. The following expression to capture PSA results into an array was selected for the analysis:

array_combine(regexp_extract_all (notes_field, ’PSA\s*(SCORE|VALUE|ROSE|RISING|REMAINS ELEVATED)?\s*(OF|ON|
TO|WAS|IS|AT|\=)?\:?\s*([0-9]{1,4}/[0-9]{0,2}/?[0-9]{0,4})?(\s*[0-9]{1,2}\:[0-9]{1,2})?\s*([0-9]{1,3}\.?[0-9]*)|
(undetectable|,\s*0.10)’, ’i’), ’~’)

3. After splitting the above array into separate records, remove date time, date, and keywords from results to get the final PSA
value.

4. Maximum PSA value in the defined period is chosen for the risk calculation.

Steps to get Gleason score:

1. Capture all clinical notes and pathology reports with the case-insensitive keyword “gleason.”

2. Working with above captured notes, extract Gleason score into an array:

array_combine(regexp_extract_all(content,’[0-9]\s*\+\s*[0-9]\s*(\=\s*(10|[0-9]))?’), ’~’ )

3. Split above array and parse score into primary and secondary scores.

4. Calculate total Gleason score by summing primary and secondary scores.
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