QUANTUM SPHERES AS GRAPH C*-ALGEBRAS: A REVIEW
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ABSTRACT. In this survey, we discuss the description of Vaksman-Soibelman quantum spheres
using graph C*-algebras, following the seminal work of Hong and Szymariski. We give a slightly
different proof of the isomorphism with a graph C*-algebra, borrowing the idea of Mikkelsen

and Kaad of using conditional expectations to prove the desired result.
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1. INTRODUCTION

Quantum spheres are among the most studied examples of quantum homogeneous spaces.
The first examples are due to Podle$ [16], who introduced his well-known 2-dimensional ex-
amples as homogeneous spaces for Woronowicz’s quantum SU(2) group [21]. A few years
later, Vaksman and Soibelman introduced quantum spheres of arbitrary odd dimension [20] as
homogeneous spaces of higher dimensional quantum unitary groups [22]. They are described
by a Z-graded algebra whose degree 0 part we interpret as algebra of functions on a quantum
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complex projective space (for a review of the geometry of quantum projective spaces, one can
see e.g. [9]). A main breakthrough in their study was the realization that the C*-enveloping
algebras are graph C*-algebras [11].

The aim of this survey is to give a detailed proof of the isomorphism between the universal
C*-algebra of a Vaksman-Soibelman quantum sphere and a graph C*-algebra. Rather than the
original proof in [11], here we follow the idea of Mikkelsen and Kaad [14] of using conditional
expectations to prove the desired isomorphism.
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Historically, the 2n + 1 dimensional quantum sphere Sa““ was introduced as a quantum
homogeneous spaces of SU4(n + 1). In this review, however, we avoid on purpose talking
about SUq(n + 1) because we want to make the paper self-contained, and we prefer not to rely
on results about SUq(n + 1) to prove the desired results about quantum spheres. The paper is
intended to be a pedagogical review, and it is written in an elementary style in order to make
it more accessible to a wide audience.

The plan of the paper is as follows. In Sect. 2, we recall some basic facts about group actions
on C*-algebras and conditional expectations (Sect. 2.1), and universal C*-algebras (Sect. 2.2).
Those who are familiar with C*-algebras can readily skip this part. We also briefly recall the
notions of Leavitt path algebra and of graph C*-algebra (Sect. 2.3). In Sect. 3, we introduce
the coordinate algebra A(S%“H) of the (2n + 1)-dimensional quantum sphere. We start in
Sect. 3.1 by discussing some of its basic algebraic properties. Next, in Sect. 3.2, we discuss two
realizations of A(S%““), for q = 0, as the Leavitt path algebra of the two graphs X, and fn
shown in Figures 1 and 2. We also show that, for all values of g, the canonical *-homomorphism
from A(S%“H) to its C*-enveloping algebra C (S%I“H) is injective. In Sect. 3.3, we pass to the
case of positive parameter and prove the isomorphism C(SZ"*1) = C(Sz™t1) forall 0 < q < 1.

We should mention that the first proof that the isomorphism class of C(S%]”“) is indepen-
dent of q is in [18, 19]. The one proposed here is an independent proof inspired by the ideas of
[14]. The interplay between the graph and groupoid picture in [18, 19] is discussed in [7]. Con-
trary to what happens with C*-enveloping algebras, the polynomial algebra A(SZ"*!) does
depend on the value of the deformation parameter, see [8].

Notations and conventions. In this paper q is a real number and we assume that
0<qg<l.

When we write q # 0, we always mean 0 < q < 1.

We denote by N the set of natural numbers (including 0) and by N = N U {+o0} its one-point
compactification. Note that, for every fixed q # 0, the map k — q* is a closed embedding of
N into R, if we adopt the convention g™ = 0. We denote by either T or S! the set of unitary
complex numbers, and by T™ the n-torus.

Every algebra in this paper is associative and over the complex numbers. In the case of
unital algebras, homomorphisms and representations are assumed to be unital. By a Hilbert
space we always mean a complex one.

We adopt the convention that an empty sum is 0 and an empty product is 1. By a group
action on a (*-)algebra, we will always mean one by (*-)automorphisms. If A is an algebra
and o : G — Aut(A) an action of a group G, we denote by AC the subalgebra of G-invariant
elements of A. Note that if A is a C*-algebra and « : G — Aut(A) is any group action (not
necessarily continuous), since *-homomorphism between C*-algebras are continuous, A€ is
automatically a C*-subalgebra of A. Indeed, if (an) is a sequence in A® and a, — a € A, for
all g € G one has

agla) = ag( lim an) = lim og(an) = lim an = a,
n—oo n—oo n—oo

which means that a € AC.



If H is a Hilbert space, we denote by B(H) the set of bounded operators and by U(H) the set
of unitary operators on H.

2. MATHEMATICAL PRELIMINARIES

2.1. Group actions and conditional expectations. Recall that an action « of a topological
group G on a topological space X is called continuous if the map G x X — X, (g,x) — ag(x),
is continuous. It is called strongly continuous if, for all x € X, the map G — X, g — ag4(x),
is continuous. If X is a C*-algebra (resp. a Hilbert space), by a strongly continuous action
(resp. representation) we will always mean with respect to the norm topology on X.

Clearly continuity implies strong continuity, but the converse is in general not true (despite
the name, strong continuity is a weaker notion than continuity). It is true in special cases, like

the one considered in the next lemma.

Lemma 2.1. Let X be a normed vector space and o an isometric action of a topological group G on X.
Then o is continuous if and only if it is strongly continuous.

Proof. We need to prove the implication <. By hypothesis, || ag(x)|| = ||x| forall (g,x) € G x X.
Let (ga,xA)ae be a convergent net in G x X, with limit (g, x). Then

HOCQA(X)\) — &g (X)H = H‘XQA (XA —x) + XKga (x) — Kg (X)H

< lloegy Oen =)} + [Jeeg, (%) = oeg ()| = [xa = x| + [ gy, (x) — exg (X]]]-

The first term goes to 0 because x) — x, the second because of strong continuity. Thus, one has
o, (xa) = otg(x),ie. a: G x X — X is continuous. |

Since every group action on a C*-algebra is isometric (injective *-homomorphisms between
C*-algebras are always isometric), as a corollary we have an equivalence between continuity
and strong continuity for actions of topological groups on C*-algebras. Similarly, a unitary
representation of a topological group is continuous if and only if it is strongly continuous.

Let us stress that continuity of an action « : G x A — A on a C*-algebra doesn’t mean
that the map A — Aut(A), g — &g, is continuous w.r.t. the uniform topology on Aut(A).
Similarly, continuity of a unitary representation U : G x H — H doesn’t mean that the map
G — U(H), g = Uyg, is continuous w.r.t. the norm-topology on the codomain (the latter is
a stronger condition), nor does it mean (a priori) that the adjoint action ag4(b) := UgblUy on
B(H) is strongly continuous.

A unitary representation U of a topological group G on a Hilbert space H is called weakly
continuous if, for all v,w € H, the map G — C given by g — (v,Ugw) is continuous. Thus,
U is weakly (resp. strongly) continuous if as a map G — U(H) is continuous w.r.t. the weak
(resp. strong) operator topology on U(H).

Lemma 2.2. For a unitary representation U of a topological group G on a Hilbert space H, the following
conditions are equivalent

(i) U is strongly continuous,

(ii) U is weakly continuous.



Proof. For v,w € Hand b € B(H) we have two maps
fw:G — H, g — Ugw,
fuw:G—C, g+— (v,Ugw).

(i) means that all maps f,, are continuous, (ii) that all maps f, ,, are continuous. The implica-
tion (i) = (ii) is obvious, since f ,, is the composition of f,, with the (continuous) map H — C
given by the scalar product with v. We must prove (ii) = (i).

Let (ga)aen be anetin G convergent to g € G. If U is weakly continuous, for every w € H
and writing v = Ugw, we have

(Ugw, Ug,w) = fyru(gr) — Fuw(g) = [Ugw]® = [|w]]?,
and then
Ifw(gr) — fw(9)]* = [[Ug,w — Ugw]|* = 2|lw||* — 2R (Ugw, Ug,w) — 0. u

Recall that a linear map f : A — B between C*-algebras is called faithful if, for all positive
elements a € A, f(a) = 0 implies a = 0. A *-homomorphism is faithful if and only if it is
injective, for if f is faithful, a € A and f(a) = 0, then f(a*a) = f(a)*f(a) = 0, which implies
a*a = 0 by faithfulness, and then a = 0 by the C*-identity. In particular,

Remark 2.3. A bounded *-representation of a C*-algebra is faithful if and only if it is injective.

A C*dynamical system is a triple (A, G, «), where A is a C*-algebra, G a locally compact
Hausdorff group, and « a strongly continuous action of G on A. A covariant representation of a
C*-dynamical system (A, G, ) is a triple (H, 7, U) consisting of a Hilbert space H, a bounded
*-representation 7 of A on H, and a strongly continuous unitary representation U of G on H,
such that ugn(a)ug =m(aga) foralla € Aand g € G.

If A is a C*-algebra and B a C*-subalgebra, a linear map & : A — B is called a conditional
expectation if it is B-bilinear, idempotent (3(b) = b V b € B), completely positive and a con-
traction. The important property for us will be positivity. By Tomiyama’s theorem (see e.g. [6,
Thm. 1.5.10]), every contractive idempotent map A — B (with B C A a C*-subalgebra) is a
conditional expectation. Notice that, since ¥ is idempotent, it is also surjective.

Lemma 2.4. Let (A, G, «) be a C*-dynamical system, with G compact, and let w be the normalized
Haar measure on G. Then,

(i) The mapd : A — AS given by
da) = J og(a)dug, a€EA, (2.1)
G

is a faithful conditional expectation.
(ii) Let (H,7t,U) be a covariant representation of (A, G, ). If the restriction m|pc : AS — B(H) is
faithful, then T is faithful.

Proof. (i) Let a € A. By invariance of the Haar measure, for all g’ € G,

agda) = JG agrgla)dpug = JG agr(a)dugr =9(a),
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where g = g’g. Thus, ¥(a) is G-invariant, i.e. it belongs to AG. By the choice of normalization,
9 is also idempotent: for every a € AS, 9(a) = [ ag(a)dpg = [5adpg = a [ dpg = a.
Finally, since

H%(aﬂl<lL;HagUﬂHdug:=HaW

the map ¥ is norm decreasing. By Tomiyama’s theorem, this implies that 9 is a conditional
expectation. To prove faithfulness, let now a € A be a non-zero positive element and let w be a
state on A such that w(a) = ||a|. Since g — w(ag4(a)) is continuous, there exists a non-empty
openset V C G such that w(xg(a)) > ||a||/2 forall g € V. But

mwmsz%mm%>Lm%mmw>mwwwm

Since the Haar measure (V) of a non-empty open set is non-zero, one has w(d(a)) # 0, and
then d(a) # 0.

(ii) By point (i) of this lemma, the map ¥ in (2.1) is a faithful and positive. Let 9: B(H) = B(H)
be the linear map defined by

3(b) == JG UgbUdug
for all b € B(H). By covariance of the representation,

mod=Ddom (2.2)
Let a € A be a positive element in the kernel of 7. From (2.2) we get

n(¥a)) = 5(7{((1)) =9(0) = 0.

Since 9(a) is a positive element in A® and 71| 5 is faithful, we deduce that §(a) = 0. Since 9 is
faithful, it follows that a = 0. Hence 7t is faithful. |

2.2. Universal C*-algebras. In this section we restrict our attention to unital algebras and uni-
tal homomorphisms (it is important to specify this, since universal constructions depend on
the ambient category). Thus, every algebra in this section is assumed to be (complex, associa-
tive and) unital, even if not stated explicitly.

Definition 2.5. Let A be a *-algebra, B a C*-algebra and ¢ : A — B a *-homomorphism. The pair
(B, ) is called a universal C*-algebra of A if for every C*-algebra C and every *-homomorphism
f: A — C there exists a unique *-homomorphism f : B — C making the following diagram commute:

A

l

-
<
-

O¢------o

In categorical language, denoting by F the forgetful functor from C*-algebras to *-algebras,
the pair (B, ¢) in the above definition is an initial object in the comma category (A | F), and is
what we call a universal morphism from A to F, cf. [13, Cap. 3].
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One can see [5] for a study of universal C*-algebras described by generators and (admissible)
relations. As usual with universal morphisms, a universal C*-algebra of A may not exist (see
the next non-example), but if it exists it is essentially unique (see the next Prop. 2.7).

Non-Example 2.6. The algebra A = C[x|, with *-structure x* = x, has no universal C*-algebra.
By contradiction, suppose that (B, &) satisfies the universal property in Def. 2.5. For every A € R
one has a *-homomorphism C[x] — C that maps x to A. By the universal property, there must exist a
*-homomorphism B — C that maps ¢(x) to A. Since *-homomorphisms between C*-algebras are norm
decreasing, we deduce that ||p(x)|| = A for all X € R, which is clearly impossible.

Proposition 2.7. Let (B, ¢) and (B’, ") be universal C*-algebras of the same *-algebra A. Then, there
exists a unique isomorphism f : B — B’ such that ¢ = ¢’ o f.

Proof. This is a standard proof which is valid for arbitrary universal morphisms. We repeat it
here for the reader’s ease. By the universal property, if an isomorphism f as above exists, it is
unique. We must show its existence.

By the universal property of both (B, $) and (B’, ¢’), there exists a unique map Eiv) and a
unique map b’ making the following diagram commute

A
AN
a')/

B :> B/
¢
Commutativity of the diagram tells us that d~) o ((T)’ o) = <T> o¢’ = ¢, thus we have a commu-
A
VAN
bod’
B———————=8B
idg

From the universal property we deduce that $od’ =idg. Similarly one shows that o =

tative diagram

idp, so that f = ¢ is the desired isomorphism. [ ]

Due to its essential uniqueness, from now on we will talk about the universal C*-algebra of
A (if any) and denote it by (A, du.).

Observe that every *-algebra A has (at least) one bounded *-representation given by the zero
representation. The next definition (2.3) then makes sense.

Proposition 2.8. Let A be a *-algebra and, for a € A, call
lallw == sup {||p(a)| : p is a bounded *-representation of A }. (2.3)

The universal C*-algebra of A exists if and only if ||a||., is finite for all a € A.
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Proof. (=) Let (A, dv) be the universal C*-algebra of A (by hypothesis, it exists). By the
universal property, for every bounded *-representation p : A — B(H) we have a commutative

diagram
du
A— Ay
e
P \
B(H)

where 7 is a bounded *-representation of A,,. Since *-homomorphisms between C*-algebras
are contractive, for all a € A one has

lp(a)]| = [[(dula))] < l[dulal],

where the first two norms are the operator norms in B(H) and the third one is the C*-norm of
Ay. The latter is independent of the representation, hence ||al|,, < |[dn(a)]| < ooV a € A.

(<) The proof is constructive. If ||al|,, is finite for all a € A, then the map a — |/afy is a
C*-seminorm, called the universal C*-seminorm of A. Putting ] :== {a € A : ||a|l, = 0} the
kernel of the seminorm (a closed two-sided *-ideal in A), the C*-completion A, of A/] in
the norm induced by || - ||, is well-defined and equipped with a canonical *-homomorphism
$ : A — Ay This pair (A, ¢y ) is called the C*-enveloping algebra of A.

We now show that it satisfies the universal property. Let f : A — C be a *-homomorphism to
a C*-algebra. Think of C as a concrete C*-algebra of bounded operators on a Hilbert space (by
Gelfand theorem) and of f as a bounded *-representation. By definition of the ideal | above,
its elements are in the kernel of any bounded *-representation, thus ] C ker(f). It follows that
the map f : A — C factors through the canonical projection w : A — A/] and we have a
commutative diagram

bu
AT A/ Ay
f fo///]?
g
C

The map fj is uniquely determined by f, since 7 is surjective. By definition of the universal
C*-seminorm one has ||fo(7t(a))|| = ||f(a)|| < ||a|w, thus fq is Lipschitz continuous, and hence
uniformly continuous. A uniformly continuous function D — Y from a dense subset D of a
complete metric space X to a metric space Y admits a unique continuous extension X — Y.
There exists then a continuous map f: Ayu — C extending f(. Since f( is a *-homomorphism
and A/J isdensein A, fisa *-homomorphism. Any other *-homomorphism A,, — C making
the above diagram commute must coincide with f, since it is equal to f on a dense subset of
the domain. [ |

Notice that the map ¢, is not always injective. If it is injective, we will say that A embeds
into its universal C*-algebra, think of A as a dense *-subalgebra of A,,, and omit the map ¢,.
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Proposition 2.9. Assume that the universal C*-algebra of A exists. Then, &, is injective if and only
if A has an injective bounded *-representation.

Proof. (=) Every C*-algebra has a faithful representation (Gelfand-Naimark theorem). Let 7t
be a faithful representation of A,,. Then 7 o ¢, is an injective bounded *-representation of A.

(<) If A has an injective bounded *-representation, then the universal C*-seminorm is a norm,

] = 0 and the map from A = A/] to its C*-enveloping algebra is injective. |

Example 2.10. Let n > 2 and A := C[x]/(x™) be the truncated polynomial algebra in one real indeter-
minate, x = x*. Let f : A — C be a *-homomorphism to another C*-algebra. Then f(x)™ = f(x™) =0
in C, which by the C*-identity implies f(x) = 0. Thus, f factors through the morphism A — C defined
by x — 0, proving that the universal C*-algebra of A is A, = C. The canonical *-homomorphism
by A — C, x — 0, is obviously not injective.

Lemma 2.11. Let A be a *-algebra and (A, §v.) its universal C*-algebra (assume that it exists). For
every « € Aut(A) there exists a unique & € Aut(Ay,) such that the following diagram commutes

A—2 A

J

Ay %Au

Proof. The composition A XA h Ay is a *-homomorphism, and the existence and unique-
ness of & € Aut(A,,) follows from the universal property. [ |

Proposition 2.12. Let A be a *-algebra, (A, &v) its universal C*-algebra (assume that it exists),
G a topological group, and o« : G — Aut(A) a group action. Then, there exists a unique action
o: G — Aut(Ay) such that G o xg = &g o Gy If, for every a € ¢y (A), the map

G — Ay, g— xg(a), (2.4)
is continuous, then & is strongly continuous.

Proof. For all g € G, the existence and uniqueness of &4 follows from Lemma 2.11. Let g, g2 €
G and denote by e € G the neutral element. From the commutative diagram

Ke = ldA

A A
%\ \%
Qe
Ay —T—/—= A,
ida,

and from Lemma 2.11 we deduce that & = ida . From the commutative diagram

A Xgo A Xgy A
|
o du du
&92 l &91




since the composition of the horizontal arrows on top is otg, 4,, We get a commutative diagram

Xg192

A

_ A
d)u‘ ‘d)u
&91&92

Au:;Au

Xg1 g2

From Lemma 2.11 we deduce that &g, &g, = tg, 4., i.e. & is a group action.

It remains to prove that, if the map (2.4) is continuous for every a € D := ¢ (A), then it is
continuous for every a € A,,. We use the density of D in A,, and a standard ¢/3 argument.

Let (ga)ren be anetin G convergent to an element g € G, call Ty, := &g, and T = 4. Since
*-homomorphisms between C*-algebras are contractive, one has || To|| < 1 and ||T|| < 1.

Let a € A, be a fixed element (arbitrary) and &€ > 0. Due to the density of D, there exists a
sequence (ay)xen in D convergent to a. Thus, there exists ko such that, for every A € A and
k > ko one has

Maax —Taall < [lax —al| < e/3.

By hypothesis, limyca Thax = Tay since ax € D. Thus, for all k € N there exists Ay such that,
if A > Ay, then
||T)\C1k — Tak|| < 8/3.

Since T is continuous, there exists k; such that, for all k > k1, one has
|[Tax —Tal| < e/3.
If k > max{kg, k1} and A > Ay, then
[Taa—Ta|| < ||Taa— Thax|| + ||[Taak — Tax|| + || Tax — Ta|| < e.
Thus, Tha — Ta. Thatis, forall a € A, themap G — A, g — &g(a), is continuous. [ |

2.3. Graph C*-algebras. In this section, we recall some general results from the theory of
graph C*-algebras. Our main references are [4, 17]. We adopt the conventions of [4], i.e. the
roles of source and range maps are exchanged with respect to [17].

Let E = (E°, EL, 5,t) be a directed graph, where E” is the set of vertices, E! is the set of edges,
s : E! — E¥is the source map, and t : E! — E is the target (or range) map. The graph is called
row-finite if s71(v) is a finite set for every v € E°. It is called finite if both sets E” and E! are
finite. A sink is a vertex v with no outgoing edges, that is s~ !(v) = 2.

Definition 2.13 (Leavitt path algebra). The Leavitt path algebra Lc(E) of a row-finite graph E is
the universal algebra generated by a family

{Py,Se.Si:veE’ ecE} (2.5)
satisfying the relations

P, ifv=w
D L for allv,w € E, (CKO)

0 ifv#w



P ife="f
SiSe = { ey f forall e € B, (CK1)

0 ife#f
Z SeSt =Py for all v € E° that are not sinks, (CK2)
ecEl:s(e)=v
Ps(e)Se = SePi(e) = Se forall e € B, (CK3)
Pi(e)St = SiPs(e) = Sk forall e € EL. (CK4)

A collection (2.5) satisfying (CK0-CK4) is called a Cuntz—Krieger E-family. The algebra Lc(E)
is universal in the sense that whenever {Q., T} is another Cuntz-Krieger E-family in an alge-
bra A, then there exists a unique *-homomorphism Lc(E) — A that maps each P, to Q,, Se
to Te and S} to T;. We stress that the above universal property holds in the category of non-
unital algebras, but when E is finite L¢(E) is unital with unit element 1 = } | o Py. It is also
a *-algebra with involution defined by P := P, and by declaring S} to be the adjoint of S (as
the notation suggests). Note that in a *-algebra (CK4) follows from (CK3) by adjunction.

Leavitt path algebras can be defined over any field, but we will only consider the field of
complex numbers. The universal algebra of a Cuntz—Krieger E-family can be explicitly con-
structed in the obvious way, as a quotient of a free algebra. Similar definitions can be given
for C*-algebras (with minimal modifications). In the case of C*-algebras the existence of the
universal object is a non-trivial theorem [17].

Definition 2.14 (Graph C*-algebra). The graph C*-algebra C*(E) of a row-finite graph E is the

universal C*-algebra generated by mutually orthogonal projections { Py, : v € E®} and partial isometries
{Se¢ : e € E'} satisfying the Cuntz—Krieger relations:

SeSe = Py(e) forall e € E', and (CK1)

Z SeSy =Py for all v € E° that are not sinks. (CK2)

ecEl:s(e)=v

In C*(E), forallv € E? and e, f € E!, one has

SePy =S if v=t(e), (2.6a)
S:S¢=0 ife #f, (2.6b)
Py,Se = Se ifv=s(e). (2.60)

The first relation follows from the definition of partial isometry and the fact that P, = S;S. is
the source projection of S.. The second follows from the fact that the CK’ relations imply that
the range projections S¢S are also mutually orthogonal (see [4, page 309]). The third follows
from the first two using (CK2").

As a consequence, there is a *-homomorphism L¢(E) — C*(E) defined in the obvious way
on Cuntz-Krieger E-families (with an abuse of notations, P, — P, and S — S¢). One can
prove that it is injective by using the Graded Uniqueness Theorem, cf. [1]. From now on, we
will think of L¢(E) as a dense *-subalgebra of C*(E) (dense since it contains all the generators).

Any graph C*- algebra C*(E) can be endowed with a natural circle action
o U(1) — Aut(C*(E)),
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called the gauge action, and given on generators by
oy (Py) =Py, oy (Se) =uSe

forallu e U(1),v e E% e e EL
We give now a slight reformulation of [4, Theorem 2.1] that is more suitable for the purposes
of this work (see also [17, Theorem 2.2]).

Theorem 2.15 (Gauge-invariant Uniqueness Theorem). Let E be a row-finite graph with Cuntz—
Krieger family {S, P}, let A be a C*-algebra with a continuous action of U(1) and p : C*(E) = A a
U(1)-equivariant *-homomorphism. If p(Py,) # 0 for all v € EY, then p is injective.

3. THE COORDINATE ALGEBRA OF A QUANTUM SPHERE

Letn € Nand 0 < q < 1. We denote by A(SZ" ") the unital (associative, complex) *-algebra
generated by elements {z, z{}1* , with relations

Zjzi = qziZj vog<i<jsn, (3.1a)
zizj = qzjz} VO<i#j<n, (3.1b)
Zizy = zizh 4+ (1 —q%) Z?:iﬂ 2z} vo<i<n, (3.1¢)
zozy+ 2127 + ...+ znzy =1. (3.1d)

Here we adopt the original notations of [20], which are also the notations adopted in [11].
Observe that z,, is normal and that A(Sg) = A(S') is generated by a single unitary operator,
that we can identify with the identity function on the unit circle S! C C.

The relations for q = 0, written explicitly are

zizj =0 Vi>j, (3.2a)
j )
ziz; =0 Vi#£j, (3.2b)
zizi = Zj%ziz; ; (3.20)
255 =1 (3.2d)

Recall that an algebra A is called G-graded, where G is a group, if it has a decomposition
A = @gec Ag into vector subspaces {A4 : g € G} satisfying Ag - Agr C Agg forall g, g’ € G.
We call Ay a spectral subspace of A, and we say that its elements are homogeneous of degree g.

An action aof t = (to,...,tn) € T"*! on A(S7* ") is defined on generators by

o (zi) = tizi, vog<ig<n (3.3)

The action (3.3) defines a Z™ "!-grading in the usual way: an element a € A(S%“H) has degree

m=(mg,...,mn) € Z™1if
a(a) =ty ...thma forallt € T (3.4)
The composition of (3.3) with the diagonal embedding

u(1) — T+, u— (u,...,u),
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gives an action of U(1) on A(Sﬁ““). For the sake of completeness, we mention that the Z-
grading associated to this action is a strong grading, as proved for example in a more general
context in [10] (see also [2, Sect. 5.1]). This means that A(S%“H) is a Hopf-Galois extension
of its degree 0 part, cf. e.g. [15, Theorem 8.1.7]. The subalgebra of U(1)-invariant elements is
denoted A(CPy) and the geometric picture is that of a principal U(1)-bundle S%““ — CPg
with total space a quantum sphere and base space a quantum projective space (see e.g. [2, 3]
and references therein).

The relevant subalgebra for us is the one of T™*1.invariant elements, i.e. elements of degree
m = (0,...,0). This is strictly smaller than A(CP7) and will be studied in the next subsection.

3.1. Algebraic properties. Here we collect some preliminary results about the algebra A(SZ“H)
that we need later on to study the associated universal C*-algebra.

Proposition 3.1. Let q = 0. Then z; is a partial isometry, for all 0 <i < n, and
{ziz{:0<i<n}
is a set of mutually orthogonal projections with sum 1.

Proof. Using (3.2d), the relation (3.2c) can be rewritten as

zizi =1— Zjd ziz;. (3.5)
From (3.5) and (3.2a) it follows that

* — . o V¥ — o
zizizi =z — ) it (zlnz])z] zi,
0

thus proving the first claim. Since z; is a partial isometry, z;z} is a projection, and orthogonality
follows from (3.2b). From (3.2d) it follows that the sum of these projections is 1. |

Lemma 3.2. Let 0 < q < 1. Then,
(i) Forevery 0 <1i<j <m,ziz{ and z; commute.

(ii) For every 0 < i < n and every positive integer m, one has
i-1
2120™ = @™+ (0= @™ (12 X m ) (relm)
Proof. (i) This is a simple computation using (3.1a) and (3.1b).

(ii) This is proved by induction on m > 1. From (3.1c) and (3.1d) we derive (rel;), that is

n
zfzi = q*zizf + (1 — q?) Z

j=i

i—1
= q2ZiZT +(1— q2) (1 — Z)’:O ZjZ}k) . by (3.1d)

*
Zjz;

: by (3.1c)

Now, let m > 2 and assume, by inductive hypothesis, that (rel,,—1) holds. Then,

zH(z)™ = (5 (z0)™ Yz

= @*™ 2 (z)™ iz + (1— ™) (z) ™2 <1 — Z?_l zjz;‘> zq by (relm—1)
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— ™2 ()™ 2z o+ (1 — g2 ) ()™ <1 DINCE ) by point @

= e+ (2= 6 (- ) )™ (1= X255 ) by el

j=0

i-1
= P ()™ + (1 — g™ ()™ (1 Y zjz;) |
The last line is exactly the right hand side of (rel.,). n

Let us stress that Lemma 3.2(ii) holds also for q = 0 (although we will only need it for q # 0),
and simplifies to z} (z{)™ = (z;)™ L.

Proposition 3.3. Let 0 < q < 1. Foralli = (ip,...,in) € N* x Zand j = (jo,...,jn—1) € N"
define
(1,j) = zéo . .zi{‘jizﬁ‘ (z(j)() . .zi{‘ji)*
ifin = 0and
<i, 1> = 280 .. .zn_l(zfl)*i“ (22)0 . .zi{ii)*
ifin < 0. Then, the set
{(@,j) : ieN"xZ,jeN"} (3.6)

is a generating family of the vector space A(S%I“H ).

Proof. Let | be the span of the vectors in the set (3.6). Since ] contains the unit, it is enough
to show that it is an ideal in A(S%““), i.e. that it is closed under involution and under left
multiplication by the elements z;,z} for all 0 < i < n (automatically ] will be closed under
right multiplication by the generators). The first claim is obvious, since the adjoint of <i, j > is,
by construction, <1 ,—in,10,. .., inf1>. Concerning the second claim, let us start with q # 0. Let
O<m<n.Ifm<n orm=nandi, >0, using (3.1a) we get:

Zm <17 1> = q1'.0+...+im_1 <iO7 R 7im + 17 et ainai> ’
which in particular implies that z,y ] € J for m <n. If m = n and i, < 0, using (3.1a):
otetint (45 i1, 0,...,0) 20z (0,0, 0,in + 1,5)

ZTl <i7 i> - q

then using (3.1d)

_ qi0+-..+in71 <i0; e inet1,in + 171>
) ) n—1
_ glotetin Z (105, in-1,0,...,0) zizi (0,...,0,in + 1,j)
k=0

and (3.1a) (and adjoint) again

_ qi0+-..+in71 <i0; o inet1,in + 171>
n—1
— Y glotetelieate eI gy i gL )
k=0

Thus, z,,] C J as well.
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Next, if i, < 0, using (3.1b) we find:

io+...+in—1 <

Z;<l71>:q iOa"'aiTl—lain_]-ai>'

Finally, for m < nor m =nand i, > 0, we use Lemma 3.2(ii), in the form

m—1

—o zlzf> . (3.7)

2% (zm) ™ = g2 (zp) iz, + (1 — q20m) (2 ) it (1 _ Z
We compute
zi (1,3) = 25 (0 -5 tm—1,0,. ., 0) (zm) ™ (0, ..., 0, i1, - - -y ins )
which using (3.1b) becomes
= qrottimet (o i1, 0,0, 0) 25 (2m) {0, 0, g s s )
and using (3.7) becomes

ot tim-1+2lm <la jOu e 7jm + 17 e 7jTL—1>

=q
g (1 ) Gig, i = 1,0,00,0) (1= )

Since on the right hand side only generators z1, z{ with | < m appear, using the last relation

m—1

* . . .
- zlzl) (0,50, tm1, - insj) -

one can prove that z}; ] C ] by induction on m. If z{] C | for all | < m, from the last equality it
follows that

m—1
2] CT 420zt Z 7J.
1=0

But we already proved that z;] C ] for all i, hence the claim. It remains to prove the starting
point of the induction, i.e. the case m = 0. This is easy. For m = 0, using again (3.7), we get

Zg <l’ 1> = C|21-L0_'_i1_'_m_'_in (iajo +1,... 7].T1*1> + (11— quO) <1’0 — L. ’in’i> )

thus completing the proof for q # 0. The computation can be repeated for q = 0, with powers
q* replaced by d1,0 (observe that negative powers never appear in the proof). |

Using the Diamond Lemma like in [12, Sect. 4.1.5], it should be possible to prove that the
set (3.6) is a basis of the vector space A(SZ"*!). We shall not prove this statement since a
generating family is enough for our purposes.

We denote by { k) : k = (ko, ..., kn) € N™ x Z} the standard basis of ¢*(N" x Z). A strongly
continuous unitary representation U of T™ ! on (2(N™ x Z) is given in the standard basis by

Us [Ko, -+ o Koty Kn) = tOEF -tk ko, o k1, k) (3.8)
forallt = (tg,...,tn) € T L

Proposition 3.4. A bounded *-representation 1 of A(S%‘T‘“) on (2(N™ x Z) is defined on generators
as follows. If q # 0,

T[(Z()) |k07 R ,kn> =14/1— q2(k0+1) |ko + 1,k1, . ,kn>,

Kotthioay [1 — @20+ kg, .. ki +1,..., k) for0<i<nm,

ko+...4+kn—1 |k0, . ,kn—la kn + 1> .

T[(Zi)|k'07"') TL) - q
W(ZnHkO,u-) T1.> = q
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If q =0, then 7t(z;) =: Z; are given by the formulas
Zolko, ... kn) =lko+1,ki,...,kn),
Zilko, ..., kn) =0%,0---0%;_,,000,...,0,ki + 1, Kiq1,...,kn) for0 <i<m,
Znlko, . Kn) =8kp0-- Ok 1010, .., 0, kn 4+ 1)

This representation is T™ " -covariant with respect to the action (3.3) and the representation (3.8).

Proof. Itis a straightforward to check that the relations (3.1) are satisfied, and since U 7t(z; ) U =
tim(zi) = (o (2z1)), the representation 7t is covariant (forall 0 < q < 1). [ |

Proposition 3.5. Let 7 be the representation in Prop. 3.4.
(i) The elements
{ziz{ : 0 <i<n}. (3.9)
generate a commutative subalgebra of A(S%‘“H) that we denote by A(A7).
(ii) For q # 0, the set of joint eigenvalues of (1t(zozy)), .. ., t(znz},)) is given by all tuples of the form

(1 _ q2k,07 (1 _ qle)q2ko7 el (1 _ q2kn,1)q2(k0+...+kn,2)7 q2(k0+...+kn,1))

with kg, ..., kn—1 € N.
(iii) For q = 0, the set of joint eigenvalues is the set of corner points of the standard n-simplex A™.

Proof. The first statement immediately follows from Lemma 3.2(i). The second statement is
proved by a direct computation, using the fact that all operators are diagonal, that is:

m(zizt) Ko, - - kno1, kn) = g2RoFki) (1 — g2} i, L kn1, k) (3.10a)
if0<i<mnand

(znzt) Ko, . . s Kno1, kn) = q2KotFknth e 1 k) (3.10b)

For q = 0, from Prop. 3.1 and the fact that the eigenvalue of a projection is 0 or 1, we deduce
that that joint eigenvalues must be vectors in the standard basis of R™*! i.e. the corner points
of the standard n-simplex. For all 0 < i,j < n one has
i

i
i*7--'7*>:6i,j|07"-707i*7--'1*>>

n(zz)|0,...,0,
which proves that all tuples of the standard basis are joint eigenvalues. [

Remark 3.6. The closure in R of the set in Prop. 3.5(ii) is called the quantized n-simplex in [14],
and we shall denote it by Ag.

Let®: A(STMH!) — fl(S%I“H)W+1 be the map

d¥a):= Lrnﬂ o (a)dpe, (3.11)

where a € A(S%“H) and p is the normalized Haar measure on T™*1.

We now show that, for q # 0, the representation 7t is faithful. The proof for q = 0 will be
given in the Sect. 3.2 using graph C*-algebras.
Proposition 3.7. Let q # 0. Then,
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(i) the map 9 in (3.11) is the identity on A(Ag);
(ii) A(s‘gnﬂ)T““ = A(AD).

Proof. By construction, 9 is the identity on T™"!-invariant elements. Clearly
A(AG) C AlSTHT, (3.12)

since A(Ag) is generated by invariant elements, hence (i). If we show that the image of 9 is in
A(Ag), this proves the inclusion opposite to (3.12), and then (ii).
It is enough to show that 19(@, j >) € A(Aa‘) for all elements in the set (3.6). For t € T™*!,

o ((1,3)) = 100t e (4 ), (3.13)

and the integral is zero unless iy = ji forall 0 < k < n and i, = 0. Thus 19(<i, j >) is either zero
or of the form

z%o .. .zi{‘j (z(j)O .. ZJT{‘j)* (3.14)

We must show that these monomials belong to A(A{]L ). Using (3.1a) and (3.1b) we rewrite (3.14)

in the form

9"z (z)" 2 ()

where the power of q is irrelevant. It remains to show that, forall0 <i<n—1landallm €N,
the monomial z{"(z})™ belongs to A(Ag). We prove it by induction on m. It is trivially true if
m = 0. Assume that it is true for a fixed m > 0. We have

Tn+1 (Ztk)erl —

zi (% zi(zi"z3) (z0)™

=z (a4 =)™ (1= 555 ) ) O™ by el

i—1
= <q_2mzizi* +(1—q2m) <1 — Z]’:O zjzg“>> zM(zp)™ by Lemma 3.2(i).
In the last line, the expression inside the parentheses belongs to A(A}}), zZ™(zf)™ € A(AH) by
inductive hypothesis, and then z’i“+l (zi*)m+1 € A(Ay) as well. |

Remark 3.8. Prop. 3.7(ii) fails for ¢ = 0 (and n > 1). To see this, notice that
M (zZg)™ -z (zg) ™ (3.15)

is a projection onto the subspace of (2(N™ x Z) spanned by vectors |k) with kg = m. Being mutually
orthogonal projections, the operators in (3.15) are linearly independent, and so are the corresponding
elements z5* (z5)™ — z* T (z5)™H € A(Sg“H)TnH. Thus, A(S%”“)TTIH is infinite-dimensional.
On the other hand, A(Ay) is finite-dimensional, being the linear span of the n + 1 projections in
Prop. 3.1. Similarly, the next Lemma 3.9(ii) fails when q = 0, since A(Ay) is finite-dimensional and
Clx1, ..., xn] is infinite-dimensional.

Lemma 3.9. Let q # 0. Then:
(i) the restriction 7 : A(Ag) — B(C2(N™ x Z)) of the representation in Prop. 3.4 is faithful;
(ii) A(Ag) is isomorphic to the *-algebra C[x1, ..., xn] of polynomials in n real indeterminates.
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Proof. A *-homomorphism f: Clxy,...,xn] = A(Ay) is defined on generators by
n
f(xi) ::szz;k, forall1 <i<n.
j=i

It is surjective, since zoz; = 1 — f(x1), ziz] = f(xi) — f(xi41) for 0 <i < m, and znz}, = f(xn).
We now show that the composition 7 o f is injective, and hence f is injective and 7t is injective
on the image of f, thus concluding the proof of both points (i) and (ii).

If P(x1,...,%n) is a polynomial in the kernel of 7 o f, by definition of the representation it
means that

P(g2ko, g2kotkn) g2(kotedkna)y — 0 Vg, ..., kng €N

Thus, P vanishes on the set S, of tuples of the form (q™,...,q™"), withm4,...,m, € Nand
0<m < mg < ... <my. Wenow prove by induction on n > 1 that, if a polynomial in
n variables vanishes on S,,, then it must be zero. For n = 1, this follows from the fact that a
non-zero polynomial in one variable has only finitely many zeros. For arbitrary n > 2, we can

write such a polynomial P as

P(x1,...,xn) = Z PN (X1 Xn—1)XN,

N0
where PN € C[xy, ..., xn—1]. For every fixed (A1,...,An—1) € Sn—1,
P, An-1,y) = ) P, Ana)y™.
N0

is a polynomial in y with infinitely many zeroes. Hence it must be zero, which means that
all coefficients Py (A1, ...,An—1) are zero. Thus, the polynomials Py all vanish on S, ;. By
inductive hypothesis, PN = 0 for all N, and so P = 0. [ |

Proposition 3.10. If q # 0, the representation 7t : A(Sz" 1) — B((*(N™ x Z)) of Prop. 3.4 is faithful.

Proof. Since the vector space A(S%“H) is a direct sum of spectral subspaces of the action of
T™*!, it is enough to show that 7 is injective on each of these subspaces.

Let a € A(S%“H) be an element in the kernel of m homogeneous of degree m € Z"*!,
i.e. satisfying (3.4). We now show that a = 0, thus proving injectivity. Write

a= > Aij (L)
ieN"xZ,jeN™:i—(j,0)=m

as a linear combination of the elements in (3.6), where the constrain i — (j,0) = m comes from
the condition (3.4). Observe that we can reshuffle the z’s in <i, j > and put them in an arbitrary
order, getting a power of q in front. We can reshuffle the z*’s as well (as long as we don’t move
z; to the right of z7, there is no problem). Each <i, j > can then be written in the form

1011 ce lnci,irn ...T1To

where, for every 0 < k < n, we set 1y = ZE“‘ and 1y := 1if my > 0, and we set 1, .= 1
and 1y == (z{)”™* if mp < 0. By construction, c;;j is T"*!-invariant (and is the only piece
depending on the labels i, j). Adding up all these elements, we get

a=1lli...lubrp... 11710

17



FIGURE 2. The graph Tn.

where b is some T™ " !-invariant element. By Prop. 3.7(ii), b belongs to A(AQ). Now, t(a) =
0 implies that 7t(b) maps the range of m(ry, ...117¢) to the kernel of 7t(lpl;...1,,). But each
7t(z}) has full range, and each 7t(z;) has trivial kernel (7(z]z;) is diagonal with only non-zero
eigenvalues). Hence, it must be 7t(b) = 0. From Lemma 3.9(i) we deduce that b = 0, and then
a = 0 as well. [}

3.2. The graph C*-algebra of a quantum sphere. We denote by X, the graph with n + 1
vertices {vo,V1,...,vn} and one edge e;; from v; to vj for all 0 < i < j < n. A picture is in
Figure 1. We denote by fn the graph with n 4 1 vertices {wg, w1, ..., wn}, one edge f; from w;
towi41 forall 0 < i< n, and one loop e; at w; for all 0 < i < n. A picture is in Figure 2. With
an abuse of notations, we denote by {P, S} the Cuntz—Krieger family of both graphs X, and Tn.

Theorem 3.11. A (non U(1)-equivariant) isomorphism \p : C*(fn) — C*(Xy) is given by
n
w(PWL) = Pvi 9 w(sel) = Sei,i 9 w(sf]) = Z Sej,kszj+l,k 9 (3'16)
k=j+1
forall 0 <i<nand0 <j < n. The inverse map is given on generators by
II) 1( ) - PWi ; ll)_l(seiyi) = Sei ; ll)_l(sej,k) Sf Sf]+1 . -ka_lsek )
<

forall 0 <i<mnandforall 0 <j<k<

Proof. Using the Cuntz-Krieger relations and (2.6) one easily checks that { and ! are well-
defined and one the inverse of the other. For example, let us verify that \ is well-defined,
i.e. that the elements in (3.16) form a Cuntz-Krieger fn-family. Forall0 <i<n:
ﬂ)(sei)*ﬂ)(sei) - S:iyisei,i - Pvi - q)(PWI)
Forall 0 <j < n:
(S, Y(Sy,) = Z SesiSe;0Se 0 Se 1
k,k/=j+1
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n

n
= Z Se)+1 kakSz,Hk = Z Sej+1,kszj+1,k = PVj+1 = lb(PWjJrl) (3.17)

k=j+1 k=j+1

and

W(Se, W(Se, )" +W(Se(Sr,)" =S¢ S¢ | + Z Se; Sty SeriinSe
k,k/=j+1

= Se;;Se,, + Z Se; s PuicSE,, Zse]k 5 =Py = (P,
k=j+1
Finally
W(Se, JW(Se, )" = Se, 1St = Pvn =W (Pw,).
Thus (CK1’) and (CK2’) for the graph in are satisfied. Clearly the elements \)(P,,,, ) are orthog-
onal projections and \(Se, ) is a partial isometry. From (3.17) we get

(S5 )W(Se,) W(S;) = V(S (P, Z Se; St 1i Py = W(S),

k=j+1
so that 11)(Sf). ) is a partial isometry as well. This proves that 1 is well-defined.
The proof that ! is well-defined and is the inverse of \ is analogous and it is omitted. B

Remark 3.12. Since all the formulas in Theorem 3.11 are purely algebraic, the pair (\p,p 1) restricts
to an isomorphism L(c(fn) = Lc(Zn) between Leavitt path algebras.

We now pass to quantum spheres.

Proposition 3.13 (The universal C*-algebra of a quantum sphere). For all 0 < q < 1 the uni-
versal C*-algebra of A(SZ™H1) exists and will be denoted by C(ST™1). If q # 0, the canonical
*-homomorphism from A(SZ1) to its universal C*-algebra C(SZ™1) is injective.

Proof. Because of (3.1d), in any bounded *-representation the norm of the z’s is bounded by
one, and then the norm of any element a € A(S%“H) is bounded by a constant K, which
is independent of the representation. From this observation, it follows that the universal
C*-seminorm is well-defined on A(S%““) and the C*-enveloping algebra exists. If q # 0,
since A(S%I““) has a faithful representation (Prop. 3.10), the universal C*-seminorm is a norm,
hence injectivity of the map A(SZ* ') — C(SZMH). [ |

We now prove that the canonical *-homomorphism A(S7* ) — C(SZ*!) is injective for
q = 0 as well, cf. the next theorem.

Theorem 3.14.
(i) The canonical *-homomorphism from A(S3™ 1) to its C*-enveloping algebra C(S3™ 1) is injective.
(ii) A U(1)-equivariant isomorphism @ : Le(Zyn) — A(SE™H) is given by
(p(PVi) = ZiZi* 9 (p(Sei’].) = ZiZjZ;k7 (318)
forall 0 <1i<j < n. Its inverse is given on generators by
-1 . n
(p (Zi) - Zj:iseivV
forall0 <i<n
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(iii) The map @ extends to an isomorphism of C*-algebras ¢ : C*(L) — C(S(Q)n“).
(iv) The representation Tt of Prop. 3.4 extends to a faithful representation of C(S3™*1).

Proof. First, we show that the elements in (3.18) satisfy the relations (CK0-CK4) for the graph
L, so that the maps ¢ and ¢ are well-defined. The relation (CKO0) follows from Prop. 3.1. We
will use repeatedly (and tacitly) Prop. 3.1.

Leti<jand k < L. Ifi # ke

0(Ser,) 0 (Ser,) = (z20) (2 zi) (ziz]) P2 0.

On the other hand, if i = k we get:

@(Se,,) 0(Se)) = (7)) ziz)(2z)) 2 Y (252 (2:23) (2a2)

= Zs>i 5)'7555,12522 = 6)',1(p(ij).
This proves (CK1). Next, for all i < j

* 2 % __ PSS et
E j)icp(Sei,j)cp(Sei,j) —E ].212(2]2)) z{ —E j}.zlz)zjzi
§ Z”L j ) : Zizy = (p(PVI)

This proves (CK2). Finally,

(P(Pvi)(p(sei,j) = ZI(Z‘ Z’l)z)z) = zZi Zs>i(zszs)(zjz‘j) = Zi(z‘jz‘j) = (p(sei’j)'

In a similar way one proves that ©(Se,;)@(Pv;) = @(Se,;), which proves (CK3). By adjunction
one obtains (CK4).
This proves that the *-homomorphisms ¢ and ¢ are well-defined, and we have a commuta-

tive diagram

C*(Zn) —2— c(s2n+)

|

Lo(Zn) —2— A(SZMH)

where the left vertical arrow is the inclusion of L¢(X,,) into C*(X,,) and t is the canonical
*-homomorphism from A(S3™ ") to its C*-enveloping algebra.

Let 7t be the representation in Prop. 3.4. By universality of the C*-algebra, there exists a
representation 7 of C (Sg““) on the same Hilbert space such that o« = 7. Since m(ziz}) =
Z;Z7 # 0, one also has @(P,,) = 1(ziz}) # 0. It follows from Theorem 2.15 that ¢ is injective,
and then ¢ is injective, and ( is injective on the image of ¢.

From (3.2a) we get

n n n
* *
o(3 Se)=n) 2z =n) 25 ==
j=i j=i j=0

proving that ¢ is surjective, hence an isomorphism L¢(Z,,) = A(S%”H), and t is injective. It
also follows that the image of ¢ : C*(%,) = C (Sg““) contains L(A(S%“H)) which is dense in

C(S2™*1). But *-homomorphisms of C*-algebras have closed image, hence @ is surjective.
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Finally, 7t o ¢ is a U(1)-covariant representation of C*(X;,) that maps each P,, to a non-zero
operator. By Theorem 2.15 this representation is faithful, and then 7 is faithful as well. n

From now on, we will think of A(S3™"!) as a dense *-subalgebra of C(S2™"!) and omit t,
and denote by the same symbol 7 both the representation in Prop. 3.4 and its extension to
C(Sg™ ).

Proposition 3.15. For all 0 < q < 1, the actions of T"*! and U(1) on A(SZ"1) extend to strongly
continuous actions on C(SF"+1).

Proof. The U(1)-action is the composition of the action a of T™*! on A(SZ"*!) with the di-
agonal embedding U(1) — T™", hence it is enough to prove the claim for the action « in
(33).

If a € A(S3"*!) is a monomial as in (3.6), from (3.13) it follows that the map

fo : TV = ASIVY), te ay(a),

is continuous. By linearity, the map f is then continuous forall a € A(S%]“Jrl ). From Prop. 2.12
it follows that o extends to a strongly continuous action on C (S%IHH)‘ n

3.3. The quantum sphere with positive parameter. In this section, q # 0. Let Z,...,Z, be
the bounded operators on £(N™ x Z) in Prop. 3.4 and notice that, by Theorem 3.14(iv) they
generate a C*-subalgebra of B((2(N™ x 7)) that is isomorphic to C(S%”H), and that will be
identified with C(S3™"!) in this section.

By the universal property of C*-enveloping algebras, the representation in Prop. 3.4 extends
to a representation 7 : C(S3"*') — B(L*(N™ x Z)), that we denote by the same symbol. We
will prove first that the image of this representation is C(S3™ '), and then that it is injective,
thus proving that 7t induces an isomorphism C(Sz**!) = C(szm+h.

Lemma 3.16. For all 0 < q < 1, one has t(C(Sg+1)) C C(sin+h.
Proof. For 0 < i<mnandky,...,ki € N'*1, define
T(ko,... ki) = Z§oZ¥ ... 2% (3.19)

These are the operators in [11], equation (4.6). Then, define

Avi= Y gt (V1= g2 1= g% Tlk, o k) ZiT (Ko ki)
ko,...,ki EN

if0<i<n, and

An= > g Tk, k1) ZaT (Ko, ko)™
kO?"'7le—1€N

First, we will prove that A; € C(S%n+1 ). Next, we will prove that A; = 7(z;), which implies
ni(zi) € C(SE™*) (forall 0 < i < n), and therefore n(C(Sg+) € C(Szn+h.

Step 1. Since each Z; is a partial isometry, the operators (3.19) have norm < 1. For all q,x €
10, 1[ one has

0<v1—g2x2—V1—x2<x.
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Using this for x = q*i one proves that the (kg, ..., k;) term in the sum defining A; has norm
bounded by g*o*-*¥i. Thus the series is norm-convergent (for |q| < 1, > oy q~ is a conver-
gent geometric series) and A; is a well-defined element of C(S3™1).

Step 2. Since (Z%)*0 [jg, .. .,jn) = 0 for jo < ko, we have
jo
Aoljo, - in) = > (V1= 0¥ — /1= ) Z8(Z5) o, ..., jn)
Ko—=0
jo
= ( > (VimeRr- 1) ) o+ Ljts s in)
ko—=0

= V1=q%0 2 ljg + 1,j1,..,jn),

where we observed that we have a telescoping sum in the second line.

Next, let 0 < i < n. By counting the powers of Z*’s (each operator being a negative shift), we
see that T(ko, ..., ki)*ljo,...,jn) is zero unless ky, < jm for all 0 < m < i. If these inequalities
are satisfied, then

ZiT(k’O) s 7ki)* |j07 s )jTl) = 6]'07](0,0 s 6)'1,17](1,1,0 |07 B 707ji - ki + ]-a ji+la o 7jTl.> .
Thus
T(ko, ..., ki)ZiT(ko, .-, ki)" ljo,---»dn) = Okpsjo - - - Ok yjiq HOs--»di 1, osin),

and finally

ji
Ai |]'0’ . 7jn> — Z q]0+.“+]'171 <\/1 _ q2k1+2 _ \/1 _ q2k1) |]‘07 . ,ji + 17 . ’jn> .
ki{=0

Since the latter is a telescoping sum, we get the desired result
Ailio, .- oin) = @0 /T — @2 2o, G+ 1)
Finally, fori =n,
ZnT(ko,- - kn—1)"ljos---»in) = 85o—k0,0 - - - O5n1—kn_1,0105---50,0,jn + 1),
and then

An oy yin) = @01 o i1, dn + 1)

Comparing these with the formulas in Prop. 3.4, we see that A; = 7(z;) forall 0 < i< n. m
Lemma 3.17. Forall 0 < q < 1, one has t(C(Sg*1)) 2 c(s2n+ly,

Proof. Let A be a concrete C*-algebra of bounded operators on a Hilbert space, a = a* € A,

A € Rand x) : R — R the characteristic function of the singleton {A}. If A is an isolated point in

the spectrum, then x, (a) belongs to A and is a projection onto the eigenspace corresponding

to the eigenvalue A. Now, let A := Tc(C(S%[““)). We must show that Z; € A forall0 < i< n.
Forall1 <1< n,call

&i= Z zz;. (3.20)
j=i
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It follows from (3.10) that
(&) Ko, - kn) = q20F R g k)

For diagonal operators, the spectrum is the closure of the point spectrum, and the only ac-
cumulation point in the spectrum of 7t(&;) is 0. It follows from the discussion above that
yi == X1(m(&;)) belongs to A, and

yi|k0,...,kn> :6k0,0--'6k1_1,0|0a---707ki7---7kn>-

In particular, Z,, = 7t(zn)yn € A.
Next, for all 0 < i < n the operator {1 —m(zizi) }yi is diagonal and all non-zero eigenvalues
are isolated points in the spectrum. Each eigenprojection p; m, given for m € N by

Pimlko, .- kn) = 8k0,0- - Ok 1,00k ,m 0, ..., 0, M Ky, ..., Kn),

belongs to A. Let

This is a diagonal operator,

1
(li|k0,...,kn> = méko,ﬂ"'6k171,0‘07“'vovkh"'vkn>'

The partial sums s; := 3, \/ﬁ pi,m form a Cauchy sequence. Indeed, for all ¢ > 0
small enough, choose an integer N big enough so that (1 — q2N¢)~1/2 < ¢. Then
st — 55| < sup{(1 — @M L/2 o i} <&, Vi>j>N..

Thus a; € A, which implies Z; = 7t(z;)a; € A. |

Denote by D, the commutative unital C*-subalgebra of C (S%““) generated by the set (3.9).
Clearly Dy = C1 C C(S'). We are interested in the case n > 1. A more convenient set
of generators for D;,, that we are going to use below, is given by the elements in (3.20). By
Gelfand duality, one has Dy, = C(QE), where

Qy = {(x(él), ,--,X(&n)) € R™ : x is a character of Dn}

is the spectrum of D, (and C (Q’C}) denotes the C*-algebra of continuous functions on this
topological space). We stress that QF is a standard topological space, and not a “quantum
space”. The subscript q refers to the fact that this space depends on the value of the parameter,
as we shall see. Notice also that Qf coincides with the joint spectrum

Qy =0(&1,...,&n),
i.e. with the set of (A1,...,An) € R™ such that the ideal in Dy, spanned by A; — &1,...,An —&n
is proper.
Lemma 3.18. Let 0 < t < 1 and let Y be an element in a C*-algebra satisfying

Y'Y =tYY" +1—1t. (3.21)

Then,
o(YY*) C {1—t*:ke N} (3.22)
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Proof. Let A € o(Y*Y) and assume that
A£1 (3.23)
For n € N, define
Un =t "(A—1)+1.
By contradiction, assume that p,, # 0 for alln € N. Since pn4+1 =t 'y +1—t71, from (3.21)
we deduce that
wn € o(YY) = uni1 € o(YY™).
But
o(YY*) U {0} = o(Y*Y) U{0}, (3.24)
hence
wn € o(YY) = uni1 € o(YTY).
Since pp = A € o(Y*Y), we deduce by induction that pu,, € o(Y*Y) for all n € N. But the
assumption (3.23) implies that the sequence (pn )nen is divergent, and we get a contradiction
(the spectrum is bounded by the norm of Y). Hence, it must be p, = 0 for some n € N, that
means A = 1 — t™. All the points A in o(Y*Y) different from 1 = 1 — t*°° are of the above form,
thus o(Y*Y) C {1 —t*: k € N} and, using again (3.24), we get (3.22). [ |

In the following, we denote by 9 the faithful conditional expectation on C(S3**!) described
in Lemma 2.4(i) and extending the map in (3.11), which is denoted by the same symbol.

Proposition 3.19. Forall 0 < q < 1, one has

Tn+1

Dy = 9(C(S21)) = (2

Proof. The second equality is obvious. From Prop. 3.7, one has S(A(S%]“H )) = A(Aa‘) and then

by continuity S(C(S%“H)) = Dy, since Dy, is the norm-closure of A(A7). [ |
The next lemma is Lemma 4.1 of [11]. We follow the proof of [14, Lemma 2.10].

Lemma 3.20. Let q # 0, n > 1, and let Fy, : N — R™ be the closed embedding
Fn(kh o ykn) — (q2k1’ q2(k1+k2)’ . q2(k1+...+kn)).
Then, Qy = Im(Fn).

Proof. The joint spectrum contains the joint eigenvalues of all bounded *-representations and
their limit points as well. From Prop. 3.5(ii), the set of joint eigenvalues of (7(&;),...,7(&n))
is given by all tuples of the form Fy, (kq,...,kn) with k1, ..., kn € N (here we label the compo-
nents of the tuple from 1 to n rather than from 0 to n — 1). Thus, F,,(N™) C (Yq1 and, since Qqu
is closed, F (N") C Q. We must prove the opposite inclusion.

Let x be a character of Dy,. From (rel,,,) with i = 0 and m = 1 we see that Y = z satisfies the
hypothesis of Lemma 3.18 with t = 2. Hence
1—x(&) =x(z0z) € o(zozf) € {1 —q** : ke N}.
Thus, x(&1) = g2* for some k € N. Now we show that, forall 1 < i < n, if x(&;) = g?* with
k €N, then x(&i+1) = q2**™ for some m € N, thus concluding the proof by induction.
From now on we assume that 1 < i < n is fixed, k € N is fixed, and x(&;) = g2*.
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Denote by A C C(Sa““) the unital C*-subalgebra generated by z, ...,z and let C C A be
the commutative unital C*-subalgebra generated by z;z, ..., znz;;. We note that

o (i c CCA,

o & =1— Z};(l] zjz{ is a central element in A, cf. Lemma 3.2(i).
We call I the two-sided *-ideal in A generated by &; — q** and ] C I the two-sided *-ideal in C

generated by &; — q?*. Thus, we have a commutative diagram

C(San+1)
0 I A P1 A/l —— 0
| I
0 ] C— P Lc—0

whose two rows are extensions of C*-algebras.

Let ® : C(SZ"!) — Dy, be the conditional expectation as before. One can repeat the proof
of Prop. 3.7 to show that a polynomial in zi, . ..,z is T"-invariant if and only if it belongs
to C, hence ¥ restricts to a faithful conditional expectation ¥/ : A — C (that we denote by

2k

the same symbol). Since &; — q°* is central in A, every element in I can be written in the form

a(&; — q%%) with a € A. Since &; — q%* is T"*-invariant,

dalee—q™) = | aulaloalti— a™)du

- (L cxt(a)dut) (£ = 4™) = 9(a) (£ — ¢%),

proving that 9(I) C J. Hence, 9 induces a linear map [8] : A/I — C/] between quotient
C*-algebras. From the above diagram we get the following commutative diagram

0 I A—"C S AT —5 0
D! T 19\/1\{’ T (9] ll\/ }“
0 ] c—" 5s¢c/]——0

For all ¢ € C, since 9|4 is the identity on C,

([B] o f)(p2lc)) = Bl(pilc)) =p2(Blalc)) =palc).

Since py is surjective, [8] o f = id¢ /5, which implies that f is injective. From now on, we will
identify C/] with the C*-subalgebra f(C/J) of A/L
In the quotient algebra A /I one has

p1(&ir1) = p1(&) —pi1lzi)pi(zi)® = g% —pi(zi)p1(z)* (3.25)

and from (3.1c),

p1(zi)*p1(zi) = p1lzi)pi(z)* + (1 — q*)p1(&iv1) = ¢ pi(zi)pi(z)* + (1 — g~
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If k # 400, putting Y := q *pi(zi) and t := g2, then (3.21) is satisfied, which proves that
o(pi(zi)pi(z)*) € {q**(1 —q*™) : m € N},
and then
o(p1(&ir1)) = a”* — a(pi(zi)pi(z)*) € {g**F ™ :m e N}, (3.26)

If k = 400, the equality (3.25) becomes pi(&i+1) = —p1(ziz]), and since the left hand side is a
positive operator and the right hand side is a negative operator, p1(&i11) = 0. In both cases,
k € Nand k = 400, the inclusion (3.26) is valid.

Now, under the identification of C/]J with a C*-subalgebra of A/I, p1(&i+1) and p2(&i41) are

the same operator (but in a different C*-algebra). Since the spectrum doesn’t depend on the
ambient C*-algebra,

o(p1(&it1)) = o(p2(&is1))-

Going back to our character x, by construction of the ideal one has x(]) = 0. Thus, the character
X : D — Cinduces a character [x] : C/] — C. From

X(&ir1) = X (p2(&i41)) € o(p2(&it1))
and from (3.26) we get the desired result. |
Let x; : Qg — R be the i-th Cartesian coordinate of R™ restricted to Qg. We will identify

Dn with C(QF) through the map that sends &; to x;. (It is not difficult to verity that the set Qy
is homeomorphic to the quantized n-simplex Ay of Rem. 3.6.)

Proposition 3.21. The representation 7 in Prop. 3.4 is faithful, for all 0 < q < 1.

Proof. Let A = C(Sg**1), G = T™*! and observe that AG =D, = C(Q}) (by Prop. 3.19). 1t
is enough to show that the restriction 7|y = 7¢| oy) is faithful (cf. Lemma 2.4(ii)). This is an
explicit computation. For all f € C (Qg) and all k4, ...,k € None has

ﬁ(f) |k17 cee 7kn> — f(q2k17 ey q2(k1+‘..+kn)) |k'17 ce. 7k'T‘L>
If t(f) = 0, then f is zero on a dense subset of Qa‘, which implies f = 0. [ |

Theorem 3.22. C(S3"+!) = C(S™ 1) forall0 < q < 1.

Proof. Let7t: C(SZ™*!) — B(L*(N™ x Z)) be the representation in Prop. 3.4. From Lemma 3.16
and Lemma 3.17 it follows that the image of 7 is C(Sg““). It follows from Prop. 3.21 that 7 is
injective, hence it induces an isomorphism C(Sg"**1) — C(simth. [ |

Thus, the C*-algebra C(S3"*!) is independent of the value of the deformation parameter,
and isomorphic to a graph C*-algebra for all q € [0, 1[. It is worth mentioning the different
behaviour of coordinate algebras: forn > 1 and q,q’ € [0, 1], one has A(S%“H) >~ A(S%‘T}H) if
and only if ¢ = q’ (see [8] for a proof).
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