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ABSTRACT. In this survey, we discuss the description of Vaksman-Soibelman quantum spheres
using graph C*-algebras, following the seminal work of Hong and Szymański. We give a slightly
different proof of the isomorphism with a graph C*-algebra, borrowing the idea of Mikkelsen
and Kaad of using conditional expectations to prove the desired result.
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1. INTRODUCTION

Quantum spheres are among the most studied examples of quantum homogeneous spaces.
The first examples are due to Podleś [16], who introduced his well-known 2-dimensional ex-
amples as homogeneous spaces for Woronowicz’s quantum SU(2) group [21]. A few years
later, Vaksman and Soibelman introduced quantum spheres of arbitrary odd dimension [20] as
homogeneous spaces of higher dimensional quantum unitary groups [22]. They are described
by a Z-graded algebra whose degree 0 part we interpret as algebra of functions on a quantum
complex projective space (for a review of the geometry of quantum projective spaces, one can
see e.g. [9]). A main breakthrough in their study was the realization that the C*-enveloping
algebras are graph C*-algebras [11].

The aim of this survey is to give a detailed proof of the isomorphism between the universal
C*-algebra of a Vaksman-Soibelman quantum sphere and a graph C*-algebra. Rather than the
original proof in [11], here we follow the idea of Mikkelsen and Kaad [14] of using conditional
expectations to prove the desired isomorphism.
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Historically, the 2n + 1 dimensional quantum sphere S2n+1
q was introduced as a quantum

homogeneous spaces of SUq(n + 1). In this review, however, we avoid on purpose talking
about SUq(n+1) because we want to make the paper self-contained, and we prefer not to rely
on results about SUq(n+ 1) to prove the desired results about quantum spheres. The paper is
intended to be a pedagogical review, and it is written in an elementary style in order to make
it more accessible to a wide audience.

The plan of the paper is as follows. In Sect. 2, we recall some basic facts about group actions
on C*-algebras and conditional expectations (Sect. 2.1), and universal C*-algebras (Sect. 2.2).
Those who are familiar with C*-algebras can readily skip this part. We also briefly recall the
notions of Leavitt path algebra and of graph C*-algebra (Sect. 2.3). In Sect. 3, we introduce
the coordinate algebra A(S2n+1

q ) of the (2n + 1)-dimensional quantum sphere. We start in
Sect. 3.1 by discussing some of its basic algebraic properties. Next, in Sect. 3.2, we discuss two
realizations of A(S2n+1

q ), for q = 0, as the Leavitt path algebra of the two graphs Σn and Σ̃n

shown in Figures 1 and 2. We also show that, for all values of q, the canonical *-homomorphism
from A(S2n+1

q ) to its C*-enveloping algebra C(S2n+1
q ) is injective. In Sect. 3.3, we pass to the

case of positive parameter and prove the isomorphism C(S2n+1
q ) ∼= C(S2n+1

0 ) for all 0 < q < 1.
We should mention that the first proof that the isomorphism class of C(S2n+1

q ) is indepen-
dent of q is in [18, 19]. The one proposed here is an independent proof inspired by the ideas of
[14]. The interplay between the graph and groupoid picture in [18, 19] is discussed in [7]. Con-
trary to what happens with C*-enveloping algebras, the polynomial algebra A(S2n+1

q ) does
depend on the value of the deformation parameter, see [8].

Notations and conventions. In this paper q is a real number and we assume that

0 ⩽ q < 1.

When we write q ̸= 0, we always mean 0 < q < 1.
We denote by N the set of natural numbers (including 0) and by N = N∪ {+∞} its one-point

compactification. Note that, for every fixed q ̸= 0, the map k 7→ qk is a closed embedding of
N into R, if we adopt the convention q+∞ = 0. We denote by either T or S1 the set of unitary
complex numbers, and by Tn the n-torus.

Every algebra in this paper is associative and over the complex numbers. In the case of
unital algebras, homomorphisms and representations are assumed to be unital. By a Hilbert
space we always mean a complex one.

We adopt the convention that an empty sum is 0 and an empty product is 1. By a group
action on a (*-)algebra, we will always mean one by (*-)automorphisms. If A is an algebra
and α : G → Aut(A) an action of a group G, we denote by AG the subalgebra of G-invariant
elements of A. Note that if A is a C*-algebra and α : G → Aut(A) is any group action (not
necessarily continuous), since *-homomorphism between C*-algebras are continuous, AG is
automatically a C*-subalgebra of A. Indeed, if (an) is a sequence in AG and an → a ∈ A, for
all g ∈ G one has

αg(a) = αg( lim
n→∞an) = lim

n→∞αg(an) = lim
n→∞an = a,

which means that a ∈ AG.
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If H is a Hilbert space, we denote by B(H) the set of bounded operators and by U(H) the set
of unitary operators on H.

2. MATHEMATICAL PRELIMINARIES

2.1. Group actions and conditional expectations. Recall that an action α of a topological
group G on a topological space X is called continuous if the map G × X → X, (g, x) 7→ αg(x),
is continuous. It is called strongly continuous if, for all x ∈ X, the map G → X, g 7→ αg(x),
is continuous. If X is a C*-algebra (resp. a Hilbert space), by a strongly continuous action
(resp. representation) we will always mean with respect to the norm topology on X.

Clearly continuity implies strong continuity, but the converse is in general not true (despite
the name, strong continuity is a weaker notion than continuity). It is true in special cases, like
the one considered in the next lemma.

Lemma 2.1. Let X be a normed vector space and α an isometric action of a topological group G on X.
Then α is continuous if and only if it is strongly continuous.

Proof. We need to prove the implication ⇐. By hypothesis, ∥αg(x)∥ = ∥x∥ for all (g, x) ∈ G×X.
Let (gλ, xλ)λ∈Λ be a convergent net in G× X, with limit (g, x). Then

∥αgλ
(xλ) − αg(x)∥ = ∥αgλ

(xλ − x) + αgλ
(x) − αg(x)∥

⩽ ∥αgλ
(xλ − x)∥+ ∥αgλ

(x) − αg(x)∥ = ∥xλ − x∥+ ∥αgλ
(x) − αg(x)∥.

The first term goes to 0 because xλ → x, the second because of strong continuity. Thus, one has
αgλ

(xλ) → αg(x), i.e. α : G× X→ X is continuous. ■

Since every group action on a C*-algebra is isometric (injective *-homomorphisms between
C*-algebras are always isometric), as a corollary we have an equivalence between continuity
and strong continuity for actions of topological groups on C*-algebras. Similarly, a unitary
representation of a topological group is continuous if and only if it is strongly continuous.

Let us stress that continuity of an action α : G × A → A on a C*-algebra doesn’t mean
that the map A → Aut(A), g 7→ αg, is continuous w.r.t. the uniform topology on Aut(A).
Similarly, continuity of a unitary representation U : G × H → H doesn’t mean that the map
G → U(H), g 7→ Ug, is continuous w.r.t. the norm-topology on the codomain (the latter is
a stronger condition), nor does it mean (a priori) that the adjoint action αg(b) := UgbU

∗
g on

B(H) is strongly continuous.

A unitary representation U of a topological group G on a Hilbert space H is called weakly
continuous if, for all v,w ∈ H, the map G → C given by g 7→ ⟨v,Ugw⟩ is continuous. Thus,
U is weakly (resp. strongly) continuous if as a map G → U(H) is continuous w.r.t. the weak
(resp. strong) operator topology on U(H).

Lemma 2.2. For a unitary representationU of a topological groupG on a Hilbert spaceH, the following
conditions are equivalent

(i) U is strongly continuous,

(ii) U is weakly continuous.
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Proof. For v,w ∈ H and b ∈ B(H) we have two maps

fw : G −→ H, g 7−→ Ugw,

fv,w : G −→ C, g 7−→ ⟨v,Ugw⟩ .

(i) means that all maps fw are continuous, (ii) that all maps fv,w are continuous. The implica-
tion (i)⇒ (ii) is obvious, since fv,w is the composition of fw with the (continuous) map H→ C
given by the scalar product with v. We must prove (ii)⇒ (i).

Let (gλ)λ∈Λ be a net in G convergent to g ∈ G. If U is weakly continuous, for every w ∈ H
and writing v = Ugw, we have

⟨Ugw,Ugλ
w⟩ = fv,w(gλ) −→ fv,w(g) = ∥Ugw∥2 = ∥w∥2,

and then

∥fw(gλ) − fw(g)∥2 = ∥Ugλ
w−Ugw∥2 = 2∥w∥2 − 2ℜ ⟨Ugw,Ugλ

w⟩ −→ 0. ■

Recall that a linear map f : A → B between C*-algebras is called faithful if, for all positive
elements a ∈ A, f(a) = 0 implies a = 0. A *-homomorphism is faithful if and only if it is
injective, for if f is faithful, a ∈ A and f(a) = 0, then f(a∗a) = f(a)∗f(a) = 0, which implies
a∗a = 0 by faithfulness, and then a = 0 by the C*-identity. In particular,

Remark 2.3. A bounded *-representation of a C*-algebra is faithful if and only if it is injective.

A C*-dynamical system is a triple (A,G,α), where A is a C*-algebra, G a locally compact
Hausdorff group, and α a strongly continuous action of G on A. A covariant representation of a
C*-dynamical system (A,G,α) is a triple (H,π,U) consisting of a Hilbert space H, a bounded
*-representation π of A on H, and a strongly continuous unitary representation U of G on H,
such that Ugπ(a)U

∗
g = π(αga) for all a ∈ A and g ∈ G.

If A is a C*-algebra and B a C*-subalgebra, a linear map ϑ : A → B is called a conditional
expectation if it is B-bilinear, idempotent (ϑ(b) = b ∀ b ∈ B), completely positive and a con-
traction. The important property for us will be positivity. By Tomiyama’s theorem (see e.g. [6,
Thm. 1.5.10]), every contractive idempotent map A → B (with B ⊆ A a C*-subalgebra) is a
conditional expectation. Notice that, since ϑ is idempotent, it is also surjective.

Lemma 2.4. Let (A,G,α) be a C*-dynamical system, with G compact, and let µ be the normalized
Haar measure on G. Then,

(i) The map ϑ : A→ AG given by

ϑ(a) :=

∫
G

αg(a)dµg, a ∈ A, (2.1)

is a faithful conditional expectation.

(ii) Let (H,π,U) be a covariant representation of (A,G,α). If the restriction π|AG : AG → B(H) is
faithful, then π is faithful.

Proof. (i) Let a ∈ A. By invariance of the Haar measure, for all g ′ ∈ G,

αg ′ϑ(a) =

∫
G

αg ′g(a)dµg =

∫
G

αg ′′(a)dµg ′′ = ϑ(a),
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where g ′′ = g ′g. Thus, ϑ(a) isG-invariant, i.e. it belongs toAG. By the choice of normalization,
ϑ is also idempotent: for every a ∈ AG, ϑ(a) =

∫
G αg(a)dµg =

∫
G adµg = a

∫
G dµg = a.

Finally, since

∥ϑ(a)∥ ⩽
∫
G

∥αg(a)∥dµg = ∥a∥,

the map ϑ is norm decreasing. By Tomiyama’s theorem, this implies that ϑ is a conditional
expectation. To prove faithfulness, let now a ∈ A be a non-zero positive element and letω be a
state on A such that ω(a) = ∥a∥. Since g 7→ ω(αg(a)) is continuous, there exists a non-empty
open set V ⊆ G such thatω(αg(a)) ⩾ ∥a∥/2 for all g ∈ V . But

ω(ϑ(a)) =

∫
G

ω(αg(a))dµg ⩾
∫
V

ω(αg(a))dµg ⩾ µ(V) · ∥a∥/2.

Since the Haar measure µ(V) of a non-empty open set is non-zero, one has ω(ϑ(a)) ̸= 0, and
then ϑ(a) ̸= 0.

(ii) By point (i) of this lemma, the map ϑ in (2.1) is a faithful and positive. Let ϑ̃ : B(H) → B(H)

be the linear map defined by

ϑ̃(b) :=

∫
G

UgbU
∗
gdµg

for all b ∈ B(H). By covariance of the representation,

π ◦ ϑ = ϑ̃ ◦ π. (2.2)

Let a ∈ A be a positive element in the kernel of π. From (2.2) we get

π
(
ϑ(a)

)
= ϑ̃

(
π(a)

)
= ϑ̃(0) = 0.

Since ϑ(a) is a positive element in AG and π|AG is faithful, we deduce that ϑ(a) = 0. Since ϑ is
faithful, it follows that a = 0. Hence π is faithful. ■

2.2. Universal C*-algebras. In this section we restrict our attention to unital algebras and uni-
tal homomorphisms (it is important to specify this, since universal constructions depend on
the ambient category). Thus, every algebra in this section is assumed to be (complex, associa-
tive and) unital, even if not stated explicitly.

Definition 2.5. Let A be a *-algebra, B a C*-algebra and ϕ : A → B a *-homomorphism. The pair
(B,ϕ) is called a universal C*-algebra of A if for every C*-algebra C and every *-homomorphism
f : A→ C there exists a unique *-homomorphism f̃ : B→ C making the following diagram commute:

A B

C

f

ϕ

f̃

In categorical language, denoting by F the forgetful functor from C*-algebras to *-algebras,
the pair (B,ϕ) in the above definition is an initial object in the comma category (A ↓ F), and is
what we call a universal morphism from A to F, cf. [13, Cap. 3].
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One can see [5] for a study of universal C*-algebras described by generators and (admissible)
relations. As usual with universal morphisms, a universal C*-algebra of A may not exist (see
the next non-example), but if it exists it is essentially unique (see the next Prop. 2.7).

Non-Example 2.6. The algebra A := C[x], with *-structure x∗ = x, has no universal C*-algebra.
By contradiction, suppose that (B,ϕ) satisfies the universal property in Def. 2.5. For every λ ∈ R
one has a *-homomorphism C[x] → C that maps x to λ. By the universal property, there must exist a
*-homomorphism B → C that maps ϕ(x) to λ. Since *-homomorphisms between C*-algebras are norm
decreasing, we deduce that ∥ϕ(x)∥ ⩾ λ for all λ ∈ R, which is clearly impossible.

Proposition 2.7. Let (B,ϕ) and (B ′,ϕ ′) be universal C*-algebras of the same *-algebraA. Then, there
exists a unique isomorphism f : B→ B ′ such that ϕ = ϕ ′ ◦ f.

Proof. This is a standard proof which is valid for arbitrary universal morphisms. We repeat it
here for the reader’s ease. By the universal property, if an isomorphism f as above exists, it is
unique. We must show its existence.

By the universal property of both (B,ϕ) and (B ′,ϕ ′), there exists a unique map ϕ̃ and a
unique map ϕ̃ ′ making the following diagram commute

A

B B ′

ϕ ′ϕ

ϕ̃ ′

ϕ̃

Commutativity of the diagram tells us that ϕ̃ ◦ (ϕ̃ ′ ◦ϕ) = ϕ̃ ◦ϕ ′ = ϕ, thus we have a commu-
tative diagram

A

B B

ϕϕ

ϕ̃ ◦ ϕ̃ ′

idB

From the universal property we deduce that ϕ̃ ◦ ϕ̃ ′ = idB. Similarly one shows that ϕ̃ ′ ◦ ϕ̃ =

idB ′ , so that f = ϕ̃ ′ is the desired isomorphism. ■

Due to its essential uniqueness, from now on we will talk about the universal C*-algebra of
A (if any) and denote it by (Au,ϕu).

Observe that every *-algebraA has (at least) one bounded *-representation given by the zero
representation. The next definition (2.3) then makes sense.

Proposition 2.8. Let A be a *-algebra and, for a ∈ A, call

∥a∥u := sup
{
∥ρ(a)∥ : ρ is a bounded *-representation of A

}
. (2.3)

The universal C*-algebra of A exists if and only if ∥a∥u is finite for all a ∈ A.
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Proof. (⇒) Let (Au,ϕu) be the universal C*-algebra of A (by hypothesis, it exists). By the
universal property, for every bounded *-representation ρ : A→ B(H) we have a commutative
diagram

A Au

B(H)

ρ

ϕu

π

where π is a bounded *-representation of Au. Since *-homomorphisms between C*-algebras
are contractive, for all a ∈ A one has

∥ρ(a)∥ = ∥π(ϕu(a))∥ ⩽ ∥ϕu(a)∥,

where the first two norms are the operator norms in B(H) and the third one is the C*-norm of
Au. The latter is independent of the representation, hence ∥a∥u ⩽ ∥ϕu(a)∥ <∞ ∀ a ∈ A.

(⇐) The proof is constructive. If ∥a∥u is finite for all a ∈ A, then the map a 7→ ∥a∥u is a
C*-seminorm, called the universal C*-seminorm of A. Putting J :=

{
a ∈ A : ∥a∥u = 0

}
the

kernel of the seminorm (a closed two-sided *-ideal in A), the C*-completion Au of A/J in
the norm induced by ∥ · ∥u is well-defined and equipped with a canonical *-homomorphism
ϕu : A→ Au. This pair (Au,ϕu) is called the C*-enveloping algebra of A.

We now show that it satisfies the universal property. Let f : A→ C be a *-homomorphism to
a C*-algebra. Think of C as a concrete C*-algebra of bounded operators on a Hilbert space (by
Gelfand theorem) and of f as a bounded *-representation. By definition of the ideal J above,
its elements are in the kernel of any bounded *-representation, thus J ⊆ ker(f). It follows that
the map f : A → C factors through the canonical projection π : A → A/J and we have a
commutative diagram

A A/J Au

C

π

f
f0

ϕu

f̃

The map f0 is uniquely determined by f, since π is surjective. By definition of the universal
C*-seminorm one has ∥f0(π(a))∥ = ∥f(a)∥ ⩽ ∥a∥u, thus f0 is Lipschitz continuous, and hence
uniformly continuous. A uniformly continuous function D → Y from a dense subset D of a
complete metric space X to a metric space Y admits a unique continuous extension X → Y.
There exists then a continuous map f̃ : Au → C extending f0. Since f0 is a *-homomorphism
andA/J is dense inAu, f̃ is a *-homomorphism. Any other *-homomorphismAu → Cmaking
the above diagram commute must coincide with f̃, since it is equal to f̃ on a dense subset of
the domain. ■

Notice that the map ϕu is not always injective. If it is injective, we will say that A embeds
into its universal C*-algebra, think of A as a dense *-subalgebra of Au, and omit the map ϕu.
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Proposition 2.9. Assume that the universal C*-algebra of A exists. Then, ϕu is injective if and only
if A has an injective bounded *-representation.

Proof. (⇒) Every C*-algebra has a faithful representation (Gelfand-Naimark theorem). Let π
be a faithful representation of Au. Then π ◦ ϕu is an injective bounded *-representation of A.

(⇐) If A has an injective bounded *-representation, then the universal C*-seminorm is a norm,
J = 0 and the map from A ∼= A/J to its C*-enveloping algebra is injective. ■

Example 2.10. Let n ⩾ 2 andA := C[x]/(xn) be the truncated polynomial algebra in one real indeter-
minate, x = x∗. Let f : A→ C be a *-homomorphism to another C*-algebra. Then f(x)n = f(xn) = 0

in C, which by the C*-identity implies f(x) = 0. Thus, f factors through the morphism A→ C defined
by x 7→ 0, proving that the universal C*-algebra of A is Au = C. The canonical *-homomorphism
ϕu : A→ C, x 7→ 0, is obviously not injective.

Lemma 2.11. Let A be a *-algebra and (Au,ϕu) its universal C*-algebra (assume that it exists). For
every α ∈ Aut(A) there exists a unique α̃ ∈ Aut(Au) such that the following diagram commutes

A A

Au Au

α

ϕu ϕu

α̃

Proof. The composition A α−→ A
ϕu−−→ Au is a *-homomorphism, and the existence and unique-

ness of α̃ ∈ Aut(Au) follows from the universal property. ■

Proposition 2.12. Let A be a *-algebra, (Au,ϕu) its universal C*-algebra (assume that it exists),
G a topological group, and α : G → Aut(A) a group action. Then, there exists a unique action
α̃ : G→ Aut(Au) such that ϕu ◦ αg = α̃g ◦ ϕu. If, for every a ∈ ϕu(A), the map

G→ Au, g 7→ α̃g(a), (2.4)

is continuous, then α̃ is strongly continuous.

Proof. For all g ∈ G, the existence and uniqueness of α̃g follows from Lemma 2.11. Let g1,g2 ∈
G and denote by e ∈ G the neutral element. From the commutative diagram

A A

Au Au

αe = idA

ϕu ϕu

α̃e

idAu

and from Lemma 2.11 we deduce that α̃e = idAu
. From the commutative diagram

A A A

Au Au Au

ϕu ϕu ϕu

αg2
αg1

α̃g2
α̃g1

8



since the composition of the horizontal arrows on top is αg1g2 , we get a commutative diagram

A A

Au Au

αg1g2

ϕu ϕu

α̃g1
α̃g2

α̃g1g2

From Lemma 2.11 we deduce that α̃g1α̃g2 = α̃g1g2 , i.e. α̃ is a group action.
It remains to prove that, if the map (2.4) is continuous for every a ∈ D := ϕu(A), then it is

continuous for every a ∈ Au. We use the density of D in Au and a standard ε/3 argument.
Let (gλ)λ∈Λ be a net in G convergent to an element g ∈ G, call Tλ := α̃gλ

and T = α̃g. Since
*-homomorphisms between C*-algebras are contractive, one has ∥Tλ∥ ⩽ 1 and ∥T∥ ⩽ 1.

Let a ∈ Au be a fixed element (arbitrary) and ε > 0. Due to the density of D, there exists a
sequence (ak)k∈N in D convergent to a. Thus, there exists k0 such that, for every λ ∈ Λ and
k ⩾ k0 one has

∥Tλak − Tλa∥ ⩽ ∥ak − a∥ < ε/3.

By hypothesis, limλ∈Λ Tλak = Tak since ak ∈ D. Thus, for all k ∈ N there exists λk such that,
if λ ⩾ λk, then

∥Tλak − Tak∥ < ε/3.

Since T is continuous, there exists k1 such that, for all k ⩾ k1, one has

∥Tak − Ta∥ < ε/3.

If k ⩾ max{k0,k1} and λ ⩾ λk, then

∥Tλa− Ta∥ ⩽ ∥Tλa− Tλak∥+ ∥Tλak − Tak∥+ ∥Tak − Ta∥ < ε.

Thus, Tλa→ Ta. That is, for all a ∈ Au, the map G→ A, g 7→ α̃g(a), is continuous. ■

2.3. Graph C*-algebras. In this section, we recall some general results from the theory of
graph C*-algebras. Our main references are [4, 17]. We adopt the conventions of [4], i.e. the
roles of source and range maps are exchanged with respect to [17].

Let E = (E0,E1, s, t) be a directed graph, where E0 is the set of vertices, E1 is the set of edges,
s : E1 → E0 is the source map, and t : E1 → E0 is the target (or range) map. The graph is called
row-finite if s−1(v) is a finite set for every v ∈ E0. It is called finite if both sets E0 and E1 are
finite. A sink is a vertex v with no outgoing edges, that is s−1(v) = ∅.

Definition 2.13 (Leavitt path algebra). The Leavitt path algebra LC(E) of a row-finite graph E is
the universal algebra generated by a family{

Pv,Se,S
∗
e : v ∈ E0, e ∈ E1

}
(2.5)

satisfying the relations

PvPw =

Pv if v = w

0 if v ̸= w
for all v,w ∈ E0, (CK0)

9



S∗eSf =

Pt(e) if e = f

0 if e ̸= f
for all e ∈ E1, (CK1)

∑
e∈E1:s(e)=v

SeS
∗
e = Pv for all v ∈ E0 that are not sinks, (CK2)

Ps(e)Se = SePt(e) = Se for all e ∈ E1, (CK3)

Pt(e)S
∗
e = S∗ePs(e) = S

∗
e for all e ∈ E1. (CK4)

A collection (2.5) satisfying (CK0-CK4) is called a Cuntz–Krieger E-family. The algebra LC(E)
is universal in the sense that whenever {Qv, Te} is another Cuntz–Krieger E-family in an alge-
bra A, then there exists a unique *-homomorphism LC(E) → A that maps each Pv to Qv, Se
to Te and S∗e to T∗e . We stress that the above universal property holds in the category of non-
unital algebras, but when E is finite LC(E) is unital with unit element 1 =

∑
v∈E0 Pv. It is also

a *-algebra with involution defined by P∗v := Pv and by declaring S∗e to be the adjoint of Se (as
the notation suggests). Note that in a *-algebra (CK4) follows from (CK3) by adjunction.

Leavitt path algebras can be defined over any field, but we will only consider the field of
complex numbers. The universal algebra of a Cuntz–Krieger E-family can be explicitly con-
structed in the obvious way, as a quotient of a free algebra. Similar definitions can be given
for C*-algebras (with minimal modifications). In the case of C*-algebras the existence of the
universal object is a non-trivial theorem [17].

Definition 2.14 (Graph C*-algebra). The graph C*-algebra C∗(E) of a row-finite graph E is the
universal C*-algebra generated by mutually orthogonal projections

{
Pv : v ∈ E0

}
and partial isometries{

Se : e ∈ E1
}

satisfying the Cuntz–Krieger relations:

S∗eSe = Pt(e) for all e ∈ E1, and (CK1’)∑
e∈E1:s(e)=v

SeS
∗
e = Pv for all v ∈ E0 that are not sinks. (CK2’)

In C∗(E), for all v ∈ E0 and e, f ∈ E1, one has

SePv = Se if v = t(e), (2.6a)

S∗eSf = 0 if e ̸= f, (2.6b)

PvSe = Se if v = s(e). (2.6c)

The first relation follows from the definition of partial isometry and the fact that Pv = S∗eSe is
the source projection of Se. The second follows from the fact that the CK’ relations imply that
the range projections SeS∗e are also mutually orthogonal (see [4, page 309]). The third follows
from the first two using (CK2’).

As a consequence, there is a *-homomorphism LC(E) → C∗(E) defined in the obvious way
on Cuntz-Krieger E-families (with an abuse of notations, Pv 7→ Pv and Se 7→ Se). One can
prove that it is injective by using the Graded Uniqueness Theorem, cf. [1]. From now on, we
will think of LC(E) as a dense *-subalgebra of C∗(E) (dense since it contains all the generators).

Any graph C*- algebra C∗(E) can be endowed with a natural circle action

α : U(1) −→ Aut(C∗(E)),
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called the gauge action, and given on generators by

αu(Pv) = Pv , αu(Se) = uSe ,

for all u ∈ U(1), v ∈ E0, e ∈ E1.
We give now a slight reformulation of [4, Theorem 2.1] that is more suitable for the purposes

of this work (see also [17, Theorem 2.2]).

Theorem 2.15 (Gauge-invariant Uniqueness Theorem). Let E be a row-finite graph with Cuntz–
Krieger family {S,P}, let A be a C*-algebra with a continuous action of U(1) and ρ : C∗(E) → A a
U(1)-equivariant *-homomorphism. If ρ(Pv) ̸= 0 for all v ∈ E0, then ρ is injective.

3. THE COORDINATE ALGEBRA OF A QUANTUM SPHERE

Let n ∈ N and 0 ⩽ q < 1. We denote by A(S2n+1
q ) the unital (associative, complex) *-algebra

generated by elements {zi, z∗i }
n
i=0 with relations

zjzi = qzizj ∀ 0 ⩽ i < j ⩽ n , (3.1a)

z∗izj = qzjz
∗
i ∀ 0 ⩽ i ̸= j ⩽ n , (3.1b)

z∗izi = ziz
∗
i + (1− q2)

∑n

j=i+1
zjz

∗
j ∀ 0 ⩽ i ⩽ n , (3.1c)

z0z
∗
0 + z1z

∗
1 + . . .+ znz

∗
n = 1 . (3.1d)

Here we adopt the original notations of [20], which are also the notations adopted in [11].
Observe that zn is normal and that A(S1q)

∼= A(S1) is generated by a single unitary operator,
that we can identify with the identity function on the unit circle S1 ⊆ C.

The relations for q = 0, written explicitly are

zizj = 0 ∀ i > j , (3.2a)

z∗izj = 0 ∀ i ̸= j , (3.2b)

z∗izi =
∑

j⩾i
zjz

∗
j , (3.2c)∑

j
zjz

∗
j = 1 . (3.2d)

Recall that an algebra A is called G-graded, where G is a group, if it has a decomposition
A =

⊕
g∈GAg into vector subspaces {Ag : g ∈ G} satisfying Ag · Ag ′ ⊆ Agg ′ for all g,g ′ ∈ G.

We call Ag a spectral subspace of A, and we say that its elements are homogeneous of degree g.

An action α of t = (t0, . . . , tn) ∈ Tn+1 on A(S2n+1
q ) is defined on generators by

αt(zi) := tizi, ∀ 0 ⩽ i ⩽ n. (3.3)

The action (3.3) defines a Zn+1-grading in the usual way: an element a ∈ A(S2n+1
q ) has degree

m = (m0, . . . ,mn) ∈ Zn+1 if

αt(a) = t
m0
0 . . . tmn

n a for all t ∈ Tn+1. (3.4)

The composition of (3.3) with the diagonal embedding

U(1) → Tn+1, u 7→ (u, . . . ,u),
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gives an action of U(1) on A(S2n+1
q ). For the sake of completeness, we mention that the Z-

grading associated to this action is a strong grading, as proved for example in a more general
context in [10] (see also [2, Sect. 5.1]). This means that A(S2n+1

q ) is a Hopf-Galois extension
of its degree 0 part, cf. e.g. [15, Theorem 8.1.7]. The subalgebra of U(1)-invariant elements is
denoted A(CPnq ) and the geometric picture is that of a principal U(1)-bundle S2n+1

q → CPnq
with total space a quantum sphere and base space a quantum projective space (see e.g. [2, 3]
and references therein).

The relevant subalgebra for us is the one of Tn+1-invariant elements, i.e. elements of degree
m = (0, . . . , 0). This is strictly smaller than A(CPnq ) and will be studied in the next subsection.

3.1. Algebraic properties. Here we collect some preliminary results about the algebra A(S2n+1
q )

that we need later on to study the associated universal C*-algebra.

Proposition 3.1. Let q = 0. Then zi is a partial isometry, for all 0 ⩽ i ⩽ n, and{
ziz

∗
i : 0 ⩽ i ⩽ n

}
is a set of mutually orthogonal projections with sum 1.

Proof. Using (3.2d), the relation (3.2c) can be rewritten as

z∗izi = 1−
∑

j<i
zjz

∗
j . (3.5)

From (3.5) and (3.2a) it follows that

ziz
∗
izi = zi −

∑
j<i

(zizj)

=

0

z∗j = zi,

thus proving the first claim. Since zi is a partial isometry, ziz∗i is a projection, and orthogonality
follows from (3.2b). From (3.2d) it follows that the sum of these projections is 1. ■

Lemma 3.2. Let 0 ⩽ q < 1. Then,

(i) For every 0 ⩽ i < j ⩽ n, ziz∗i and zj commute.

(ii) For every 0 ⩽ i ⩽ n and every positive integerm, one has

z∗i (zi)
m = q2m(zi)

mz∗i + (1− q2m)(zi)
m−1

(
1−

∑i−1

j=0
zjz

∗
j

)
. (relm)

Proof. (i) This is a simple computation using (3.1a) and (3.1b).

(ii) This is proved by induction onm ⩾ 1. From (3.1c) and (3.1d) we derive (rel1), that is

z∗izi = q
2ziz

∗
i + (1− q2)

∑n

j=i
zjz

∗
j by (3.1c)

= q2ziz
∗
i + (1− q2)

(
1−

∑i−1

j=0
zjz

∗
j

)
. by (3.1d)

Now, letm ⩾ 2 and assume, by inductive hypothesis, that (relm−1) holds. Then,

z∗i (zi)
m =

(
z∗i (zi)

m−1
)
zi

= q2m−2(zi)
m−1z∗izi + (1− q2m−2)(zi)

m−2

(
1−

∑i−1

j=0
zjz

∗
j

)
zi by (relm−1)
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= q2m−2(zi)
m−1z∗izi + (1− q2m−2)(zi)

m−1

(
1−

∑i−1

j=0
zjz

∗
j

)
by point (i)

= q2m(zi)
mz∗i +

(
q2m−2(1− q2) + (1− q2m−2)

)
(zi)

m−1

(
1−

∑i−1

j=0
zjz

∗
j

)
by (rel1)

= q2m(zi)
mz∗i + (1− q2m)(zi)

m−1

(
1−

∑i−1

j=0
zjz

∗
j

)
.

The last line is exactly the right hand side of (relm). ■

Let us stress that Lemma 3.2(ii) holds also for q = 0 (although we will only need it for q ̸= 0),
and simplifies to z∗i (zi)

m = (zi)
m−1.

Proposition 3.3. Let 0 ⩽ q < 1. For all i = (i0, . . . , in) ∈ Nn × Z and j = (j0, . . . , jn−1) ∈ Nn

define 〈
i, j

〉
:= zi00 . . . zin−1

n−1z
in
n

(
z
j0
0 . . . zjn−1

n−1

)∗
if in ⩾ 0 and 〈

i, j
〉
:= zi00 . . . zin−1

n−1(z
∗
n)

−in
(
z
j0
0 . . . zjn−1

n−1

)∗
if in < 0. Then, the set { 〈

i, j
〉

: i ∈ Nn × Z, j ∈ Nn
}

(3.6)

is a generating family of the vector space A(S2n+1
q ).

Proof. Let J be the span of the vectors in the set (3.6). Since J contains the unit, it is enough
to show that it is an ideal in A(S2n+1

q ), i.e. that it is closed under involution and under left
multiplication by the elements zi, z∗i for all 0 ⩽ i ⩽ n (automatically J will be closed under
right multiplication by the generators). The first claim is obvious, since the adjoint of

〈
i, j

〉
is,

by construction,
〈
j,−in, i0, . . . , in−1

〉
. Concerning the second claim, let us start with q ̸= 0. Let

0 ⩽ m ⩽ n. Ifm < n, orm = n and in ⩾ 0, using (3.1a) we get:

zm
〈
i, j

〉
= qi0+...+im−1

〈
i0, . . . , im + 1, . . . , in, j

〉
,

which in particular implies that zmJ ⊆ J form < n. Ifm = n and in < 0, using (3.1a):

zn
〈
i, j

〉
= qi0+...+in−1 ⟨i0, . . . , in−1, 0, . . . , 0⟩ znz∗n

〈
0, . . . , 0, in + 1, j

〉
then using (3.1d)

= qi0+...+in−1
〈
i0, . . . , in−1, in + 1, j

〉
− qi0+...+in−1

n−1∑
k=0

⟨i0, . . . , in−1, 0, . . . , 0⟩ zkz∗k
〈
0, . . . , 0, in + 1, j

〉
and (3.1a) (and adjoint) again

= qi0+...+in−1
〈
i0, . . . , in−1, in + 1, j

〉
−

n−1∑
k=0

qi0+...+ik+3(ik+1+...+in−1)+(|in|−1) ⟨. . . , ik + 1, . . . , in + 1, . . . , jk + 1, . . .⟩ .

Thus, znJ ⊆ J as well.
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Next, if in < 0, using (3.1b) we find:

z∗n
〈
i, j

〉
= qi0+...+in−1

〈
i0, . . . , in−1, in − 1, j

〉
.

Finally, form < n orm = n and in ⩾ 0, we use Lemma 3.2(ii), in the form

z∗m(zm)im = q2im(zm)imz∗m + (1− q2im)(zm)im−1
(
1−

∑m−1

l=0
zlz

∗
l

)
. (3.7)

We compute

z∗m
〈
i, j

〉
= z∗m ⟨i0, . . . , im−1, 0, . . . , 0⟩ (zm)im

〈
0, . . . , 0, im+1, . . . , in, j

〉
which using (3.1b) becomes

= qi0+...+im−1 ⟨i0, . . . , im−1, 0, . . . , 0⟩ z∗m(zm)im
〈
0, . . . , 0, im+1, . . . , in, j

〉
and using (3.7) becomes

= qi0+...+im−1+2im ⟨i, j0, . . . , jm + 1, . . . , jn−1⟩

+qi0+...+im−1(1− q2im) ⟨i0, . . . , im − 1, 0, . . . , 0⟩
(
1−

∑m−1

l=0
zlz

∗
l

) 〈
0, . . . , 0, im+1, . . . , in, j

〉
.

Since on the right hand side only generators zl, z∗l with l < m appear, using the last relation
one can prove that z∗mJ ⊆ J by induction onm. If z∗l J ⊆ J for all l < m, from the last equality it
follows that

z∗mJ ⊆ J+ z
i0
0 . . . zim−1

m

m−1∑
l=0

zlJ.

But we already proved that ziJ ⊆ J for all i, hence the claim. It remains to prove the starting
point of the induction, i.e. the casem = 0. This is easy. Form = 0, using again (3.7), we get

z∗0
〈
i, j

〉
= q2i0+i1+...+in ⟨i, j0 + 1, . . . , jn−1⟩+ (1− q2i0)

〈
i0 − 1, . . . , in, j

〉
,

thus completing the proof for q ̸= 0. The computation can be repeated for q = 0, with powers
qk replaced by δk,0 (observe that negative powers never appear in the proof). ■

Using the Diamond Lemma like in [12, Sect. 4.1.5], it should be possible to prove that the
set (3.6) is a basis of the vector space A(S2n+1

q ). We shall not prove this statement since a
generating family is enough for our purposes.

We denote by
{
|k⟩ : k = (k0, . . . ,kn) ∈ Nn×Z

}
the standard basis of ℓ2(Nn×Z). A strongly

continuous unitary representation U of Tn+1 on ℓ2(Nn × Z) is given in the standard basis by

Ut |k0, . . . ,kn−1,kn⟩ = tk0
0 t

k1
1 · · · tkn

n |k0, . . . ,kn−1,kn⟩ (3.8)

for all t = (t0, . . . , tn) ∈ Tn+1.

Proposition 3.4. A bounded *-representation π of A(S2n+1
q ) on ℓ2(Nn × Z) is defined on generators

as follows. If q ̸= 0,

π(z0) |k0, . . . ,kn⟩ =
√
1− q2(k0+1) |k0 + 1,k1, . . . ,kn⟩ ,

π(zi) |k0, . . . ,kn⟩ = qk0+...+ki−1

√
1− q2(ki+1) |k0, . . . ,ki + 1, . . . ,kn⟩ for 0 < i < n,

π(zn) |k0, . . . ,kn⟩ = qk0+...+kn−1 |k0, . . . ,kn−1,kn + 1⟩ .
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If q = 0, then π(zi) =: Zi are given by the formulas

Z0 |k0, . . . ,kn⟩ = |k0 + 1,k1, . . . ,kn⟩ ,

Zi |k0, . . . ,kn⟩ = δk0,0 . . . δki−1,0 |0, . . . , 0, ki + 1,ki+1, . . . ,kn⟩ for 0 < i < n,

Zn |k0, . . . ,kn⟩ = δk0,0 . . . δkn−1,0 |0, . . . , 0, kn + 1⟩ .

This representation is Tn+1-covariant with respect to the action (3.3) and the representation (3.8).

Proof. It is a straightforward to check that the relations (3.1) are satisfied, and sinceUtπ(zi)U
∗
t =

tiπ(zi) = π(αt(zi)), the representation π is covariant (for all 0 ⩽ q < 1). ■

Proposition 3.5. Let π be the representation in Prop. 3.4.

(i) The elements {
ziz

∗
i : 0 ⩽ i ⩽ n

}
. (3.9)

generate a commutative subalgebra of A(S2n+1
q ) that we denote by A(∆n

q).

(ii) For q ̸= 0, the set of joint eigenvalues of
(
π(z0z

∗
0), . . . ,π(znz

∗
n)

)
is given by all tuples of the form(

1− q2k0 , (1− q2k1)q2k0 , . . . , (1− q2kn−1)q2(k0+...+kn−2),q2(k0+...+kn−1)
)

with k0, . . . ,kn−1 ∈ N.

(iii) For q = 0, the set of joint eigenvalues is the set of corner points of the standard n-simplex ∆n.

Proof. The first statement immediately follows from Lemma 3.2(i). The second statement is
proved by a direct computation, using the fact that all operators are diagonal, that is:

π(ziz
∗
i ) |k0, . . . ,kn−1,kn⟩ = q2(k0+...+ki−1)(1− q2ki) |k0, . . . ,kn−1,kn⟩ (3.10a)

if 0 ⩽ i < n and

π(znz
∗
n) |k0, . . . ,kn−1,kn⟩ = q2(k0+...+kn−1) |k0, . . . ,kn−1,kn⟩ . (3.10b)

For q = 0, from Prop. 3.1 and the fact that the eigenvalue of a projection is 0 or 1, we deduce
that that joint eigenvalues must be vectors in the standard basis of Rn+1, i.e. the corner points
of the standard n-simplex. For all 0 ⩽ i, j ⩽ n one has

π(zjz
∗
j )
∣∣0, . . . , 0, i↓1, ∗, . . . , ∗〉 = δi,j∣∣0, . . . , 0, i↓1, ∗, . . . , ∗〉,

which proves that all tuples of the standard basis are joint eigenvalues. ■

Remark 3.6. The closure in Rn+1 of the set in Prop. 3.5(ii) is called the quantized n-simplex in [14],
and we shall denote it by ∆n

q .

Let ϑ : A(S2n+1
q ) → A(S2n+1

q )T
n+1

be the map

ϑ(a) :=

∫
Tn+1

αt(a)dµt, (3.11)

where a ∈ A(S2n+1
q ) and µ is the normalized Haar measure on Tn+1.

We now show that, for q ̸= 0, the representation π is faithful. The proof for q = 0 will be
given in the Sect. 3.2 using graph C*-algebras.

Proposition 3.7. Let q ̸= 0. Then,
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(i) the map ϑ in (3.11) is the identity on A(∆n
q);

(ii) A(S2n+1
q )T

n+1
= A(∆n

q).

Proof. By construction, ϑ is the identity on Tn+1-invariant elements. Clearly

A(∆n
q) ⊆ A(S2n+1

q )T
n+1

, (3.12)

since A(∆n
q) is generated by invariant elements, hence (i). If we show that the image of ϑ is in

A(∆n
q), this proves the inclusion opposite to (3.12), and then (ii).

It is enough to show that ϑ(
〈
i, j

〉
) ∈ A(∆n

q) for all elements in the set (3.6). For t ∈ Tn+1,

αt(
〈
i, j

〉
) = ti0−j0

0 . . . tin−1−jn−1
n−1 tinn

〈
i, j

〉
, (3.13)

and the integral is zero unless ik = jk for all 0 ⩽ k < n and in = 0. Thus ϑ(
〈
i, j

〉
) is either zero

or of the form

z
j0
0 . . . zjn−1

n−1

(
z
j0
0 . . . zjn−1

n−1

)∗
. (3.14)

We must show that these monomials belong to A(∆n
q). Using (3.1a) and (3.1b) we rewrite (3.14)

in the form

q(...)z
j0
0 (z∗0)

j0 . . . zjn−1
n−1(z

∗
n−1)

jn−1

where the power of q is irrelevant. It remains to show that, for all 0 ⩽ i ⩽ n− 1 and allm ∈ N,
the monomial zmi (z∗i )

m belongs to A(∆n
q). We prove it by induction on m. It is trivially true if

m = 0. Assume that it is true for a fixedm ⩾ 0. We have

zm+1
i (z∗i )

m+1 = zi(z
m
i z

∗
i )(z

∗
i )

m

= zi

(
q−2mz∗iz

m
i + (1− q−2m)(zi)

m−1

(
1−

∑i−1

j=0
zjz

∗
j

))
(z∗i )

m by (relm)

=

(
q−2mziz

∗
i + (1− q−2m)

(
1−

∑i−1

j=0
zjz

∗
j

))
zmi (z∗i )

m by Lemma 3.2(i).

In the last line, the expression inside the parentheses belongs to A(∆n
q), zmi (z∗i )

m ∈ A(∆n
q) by

inductive hypothesis, and then zm+1
i (z∗i )

m+1 ∈ A(∆n
q) as well. ■

Remark 3.8. Prop. 3.7(ii) fails for q = 0 (and n ⩾ 1). To see this, notice that

Zm
0 (Z∗

0)
m − Zm+1

0 (Z∗
0)

m+1 (3.15)

is a projection onto the subspace of ℓ2(Nn × Z) spanned by vectors |k⟩ with k0 = m. Being mutually
orthogonal projections, the operators in (3.15) are linearly independent, and so are the corresponding
elements zm0 (z∗0)

m − zm+1
0 (z∗0)

m+1 ∈ A(S2n+1
0 )T

n+1
. Thus, A(S2n+1

0 )T
n+1

is infinite-dimensional.
On the other hand, A(∆n

0 ) is finite-dimensional, being the linear span of the n + 1 projections in
Prop. 3.1. Similarly, the next Lemma 3.9(ii) fails when q = 0, since A(∆n

0 ) is finite-dimensional and
C[x1, . . . , xn] is infinite-dimensional.

Lemma 3.9. Let q ̸= 0. Then:

(i) the restriction π : A(∆n
q) → B(ℓ2(Nn × Z)) of the representation in Prop. 3.4 is faithful;

(ii) A(∆n
q) is isomorphic to the *-algebra C[x1, . . . , xn] of polynomials in n real indeterminates.

16



Proof. A *-homomorphism f : C[x1, . . . , xn] → A(∆n
q) is defined on generators by

f(xi) :=

n∑
j=i

zjz
∗
j , for all 1 ⩽ i ⩽ n.

It is surjective, since z0z∗0 = 1 − f(x1), ziz∗i = f(xi) − f(xi+1) for 0 < i < n, and znz∗n = f(xn).
We now show that the composition π ◦ f is injective, and hence f is injective and π is injective
on the image of f, thus concluding the proof of both points (i) and (ii).

If P(x1, . . . , xn) is a polynomial in the kernel of π ◦ f, by definition of the representation it
means that

P(q2k0 ,q2(k0+k1), . . . ,q2(k0+...+kn−1)) = 0 ∀ k0, . . . ,kn−1 ∈ N.

Thus, P vanishes on the set Sn of tuples of the form (qm1 , . . . ,qmn), withm1, . . . ,mn ∈ N and
0 ⩽ m1 ⩽ m2 ⩽ . . . ⩽ mn. We now prove by induction on n ⩾ 1 that, if a polynomial in
n variables vanishes on Sn, then it must be zero. For n = 1, this follows from the fact that a
non-zero polynomial in one variable has only finitely many zeros. For arbitrary n ⩾ 2, we can
write such a polynomial P as

P(x1, . . . , xn) =
∑
N⩾0

PN(x1, . . . , xn−1)x
N
n ,

where PN ∈ C[x1, . . . , xn−1]. For every fixed (λ1, . . . , λn−1) ∈ Sn−1,

P(λ1, . . . , λn−1,y) =
∑
N⩾0

PN(λ1, . . . , λn−1)y
N.

is a polynomial in y with infinitely many zeroes. Hence it must be zero, which means that
all coefficients PN(λ1, . . . , λn−1) are zero. Thus, the polynomials PN all vanish on Sn−1. By
inductive hypothesis, PN = 0 for all N, and so P = 0. ■

Proposition 3.10. If q ̸= 0, the representation π : A(S2n+1
q ) → B(ℓ2(Nn×Z)) of Prop. 3.4 is faithful.

Proof. Since the vector space A(S2n+1
q ) is a direct sum of spectral subspaces of the action of

Tn+1, it is enough to show that π is injective on each of these subspaces.
Let a ∈ A(S2n+1

q ) be an element in the kernel of π homogeneous of degree m ∈ Zn+1,
i.e. satisfying (3.4). We now show that a = 0, thus proving injectivity. Write

a =
∑

i∈Nn×Z,j∈Nn:i−(j,0)=m

λi,j
〈
i, j

〉
as a linear combination of the elements in (3.6), where the constrain i − (j, 0) = m comes from
the condition (3.4). Observe that we can reshuffle the z’s in

〈
i, j

〉
and put them in an arbitrary

order, getting a power of q in front. We can reshuffle the z∗’s as well (as long as we don’t move
zi to the right of z∗i , there is no problem). Each

〈
i, j

〉
can then be written in the form

l0l1 . . . lnci,jrn . . . r1r0

where, for every 0 ⩽ k ⩽ n, we set lk := zmk

k and rk := 1 if mk ⩾ 0, and we set lk := 1

and rk := (z∗k)
−mk if mk < 0. By construction, ci,j is Tn+1-invariant (and is the only piece

depending on the labels i, j). Adding up all these elements, we get

a = l0l1 . . . lnb rn . . . r1r0
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v0 vn

FIGURE 1. The graph Σn.

w0 wn

FIGURE 2. The graph Σ̃n.

where b is some Tn+1-invariant element. By Prop. 3.7(ii), b belongs to A(∆n
q). Now, π(a) =

0 implies that π(b) maps the range of π(rn . . . r1r0) to the kernel of π(l0l1 . . . ln). But each
π(z∗i ) has full range, and each π(zi) has trivial kernel (π(z∗izi) is diagonal with only non-zero
eigenvalues). Hence, it must be π(b) = 0. From Lemma 3.9(i) we deduce that b = 0, and then
a = 0 as well. ■

3.2. The graph C*-algebra of a quantum sphere. We denote by Σn the graph with n + 1

vertices {v0, v1, . . . , vn} and one edge ei,j from vi to vj for all 0 ⩽ i ⩽ j ⩽ n. A picture is in
Figure 1. We denote by Σ̃n the graph with n+ 1 vertices {w0,w1, . . . ,wn}, one edge fi fromwi

to wi+1 for all 0 ⩽ i < n, and one loop ei at wi for all 0 ⩽ i ⩽ n. A picture is in Figure 2. With
an abuse of notations, we denote by {P,S} the Cuntz–Krieger family of both graphs Σn and Σ̃n.

Theorem 3.11. A (non U(1)-equivariant) isomorphism ψ : C∗(Σ̃n) → C∗(Σn) is given by

ψ(Pwi
) = Pvi

, ψ(Sei
) = Sei,i

, ψ(Sfj) =

n∑
k=j+1

Sej,k
S∗ej+1,k

, (3.16)

for all 0 ⩽ i ⩽ n and 0 ⩽ j < n. The inverse map is given on generators by

ψ−1(Pvi
) = Pwi

, ψ−1(Sei,i
) = Sei

, ψ−1(Sej,k
) = SfjSfj+1

. . .Sfk−1
Sek

,

for all 0 ⩽ i ⩽ n and for all 0 ⩽ j < k ⩽ n.

Proof. Using the Cuntz-Krieger relations and (2.6) one easily checks that ψ and ψ−1 are well-
defined and one the inverse of the other. For example, let us verify that ψ is well-defined,
i.e. that the elements in (3.16) form a Cuntz-Krieger Σ̃n-family. For all 0 ⩽ i ⩽ n:

ψ(Sei
)∗ψ(Sei

) = S∗ei,i
Sei,i

= Pvi
= ψ(Pwi

).

For all 0 ⩽ j < n:

ψ(Sfj)
∗ψ(Sfj) =

n∑
k,k ′=j+1

Sej+1,k
S∗ej,k

Sej,k ′S
∗
ej+1,k ′

18



=

n∑
k=j+1

Sej+1,k
Pvk
S∗ej+1,k

=

n∑
k=j+1

Sej+1,k
S∗ej+1,k

= Pvj+1
= ψ(Pwj+1

) (3.17)

and

ψ(Sej
)ψ(Sej

)∗ +ψ(Sfj)ψ(Sfj)
∗ = Sej,j

S∗ej,j
+

n∑
k,k ′=j+1

Sej,k ′S
∗
ej+1,k ′Sej+1,k

S∗ej,k

= Sej,j
S∗ej,j

+

n∑
k=j+1

Sej,k
Pvk
S∗ej,k

=

n∑
k=j

Sej,k
S∗ej,k

= Pvj
= ψ(Pwj

).

Finally
ψ(Sen)ψ(Sen)

∗ = Sen,nS
∗
en,n

= Pvn = ψ(Pwn).

Thus (CK1’) and (CK2’) for the graph Σ̃n are satisfied. Clearly the elements ψ(Pwi
) are orthog-

onal projections and ψ(Sei
) is a partial isometry. From (3.17) we get

ψ(Sfj)ψ(Sfj)
∗ψ(Sfj) = ψ(Sfj)ψ(Pwj+1

) =

n∑
k=j+1

Sej,k
S∗ej+1,k

Pvj+1
= ψ(Sfj),

so that ψ(Sfj) is a partial isometry as well. This proves that ψ is well-defined.
The proof that ψ−1 is well-defined and is the inverse of ψ is analogous and it is omitted. ■

Remark 3.12. Since all the formulas in Theorem 3.11 are purely algebraic, the pair (ψ,ψ−1) restricts
to an isomorphism LC(Σ̃n) ∼= LC(Σn) between Leavitt path algebras.

We now pass to quantum spheres.

Proposition 3.13 (The universal C*-algebra of a quantum sphere). For all 0 ⩽ q < 1 the uni-
versal C*-algebra of A(S2n+1

q ) exists and will be denoted by C(S2n+1
q ). If q ̸= 0, the canonical

*-homomorphism from A(S2n+1
q ) to its universal C*-algebra C(S2n+1

q ) is injective.

Proof. Because of (3.1d), in any bounded *-representation the norm of the z’s is bounded by
one, and then the norm of any element a ∈ A(S2n+1

q ) is bounded by a constant Ka which
is independent of the representation. From this observation, it follows that the universal
C*-seminorm is well-defined on A(S2n+1

q ) and the C*-enveloping algebra exists. If q ̸= 0,
since A(S2n+1

q ) has a faithful representation (Prop. 3.10), the universal C*-seminorm is a norm,
hence injectivity of the map A(S2n+1

q ) → C(S2n+1
q ). ■

We now prove that the canonical *-homomorphism A(S2n+1
q ) → C(S2n+1

q ) is injective for
q = 0 as well, cf. the next theorem.

Theorem 3.14.

(i) The canonical *-homomorphism from A(S2n+1
0 ) to its C*-enveloping algebraC(S2n+1

0 ) is injective.

(ii) A U(1)-equivariant isomorphism φ : LC(Σn) → A(S2n+1
0 ) is given by

φ(Pvi
) = ziz

∗
i , φ(Sei,j

) = zizjz
∗
j , (3.18)

for all 0 ⩽ i ⩽ j ⩽ n. Its inverse is given on generators by

φ−1(zi) =
∑n

j=i
Sei,j

,

for all 0 ⩽ i ⩽ n.
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(iii) The map φ extends to an isomorphism of C*-algebras φ̃ : C∗(Σn) → C(S2n+1
0 ).

(iv) The representation π of Prop. 3.4 extends to a faithful representation of C(S2n+1
0 ).

Proof. First, we show that the elements in (3.18) satisfy the relations (CK0-CK4) for the graph
Σn, so that the maps φ and φ̃ are well-defined. The relation (CK0) follows from Prop. 3.1. We
will use repeatedly (and tacitly) Prop. 3.1.

Let i ⩽ j and k ⩽ l. If i ̸= k:

φ(Sei,j
)∗φ(Sek,l

) = (zjz
∗
j )(z

∗
izk)(zlz

∗
l )

(3.2b)
= 0.

On the other hand, if i = kwe get:

φ(Sei,j
)∗φ(Sei,l

) = (zjz
∗
j )(z

∗
izi)(zlz

∗
l )

(3.2c)
=

∑
s⩾i

(zjz
∗
j )(zsz

∗
s)(zlz

∗
l )

=
∑

s⩾i
δj,sδs,lzsz

∗
s = δj,lφ(Pvj

).

This proves (CK1). Next, for all i ⩽ j:∑
j⩾i

φ(Sei,j
)φ(Sei,j

)∗ =
∑

j⩾i
zi(zjz

∗
j )

2z∗i =
∑

j⩾i
zizjz

∗
j z

∗
i

(3.2a)
=

∑n

j=0
zizjz

∗
j z

∗
i

(3.2d)
= ziz

∗
i = φ(Pvi

).

This proves (CK2). Finally,

φ(Pvi
)φ(Sei,j

) = zi(z
∗
izi)zjz

∗
j

(3.2c)
= zi

∑
s⩾i

(zsz
∗
s)(zjz

∗
j ) = zi(zjz

∗
j ) = φ(Sei,j

).

In a similar way one proves that φ(Sei,j
)φ(Pvj

) = φ(Sei,j
), which proves (CK3). By adjunction

one obtains (CK4).
This proves that the *-homomorphisms φ and φ̃ are well-defined, and we have a commuta-

tive diagram

C∗(Σn) C(S2n+1
0 )

LC(Σn) A(S2n+1
0 )

φ

ι

φ̃

where the left vertical arrow is the inclusion of LC(Σn) into C∗(Σn) and ι is the canonical
*-homomorphism from A(S2n+1

0 ) to its C*-enveloping algebra.
Let π be the representation in Prop. 3.4. By universality of the C*-algebra, there exists a

representation π̃ of C(S2n+1
0 ) on the same Hilbert space such that π̃ ◦ ι = π. Since π(ziz∗i ) =

ZiZ
∗
i ̸= 0, one also has φ̃(Pvi

) = ι(ziz
∗
i ) ̸= 0. It follows from Theorem 2.15 that φ̃ is injective,

and then φ is injective, and ι is injective on the image of φ.
From (3.2a) we get

φ
( n∑

j=i

Sei,j

)
= zi

n∑
j=i

zjz
∗
j = zi

n∑
j=0

zjz
∗
j = zi,

proving that φ is surjective, hence an isomorphism LC(Σn) ∼= A(S2n+1
0 ), and ι is injective. It

also follows that the image of φ̃ : C∗(Σn) → C(S2n+1
0 ) contains ι

(
A(S2n+1

0 )
)

which is dense in
C(S2n+1

0 ). But *-homomorphisms of C*-algebras have closed image, hence φ̃ is surjective.
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Finally, π̃ ◦ φ̃ is a U(1)-covariant representation of C∗(Σn) that maps each Pvi
to a non-zero

operator. By Theorem 2.15 this representation is faithful, and then π̃ is faithful as well. ■

From now on, we will think of A(S2n+1
0 ) as a dense *-subalgebra of C(S2n+1

0 ) and omit ι,
and denote by the same symbol π both the representation in Prop. 3.4 and its extension to
C(S2n+1

0 ).

Proposition 3.15. For all 0 ⩽ q < 1, the actions of Tn+1 and U(1) on A(S2n+1
q ) extend to strongly

continuous actions on C(S2n+1
q ).

Proof. The U(1)-action is the composition of the action α of Tn+1 on A(S2n+1
q ) with the di-

agonal embedding U(1) → Tn+1, hence it is enough to prove the claim for the action α in
(3.3).

If a ∈ A(S2n+1
q ) is a monomial as in (3.6), from (3.13) it follows that the map

fa : Tn+1 → A(S2n+1
q ), t 7→ αt(a),

is continuous. By linearity, the map fa is then continuous for all a ∈ A(S2n+1
q ). From Prop. 2.12

it follows that α extends to a strongly continuous action on C(S2n+1
q ). ■

3.3. The quantum sphere with positive parameter. In this section, q ̸= 0. Let Z0, . . . ,Zn be
the bounded operators on ℓ2(Nn × Z) in Prop. 3.4 and notice that, by Theorem 3.14(iv) they
generate a C*-subalgebra of B(ℓ2(Nn × Z)) that is isomorphic to C(S2n+1

0 ), and that will be
identified with C(S2n+1

0 ) in this section.
By the universal property of C*-enveloping algebras, the representation in Prop. 3.4 extends

to a representation π : C(S2n+1
q ) → B(ℓ2(Nn × Z)), that we denote by the same symbol. We

will prove first that the image of this representation is C(S2n+1
0 ), and then that it is injective,

thus proving that π induces an isomorphism C(S2n+1
q ) ∼= C(S2n+1

0 ).

Lemma 3.16. For all 0 < q < 1, one has π
(
C(S2n+1

q )
)
⊆ C(S2n+1

0 ).

Proof. For 0 ⩽ i < n and k0, . . . ,ki ∈ Ni+1, define

T(k0, . . . ,ki) := Z
k0
0 Z

k1
1 · · ·Zki

i . (3.19)

These are the operators in [11], equation (4.6). Then, define

Ai :=
∑

k0,...,ki∈N
qk0+...+ki−1

(√
1− q2ki+2 −

√
1− q2ki

)
T(k0, . . . ,ki)ZiT(k0, . . . ,ki)

∗

if 0 ⩽ i < n, and

An :=
∑

k0,...,kn−1∈N
qk0+...+kn−1T(k0, . . . ,kn−1)ZnT(k0, . . . ,kn−1)

∗.

First, we will prove that Ai ∈ C(S2n+1
0 ). Next, we will prove that Ai = π(zi), which implies

π(zi) ∈ C(S2n+1
0 ) (for all 0 ⩽ i ⩽ n), and therefore π

(
C(S2n+1

q )
)
⊆ C(S2n+1

0 ).

Step 1. Since each Zi is a partial isometry, the operators (3.19) have norm ⩽ 1. For all q, x ∈
]0, 1[ one has

0 <
√

1− q2x2 −
√

1− x2 < x.
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Using this for x = qki one proves that the (k0, . . . ,ki) term in the sum defining Ai has norm
bounded by qk0+...+ki . Thus the series is norm-convergent (for |q| < 1,

∑
k∈N q

k is a conver-
gent geometric series) and Ai is a well-defined element of C(S2n+1

0 ).

Step 2. Since (Z∗
0)

k0 |j0, . . . , jn⟩ = 0 for j0 < k0, we have

A0 |j0, . . . , jn⟩ =
j0∑

k0=0

(√
1− q2k0+2 −

√
1− q2k0

)
Zk0+1
0 (Z∗

0)
k0 |j0, . . . , jn⟩

=

( j0∑
k0=0

(√
1− q2k0+2 −

√
1− q2k0

))
|j0 + 1, j1, . . . , jn⟩

=
√

1− q2j0+2 |j0 + 1, j1, . . . , jn⟩ ,

where we observed that we have a telescoping sum in the second line.
Next, let 0 < i < n. By counting the powers of Z∗’s (each operator being a negative shift), we

see that T(k0, . . . ,ki)∗ |j0, . . . , jn⟩ is zero unless km ⩽ jm for all 0 ⩽ m ⩽ i. If these inequalities
are satisfied, then

ZiT(k0, . . . ,ki)
∗ |j0, . . . , jn⟩ = δj0−k0,0 . . . δji−1−ki−1,0 |0, . . . , 0, ji − ki + 1, ji+1, . . . , jn⟩ .

Thus

T(k0, . . . ,ki)ZiT(k0, . . . ,ki)
∗ |j0, . . . , jn⟩ = δk0,j0 . . . δki−1,ji−1

|j0, . . . , ji + 1, . . . , jn⟩ ,

and finally

Ai |j0, . . . , jn⟩ =
ji∑

ki=0

qj0+...+ji−1

(√
1− q2ki+2 −

√
1− q2ki

)
|j0, . . . , ji + 1, . . . , jn⟩ .

Since the latter is a telescoping sum, we get the desired result

Ai |j0, . . . , jn⟩ = qj0+...+ji−1
√

1− q2ji+2 |j0, . . . , ji + 1, . . . , jn⟩ .

Finally, for i = n,

ZnT(k0, . . . ,kn−1)
∗ |j0, . . . , jn⟩ = δj0−k0,0 . . . δjn−1−kn−1,0 |0, . . . , 0, 0, jn + 1⟩ ,

and then

An |j0, . . . , jn⟩ = qj0+...+jn−1 |j0, . . . , jn−1, jn + 1⟩ .

Comparing these with the formulas in Prop. 3.4, we see that Ai = π(zi) for all 0 ⩽ i ⩽ n. ■

Lemma 3.17. For all 0 < q < 1, one has π
(
C(S2n+1

q )
)
⊇ C(S2n+1

0 ).

Proof. Let A be a concrete C*-algebra of bounded operators on a Hilbert space, a = a∗ ∈ A,
λ ∈ R and χλ : R → R the characteristic function of the singleton {λ}. If λ is an isolated point in
the spectrum, then χλ(a) belongs to A and is a projection onto the eigenspace corresponding
to the eigenvalue λ. Now, let A := π

(
C(S2n+1

q )
)
. We must show that Zi ∈ A for all 0 ⩽ i ⩽ n.

For all 1 ⩽ i ⩽ n, call

ξi :=

n∑
j=i

zjz
∗
j . (3.20)
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It follows from (3.10) that

π(ξi) |k0, . . . ,kn⟩ = q2(k0+...+ki−1) |k0, . . . ,kn⟩ .

For diagonal operators, the spectrum is the closure of the point spectrum, and the only ac-
cumulation point in the spectrum of π(ξi) is 0. It follows from the discussion above that
yi := χ1(π(ξi)) belongs to A, and

yi |k0, . . . ,kn⟩ = δk0,0 . . . δki−1,0 |0, . . . , 0, ki, . . . ,kn⟩ .

In particular, Zn = π(zn)yn ∈ A.
Next, for all 0 ⩽ i < n the operator

{
1−π(z∗izi)

}
yi is diagonal and all non-zero eigenvalues

are isolated points in the spectrum. Each eigenprojection pi,m, given form ∈ N by

pi,m |k0, . . . ,kn⟩ = δk0,0 . . . δki−1,0δki,m |0, . . . , 0,m,ki+1, . . . ,kn⟩ ,

belongs to A. Let

ai :=
∑
m∈N

1√
1− q2(m+1)

pi,m.

This is a diagonal operator,

ai |k0, . . . ,kn⟩ =
1√

1− q2(ki+1)
δk0,0 . . . δki−1,0 |0, . . . , 0, ki, . . . ,kn⟩ .

The partial sums sj :=
∑

m⩽j
1√

1−q2(m+1)
pi,m form a Cauchy sequence. Indeed, for all ε > 0

small enough, choose an integer Nε big enough so that (1− q2Nε)−1/2 < ε. Then

∥si − sj∥ ⩽ sup
{
(1− q2(m+1))−1/2 : j < m ⩽ i

}
< ε, ∀ i > j > Nε.

Thus ai ∈ A, which implies Zi = π(zi)ai ∈ A. ■

Denote byDn the commutative unital C*-subalgebra of C(S2n+1
q ) generated by the set (3.9).

Clearly D0 = C1 ⊆ C(S1). We are interested in the case n ⩾ 1. A more convenient set
of generators for Dn, that we are going to use below, is given by the elements in (3.20). By
Gelfand duality, one has Dn

∼= C(Ωn
q), where

Ωn
q :=

{(
χ(ξ1), , . . . ,χ(ξn)

)
∈ Rn : χ is a character of Dn

}
is the spectrum of Dn (and C(Ωn

q) denotes the C*-algebra of continuous functions on this
topological space). We stress that Ωn

q is a standard topological space, and not a “quantum
space”. The subscript q refers to the fact that this space depends on the value of the parameter,
as we shall see. Notice also thatΩn

q coincides with the joint spectrum

Ωn
q = σ

(
ξ1, . . . , ξn

)
,

i.e. with the set of (λ1, . . . , λn) ∈ Rn such that the ideal inDn spanned by λ1 − ξ1, . . . , λn − ξn

is proper.

Lemma 3.18. Let 0 < t < 1 and let Y be an element in a C*-algebra satisfying

Y∗Y = tYY∗ + 1− t. (3.21)

Then,
σ(YY∗) ⊆

{
1− tk : k ∈ N

}
. (3.22)
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Proof. Let λ ∈ σ(Y∗Y) and assume that
λ ̸= 1. (3.23)

For n ∈ N, define
µn := t−n(λ− 1) + 1.

By contradiction, assume that µn ̸= 0 for all n ∈ N. Since µn+1 = t
−1µn + 1− t−1, from (3.21)

we deduce that
µn ∈ σ(Y∗Y) =⇒ µn+1 ∈ σ(YY∗).

But
σ(YY∗) ∪ {0} = σ(Y∗Y) ∪ {0}, (3.24)

hence
µn ∈ σ(Y∗Y) =⇒ µn+1 ∈ σ(Y∗Y).

Since µ0 = λ ∈ σ(Y∗Y), we deduce by induction that µn ∈ σ(Y∗Y) for all n ∈ N. But the
assumption (3.23) implies that the sequence (µn)n∈N is divergent, and we get a contradiction
(the spectrum is bounded by the norm of Y). Hence, it must be µn = 0 for some n ∈ N, that
means λ = 1− tn. All the points λ in σ(Y∗Y) different from 1 = 1− t+∞ are of the above form,
thus σ(Y∗Y) ⊆

{
1− tk : k ∈ N

}
and, using again (3.24), we get (3.22). ■

In the following, we denote by ϑ the faithful conditional expectation on C(S2n+1
q ) described

in Lemma 2.4(i) and extending the map in (3.11), which is denoted by the same symbol.

Proposition 3.19. For all 0 < q < 1, one has

Dn = ϑ(C(S2n+1
q )) = C(S2n+1

q )T
n+1

.

Proof. The second equality is obvious. From Prop. 3.7, one has ϑ(A(S2n+1
q )) = A(∆n

q) and then
by continuity ϑ(C(S2n+1

q )) = Dn, since Dn is the norm-closure of A(∆n
q). ■

The next lemma is Lemma 4.1 of [11]. We follow the proof of [14, Lemma 2.10].

Lemma 3.20. Let q ̸= 0, n ⩾ 1, and let Fn : Nn → Rn be the closed embedding

Fn(k1, . . . ,kn) := (q2k1 ,q2(k1+k2), . . . ,q2(k1+...+kn)).

Then,Ωn
q = Im(Fn).

Proof. The joint spectrum contains the joint eigenvalues of all bounded *-representations and
their limit points as well. From Prop. 3.5(ii), the set of joint eigenvalues of (π(ξ1), . . . ,π(ξn))
is given by all tuples of the form Fn(k1, . . . ,kn) with k1, . . . ,kn ∈ N (here we label the compo-
nents of the tuple from 1 to n rather than from 0 to n − 1). Thus, Fn(Nn) ⊆ Ωn

q and, since Ωn
q

is closed, Fn(N
n
) ⊆ Ωn

q . We must prove the opposite inclusion.

Let χ be a character ofDn. From (relm) with i = 0 andm = 1 we see that Y = z0 satisfies the
hypothesis of Lemma 3.18 with t = q2. Hence

1− χ(ξ1) = χ(z0z
∗
0) ∈ σ(z0z∗0) ⊆

{
1− q2k : k ∈ N

}
.

Thus, χ(ξ1) = q2k for some k ∈ N. Now we show that, for all 1 ⩽ i < n, if χ(ξi) = q2k with
k ∈ N, then χ(ξi+1) = q

2(k+m) for somem ∈ N, thus concluding the proof by induction.

From now on we assume that 1 ⩽ i < n is fixed, k ∈ N is fixed, and χ(ξi) = q2k.
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Denote by A ⊆ C(S2n+1
q ) the unital C*-subalgebra generated by zi, . . . , zn and let C ⊆ A be

the commutative unital C*-subalgebra generated by ziz∗i , . . . , znz
∗
n. We note that

• ξi ∈ C ⊆ A,

• ξi = 1−
∑i−1

j=0 zjz
∗
j is a central element in A, cf. Lemma 3.2(i).

We call I the two-sided *-ideal in A generated by ξi − q2k and J ⊆ I the two-sided *-ideal in C
generated by ξi − q2k. Thus, we have a commutative diagram

C(S2n+1
q )

0 I A A/I 0

0 J C C/J 0

p1

p2

f

whose two rows are extensions of C*-algebras.
Let ϑ : C(S2n+1

q ) → Dn be the conditional expectation as before. One can repeat the proof
of Prop. 3.7 to show that a polynomial in zi, . . . , zn is Tn+1-invariant if and only if it belongs
to C, hence ϑ restricts to a faithful conditional expectation ϑ|A : A → C (that we denote by
the same symbol). Since ξi − q2k is central in A, every element in I can be written in the form
a(ξi − q

2k) with a ∈ A. Since ξi − q2k is Tn+1-invariant,

ϑ(a(ξi − q
2k)) =

∫
Tn+1

αt(a)αt(ξi − q
2k)dµt

=

(∫
Tn+1

αt(a)dµt

)
(ξi − q

2k) = ϑ(a)(ξi − q
2k),

proving that ϑ(I) ⊆ J. Hence, ϑ induces a linear map [ϑ] : A/I → C/J between quotient
C*-algebras. From the above diagram we get the following commutative diagram

0 I A A/I 0

0 J C C/J 0

ϑ|I

p1

ϑ|A [ϑ]

p2

f

For all c ∈ C, since ϑ|A is the identity on C,

([ϑ] ◦ f)(p2(c)) = [ϑ](p1(c)) = p2(ϑ|A(c)) = p2(c).

Since p2 is surjective, [ϑ] ◦ f = idC/J, which implies that f is injective. From now on, we will
identify C/Jwith the C*-subalgebra f(C/J) of A/I.

In the quotient algebra A/I one has

p1(ξi+1) = p1(ξi) − p1(zi)p1(zi)
∗ = q2k − p1(zi)p1(zi)

∗ (3.25)

and from (3.1c),

p1(zi)
∗p1(zi) = p1(zi)p1(zi)

∗ + (1− q2)p1(ξi+1) = q
2 p1(zi)p1(zi)

∗ + (1− q2)q2k.
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If k ̸= +∞, putting Y := q−kp1(zi) and t := q2, then (3.21) is satisfied, which proves that

σ
(
p1(zi)p1(zi)

∗) ⊆ {
q2k(1− q2m) : m ∈ N

}
,

and then
σ
(
p1(ξi+1)

)
= q2k − σ

(
p1(zi)p1(zi)

∗) ⊆ {
q2(k+m) : m ∈ N

}
. (3.26)

If k = +∞, the equality (3.25) becomes p1(ξi+1) = −p1(ziz
∗
i ), and since the left hand side is a

positive operator and the right hand side is a negative operator, p1(ξi+1) = 0. In both cases,
k ∈ N and k = +∞, the inclusion (3.26) is valid.

Now, under the identification of C/Jwith a C*-subalgebra of A/I, p1(ξi+1) and p2(ξi+1) are
the same operator (but in a different C*-algebra). Since the spectrum doesn’t depend on the
ambient C*-algebra,

σ
(
p1(ξi+1)

)
= σ

(
p2(ξi+1)

)
.

Going back to our character χ, by construction of the ideal one has χ(J) = 0. Thus, the character
χ : Dn → C induces a character [χ] : C/J→ C. From

χ(ξi+1) = [χ]
(
p2(ξi+1)

)
∈ σ

(
p2(ξi+1)

)
and from (3.26) we get the desired result. ■

Let xi : Ωn
q → R be the i-th Cartesian coordinate of Rn restricted to Ωn

q . We will identify
Dn with C(Ωn

q) through the map that sends ξi to xi. (It is not difficult to verity that the setΩn
q

is homeomorphic to the quantized n-simplex ∆n
q of Rem. 3.6.)

Proposition 3.21. The representation π in Prop. 3.4 is faithful, for all 0 < q < 1.

Proof. Let A = C(S2n+1
q ), G = Tn+1 and observe that AG = Dn = C(Ωn

q) (by Prop. 3.19). It
is enough to show that the restriction π|AG = π|C(Ωn

q)
is faithful (cf. Lemma 2.4(ii)). This is an

explicit computation. For all f ∈ C(Ωn
q) and all k1, . . . ,kn ∈ N one has

π(f) |k1, . . . ,kn⟩ = f(q2k1 , . . . ,q2(k1+...+kn)) |k1, . . . ,kn⟩

If π(f) = 0, then f is zero on a dense subset ofΩn
q , which implies f = 0. ■

Theorem 3.22. C(S2n+1
q ) ∼= C(S2n+1

0 ) for all 0 < q < 1.

Proof. Let π : C(S2n+1
q ) → B(ℓ2(Nn × Z)) be the representation in Prop. 3.4. From Lemma 3.16

and Lemma 3.17 it follows that the image of π is C(S2n+1
0 ). It follows from Prop. 3.21 that π is

injective, hence it induces an isomorphism C(S2n+1
q ) → C(S2n+1

0 ). ■

Thus, the C*-algebra C(S2n+1
q ) is independent of the value of the deformation parameter,

and isomorphic to a graph C*-algebra for all q ∈ [0, 1[. It is worth mentioning the different
behaviour of coordinate algebras: for n ⩾ 1 and q,q ′ ∈ [0, 1], one has A(S2n+1

q ) ∼= A(S2n+1
q ′ ) if

and only if q = q ′ (see [8] for a proof).
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