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Experimental Innovation Policy
Albert Bravo-Biosca, Innovation Growth Lab–Nesta and Barcelona Graduate School
of Economics
Executive Summary

Experimental approaches are increasingly being adopted across many
policy fields, but innovation policy has been lagging. This paper reviews
the case for policy experimentation in this field, describes the different
types of experiments that can be undertaken, discusses some of the unique
challenges to the use of experimental approaches in innovation policy,
and summarizes some of the emerging lessons, with a focus on random-
ized trials. The paper concludes describing how at the Innovation Growth
Lab we have been working with governments across the OECD to help
them overcome the barriers to policy experimentation to make their pol-
icies more impactful.

I. Introduction

The main aim of innovation policy is to support experimentation with
new technologies, products, processes, or business models, and acceler-
ate their diffusion throughout the economy and society. Yet, paradoxi-
cally, innovation policy itself is not very experimental. Policymakers in-
vest billions fundingmany scientific and business experiments, but they
rarely experiment themselves with their own programs and activities,
at least not in a structured way.
Are we making the most of this investment? Are there more effective

ways of using this funding? Howwouldwe ever know? These are ques-
tions thatwe need to address if wewant to successfully navigate the eco-
nomic challenges we face ahead. Yet in many different ways we are in
uncharted territory, for at least three reasons.
First, innovation systems are difficult to chart. They are complex sys-

tems rather than simple linear production functions. Actors, institu-
tions, and policies interact in multiple ways, and levels of uncertainty
are high. Shifting a policy lever may have unanticipated consequences
because of previously unknown interdependencies, so making predic-
tions and allocating funding are challenging exercises. It takes time to
shed light on how a system works.
© 2020 by the National Bureau of Economic Research. All rights reserved.
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Second, innovation systems are continuously evolving, and some ar-
gue that they are doing so faster than in the past. Some of the trends re-
shaping innovation systems include the rise of global value chains, the
globalization of knowledge production beyond OECD countries, the in-
creasing burden of knowledge ( Jones 2009), new general purpose tech-
nologies (such as AI and digitization), increasing market concentration,
and changing dynamics between startups and corporates. In a changing
context, old solutions may not work (if they ever did). Many of these
trends also give rise to new challenges that have not been encountered
before, such as climate change or the transformation of work, which will
require imaginative solutions. In parallel, emerging technologies may
also offer new and unexploited opportunities for policymakers, although
it is unclear how best to take advantage of them. For instance, how will
AI change innovation and innovation policy (Cockburn et al. 2018)?
Finally, we are in uncharted territory because we lack much of the ev-

idence thatwewould need to guide policy decisions. Some years ago the
UK foundation Nesta funded the University of Manchester to develop
the Compendium of Evidence on the Effectiveness of Innovation Policy
(Edler et al. 2016). The resulting reviews were full of insights, but were
also somewhat discouraging. Many policy areas had little evidence, oth-
ers had very poor quality evidence, and policies that had reliable evi-
dence of causality often showed small or negligible effects.
More recently, the What Works Centre for Local Economic Growth at

the London School of Economics examined almost 15,000 evaluations
and evidence reviews of local economic policies, assessing the method-
ology that they used and their results.1 Although not all of these were
impact evaluations, they only found 361 studies (or 2.4% of the total)
that involved a credible counterfactual and provided strong evidence
of causality (fig. 1).2 Most of the other impact evaluations, although still
containing useful insights, were not rigorous enough to be able to con-
vince someone who disagreed with the evaluation’s conclusions to
change his mind. In other words, they provided suggestive correlations,
rather than strong evidence that the program being evaluated had (or
had not) caused a change in the outcomes. The review also found that,
among the “credible” impact evaluations, only one in four demonstrated
a positive effect on employment (or 0.6% of the total).
This is not to say that we should expect or aspire all innovation pol-

icies and programs to reach the “highest” standards of evidence. Many
relevant questions cannot be answered with counterfactual evaluation
methods, and many important effects cannot be easily quantified. If all
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evaluations provided incontrovertible evidence of causality, it would
mean that we are failing to address many important policy challenges.
But there are still many questions for which causal inference would
be feasible and useful. There is definitely immense scope to increase the
quality and quantity of evidence in this policy space, while ensuring in
parallel that the resulting evidence is both useful and used.
In short, innovation policymakers face a complex and continuously

evolving system and have very limited evidence on howmost effectively
to influence it. The question is how we can start to navigate all the un-
knowns and shed some light on the possible answers. One alternative is
to become more experimental, that is, explore a wide range of ideas, test
out the most promising ones at a small scale, learn which are likely to
work better, and only then scale them up.
To do so, we would have to turn the current model of policymaking

upside down. Despite all the unknowns, governments often act as if
they have all the answers, rather than recognizing that they do not. They
introduce new policies without prior small-scale testing, assuming they
have chosen the best design and hoping it will work.
Fig. 1. How good is the existing evidence base? Robustness level of existing evaluations

Source: Charts based on the systematic reviews of nearly 15000 evaluations and evidence
reviews conducted by the LSE-based What Works Centre for Local Economic Growth.
Credible refers to impact evaluations that score 3 or above on the Maryland Scientific
Methods Scale. Positive impact refers only to positive impact on employment.
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Would other approaches have achievedmore impact, or been equally
successful in achieving their goals while using fewer resources? Which
design of the program—the devil is often in the details—would be most
effective? Questions such as these are often left unanswered, as pub-
lic agencies struggle to fit political priorities into a short policy cycle.
Ultimately, this leads to policies that are less effective (or potentially
even counterproductive) and the risk of wasting limited resources on
programs that do not work.
The United Kingdom provides an interesting example of how policy-

makers can embrace a more experimental approach. The business min-
istry (BEIS) wanted to encourage small businesses to seek external ad-
vice in a range of areas, from digital technologies to management skills.
It launched the Growth Vouchers program, a $40 million pilot that
gave small businesses vouchers of up to $2,500 to use in a marketplace
of business providers. Rather than starting with a single policy design,
the whole program was conceived as a policy experiment. Within it
were a number of randomized trials, not only testing the impact of the
voucher itself but also different modes of delivery (e.g., from different
messages to attract applicants to different diagnostic tools to guide appli-
cants’ support choices). At the IGL2016 conference, the senior civil ser-
vant leading the programwas asked by one of the attendees in the room
what if the program was shown not to work. His answer was clear: “We
will have saved a lot of money.” Without evaluation, policies that do not
work may continue indefinitely, depriving resources frommore impact-
ful interventions.
In this paper we describe why an experimental approach can contrib-

ute to more effective innovation policies, how policymakers can become
more experimental, and the work that we have been doing at the IGL to
help them in this process.
IGL was established in 2014 by the UK foundation Nesta and the

Kauffman Foundation in the United States. It is a global partnership that
brings together governments, foundations, and researchers to test dif-
ferent approaches to accelerate innovation, entrepreneurship, and growth.
Our shared ambition is to make innovation and growth policy more im-
pactful through experimentation and evidence.
This paper is structured as follows. The next section discusses what it

means to be experimental. Section III focuses on a particular type of pol-
icy experiments, randomized controlled trials, andwhy,when, and how
they can be used. Section IV summarizes some of the evidence emerging
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from randomized trials in innovation policy. Section V addresses the
barriers to innovation policy experimentation, and section VI concludes.

II. What Does It Mean to Be Experimental?

A. A Definition of “Experiment”

Theword “experiment” is often used inmanydifferentways, so it is use-
ful to clarify what the meaning of an experiment actually is. In short, an
experiment is a test. More specifically, the Cambridge English Dictio-
nary defines experiment as “a test done in order to learn something or
to discover if something works or is true.”
This definition captures the key characteristic of a policy experiment:

learning. It is intentionally set up to learn. It has a clearly structured
learning strategy, defined ex ante rather than as an afterthought, and
generates new information, evidence, or data. Therefore, a government
pilot “trying something new” is not a policy experiment, unless the sys-
tems and processes required to learn from it are also put in place. This
includes a timeframe with clear limits or checkpoints: there is a date at
which the results are assessed and a decision is made on whether to
continue the experiment, tweak it, scale it up, or discontinue it.
Ideally, policy experiments start at a small scale, not being larger than

what is required to answer the question or validate the hypothesis being
tested.Whenever feasible and appropriate, they have some form of con-
trol group, but this is not a prerequisite (although having one makes
learningmuch easier). Lastly, it is good practice to codify the knowledge
created by the experiment, so that it can be shared, replicated, and built
upon.
This definition of an experiment is both wide and narrow. Wide be-

cause it tries to capture a range of experimental approaches that are used
in different disciplines, from design to economics. But narrow because
it does not include unintentional or natural experiments. These are not
deliberately set up to test something and therefore learning is not a pri-
ority, but they still create retrospective learning opportunities that can
be exploited using observational data. For example, when governments
use lotteries as a low-cost mechanism to allocate participants in an over-
subscribed program (Cornet et al. 2006); when geographic boundaries
or bureaucratic processes create discontinuities that can be exploited
using econometric methods (Criscuolo et al. 2019); or when a federal
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system creates opportunities for regions to use different policy tools to
address similar challenges, which retroactively might be thought of par-
allel experiments and can be analyzed with both quantitative and more
qualitative approaches (Ansell and Bartenberger 2016).
Experiments are at the core of policy experimentation, but the process

of experimentation involves other important steps. It starts with under-
standing the problem, creatively exploring unobvious ideas, and devel-
oping hypotheses and potential solutions that can be tested. It does not
end when the results of the test become available. Instead, governments
that have successfully embraced a culture of experimentation not only
set up experiments, but they also make sure the resulting learning and
evidence is used in decision-making, scaling-up successful ideas while
continuing to iterate and experiment.

B. A (Very) Simple Typology of Policy Experiment

Policy experiments can be used in different contexts and with different
objectives. Table 1 tries to distinguish some broad types of experiments
and their underlying motivation. They can be divided into two groups:
those that are focused on exploration and discovery (understanding how
the world works), and those framed around evaluation (finding out
what works).
Within the first group, mechanism experiments can be used to test as-

sumptions about the problem to be fixed, the underlying drivers of be-
haviors, or the solution being considered. Scientific experiments con-
stitute the best example: scientists develop a theory, derive a set of
hypotheses from it, and set up an experiment to test them, with the re-
sults being used to support or disprove the underlying theory. Policy ex-
periments within this category have a similar ethos. Their main aim is
not to understand whether a particular intervention works or doesn’t,
but rather to test whether the mechanisms proposed by the theory or
the assumptions that underlie it hold or not (“theory” in this context
can refer to an economic theory modelling human or firm behavior,
but also to a theory of change for a specific program).
Alternatively, experiments can also be used to explore the feasibility

and potential of a new intervention: Can it be delivered? What types
of outcomes are likely to emerge? How do people or businesses respond
to it? These exploratory experiments seek to answer the “what if” ques-
tion (Ansell and Bartenberger 2016), exploring expected and unexpected
consequences rather than seeking conclusive answers. They can be very
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useful in situations in which there is high uncertainty and limited prior
knowledge to build on, but their potential uses extend beyond that.
They often involve setting up prototypes and continuously iterating and
adapting their design to learn how to improve them through trial and
error.
The second group of policy experiments is focused on evaluation, al-

though from two different perspectives: impact evaluations that esti-
mate the ultimate impact of an intervention on outcomes, and process
optimization experiments that measure intermediate impacts of changes
in the process.
Impact evaluations are one of themost common types of experiments.

They may be used to evaluate a single program, to test the impact of
small tweaks in a program, or to compare the impact of two or more
different programs. The key question they seek to answer is what works,
when, and for whom. Consequently, they always try to measure the out-
comes that policymakers are trying to influence.
Increasingly, it is becoming more common (and easier) to use experi-

ments to optimize the processes used in the delivery of a program. These
experiments do not seek to measure whether a program’s ultimate ob-
jectives are achieved, but rather to improve one of the steps involved
in the delivery of the program. The underlying assumption is that this
optimization will result in more efficient and impactful programs, but
this assumption is not actually tested. A common example is A/B exper-
iments that test ways to increase the number of participants applying to
take part in a program. Many of these experiments happen “under-the-
radar,” embedded into day-to-day operations, and as a result the find-
ings are often not codified.
These four categories of experiments are not mutually exclusive. For

instance, some experiments may try to test a theory and an interven-
tion simultaneously (asking what works and why it works), or use
process optimization trials (like A/B testing) to test some theoretical
mechanisms.
In some other cases, these different types of experiments may be un-

dertaken sequentially: starting with a prototype first, following with a
full-fledged impact evaluation, and finally refining the intervention test-
ing tweaks in the process. Where to start ultimately depends on our prior
knowledge. Do we know what outcomes to expect? Or do we not really
know what is likely to happen as a result of the experiment? Do we have
prior evidence about the potential of the solution, or we do not really
know whether it is implementable yet?
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To give a concrete example of how these four categories of experi-
ments can complement each other, imagine a big science lab that would
like to encourage serendipitous interactions between research groups to
increase interdisciplinary collaboration. A range of options may include
a central coffeemachine, weekly lab drinks, yearly research retreats, and
so on. You may ask first the “what if” question: What happens if we
put a nice single-serving coffee machine in the middle of the lab and
then carefully observe the behaviors of researchers when they use it?
Are there more informal interactions between researchers from different
teams? Do they discuss research projects or last night’s football game?
Do researchers become more addicted to coffee? What about non-coffee
drinkers?
If the intervention appears promising, you may ask whether it really

works. For instance, adding coffee machines in a random set of floors,
trackingwhether there aremore follow-up email conversations ormeet-
ings between researchers from different groups in floors with coffee ma-
chines, measuring whether these lead to new research collaborations,
and estimating whether there are spillovers and non-coffee drinkers
also benefit.
Youmay also consider how to optimize the process. Aremore conver-

sations initiated if the coffee machine is slower at preparing coffee, giv-
ing more time for interaction? Are the conversations more productive if
there are tables and stools around the coffee machine? What is the opti-
mal number of coffee machines, and where should they be positioned?
Does sending coffee email reminders to random pairs of researchers
make it more likely that they will begin a conversation?3 Does it make
a difference if the coffee is free or needs to be paid for?
Lastly, it may also be possible to use the coffee machine experiment to

test some assumptions about the problem you are trying to fix. For in-
stance, how do within-lab networks get formed? Is the main barrier to
interdisciplinary collaboration not knowing about each other’s work,
not having a personal connection with researchers outside one’s own
field, or a mismatch of interests and/or incentives?
This example showcases the range of questions that even a relatively

simple experiment could explore. Thefinal issue to considerwhen think-
ing about different types of experiments is howwe can learn from them.
A range of methods can be used, including randomized controlled trials
(RCTs), A/B testing, rapid-cycle testing, ethnographic research, human-
centered design or mixed methods (among many other qualitative and
quantitative approaches). Importantly, there is no one-to-one mapping
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between learningmethods and the four types of experiments outlined in
table 1, so we need to resist the temptation of assigning them this way.
For instance, randomized trials can be used to test assumptions, pro-
cesses and impacts, as can ethnographic research. In some circumstances
the only feasible method to evaluate an ecosystem-level intervention may
be a carefully conducted case-study. Typically, the approach that pro-
duces the most robust evidence of causality is mixed methods, combin-
ing both quantitative and qualitative approaches (rather than choosing
between them, a false dichotomy). Ultimately, the choice of method re-
lies on the question being asked and the context in which the experi-
ment is taking place, which determine what is feasible and desirable.

C. Experimentation in Innovation Policy

Innovation policy can itself be conceived as a continuous learning and
discovery process (Bakhshi et al. 2011) about new technologies, the in-
ner workings of the innovation system, and the effectiveness of pro-
grams and policies that seek to influence it.
The four types of experiments in table 1 play a role in this process. As

the earlier example illustrates, there are a wide range of experiments
that can be conducted even when considering a very simple interven-
tion (e.g., a coffee machine). Obviously, the toolkit of innovation policy-
makers is muchwider (andmore impactful) than this example exposing
how many missed opportunities for experimentation actually exist.
Innovation experiments can be used to understand how different types

of innovation processes or methods work (Boudreau and Lakhani 2016),
which in turn can also generate useful insights that inform the design of
new programs and policies. Alternatively, they can also be used with a
program evaluation mindset, to test whether a program works and how
it can be improved. Finally, experiments can be framed around specific
policy challenges, and be used to explore solutions that contribute to ad-
dress them. As a result, experimentation on innovation policy not only
happens in innovation agencies andministries, but often also across other
government departments addressing sectoral challenges (e.g., smart mo-
bility labs).
The case for experimentation in innovation policy is reinforced by the

complexity of the system that innovation policymakers try to influence,
a very dynamic context that continuously evolves (with new challenges
and opportunities regularly emerging), and high levels of uncertainty
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(in terms of policy levers and potential interactions, returns on invest-
ment from programs, or future scenarios among many others).
To confront this challenge, it is important that policymakers recog-

nize that they do not have all the answers. Designing a new program
or policy to support innovation involves a large number of decisions
and choices. Many of these questions cannot be reliably answered by
looking at past experiences or the literature, or by undertaking sophis-
ticated foresight exercises. One approach (the most common one) is to
try to guess the best answers and proceed as if they were the right ones.
However, it is more effective to test different answers to find out which
one is likely to be the right one, and do this as the program is being de-
signed and rolled out (rather than only doing it many years later when
conducting an ex post impact evaluation, or not doing it at all).
What does becoming more experimental involve in practice? First,

making more use of design methods when developing new programs,
as the Australian Department of Industry or the Polish Agency for En-
terprise Development (PARP) have done by setting up in-house policy
design labs (BizLab and InnoLab, respectively). Second, developing new
pilot programs explicitly as experiments. For instance, Sweden’s national
innovation agency (Vinnova) launched an experimental program that
placed makerspaces within hospitals to increase user-led innovation
within the health sector (Svensson 2017). Third, makingmore use of ran-
domized trials, which have been particularly underutilized in this policy
space. Using randomized trials has been the main focus of IGL’s work
with governments, although increasingly we have also been exploring
other experimental approaches that also contribute to making more im-
pactful policies.
The sections that follow focus on randomized trials, even if much of

what is discussed is also valid for other experimental approaches. We
describewhy andwhen randomized trials are useful, whatwe are learn-
ing from them, and how at IGL we have been working with policymak-
ers to help them overcome the barriers that limit their use.

III. Randomized Trials in Innovation Policy

A. What Are Randomized Trials, and Why Are They Useful?

The central idea of RCTs is to allocatewhatever is being tested by lottery.
Specifically, participants are randomly placed across different groups,
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and the impact of the intervention(s) is estimated by comparing behav-
iors and outcomes across the two groups. The lottery used to assign par-
ticipants to each group addresses potential selection biases. As a result,
different groups are in principle comparable and any differences be-
tween the groups are the result of the intervention (as long as the sample
size is sufficiently large to minimize the impact of noise). Therefore, ran-
domized trials can provide an accurate estimate of the causal impact of a
program.
In doing so, randomized trials address a common pitfall of public pol-

icy evaluations. Typical evaluations of innovation, entrepreneurship,
and small business programs only give a good answer to the question
“How well did the program participants perform before and after the
intervention?” They commonly fail to provide a compelling answer to
the more important question: What additional value did the program
generate? Or in other words, is the improved performance of firms re-
ceiving the intervention the result of the program itself, or does it reflect
some unobserved characteristics of the firms that chose (or were se-
lected) to participate in the program? Answering this question requires
good knowledge of how participants would have performed in absence
of the program, which is difficult to know unless there is a credible con-
trol group that provides a counterfactual. Randomized trials achieve
this by creating two truly comparable groups—only differentiated by
the randomization process (the lottery). In contrast, many other evalu-
ations fail to create a credible counterfactual. As a result, they are only
convincing to those who are already predisposed to agree with the eval-
uation findings, but fail to convince those who have other views.
High-quality evaluations with a credible counterfactual are robust

enough to change people’s views on the impact of a particular program,
and therefore are more likely to influence the choices that are made,
leading to better decisions. They can also contribute to protect future in-
vestments in successful programs from changes in government and po-
litical priorities. Because of this, randomized trials are often referred to
as the “gold standard” for evaluation, although aswith any othermethod
they have their uses and limitations.4 There are also other approaches
that can be used to identify a credible counterfactual from existing obser-
vational data and generate robust evidence. Therefore, the decision on
which method to use depends on the characteristics of the program and
the circumstances under which it is implemented. Mixedmethods (com-
bining quantitative and qualitative approaches) often provide the most
insightful and robust answers, although they are not always feasible. As
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we discuss later in this section, some important questions cannot be ad-
dressedwith counterfactual evaluationmethods, so alternative approaches
are also needed.
Randomized trials have been used extensively in health to test the ef-

fectiveness of new pharmaceutical drugs as well as medical procedures.
But they have also been widely adopted in several other policy areas,
such as development, education, or social policy. For instance, the Abdul
Latif Jameel PovertyActionLab (J-PAL) atMIThas runmore than 900 ran-
domized trials of poverty-reduction interventions in more than 75 coun-
tries, and togetherwith Innovations for PovertyAction (IPA) has radically
transformed the development field in the process. The UK-based Educa-
tion Endowment Foundation is conductingmore than 130 randomized tri-
als involving more than 1,000 schools and 900,000 pupils to test different
ways to improve educational outcomes.And the French government runs
an experimentation fund for young people, a bottom-up approach to iden-
tify innovative interventions to improve youth outcomes (crowdsourced
from organizations across the country), implement them at a small scale,
and rigorously evaluate them tofind outwhether theywork, before decid-
ing whether they should be scaled up.
In contrast, the use of randomized trials to test innovation, entrepre-

neurship, and small business programs has been very limited, particu-
larly in advanced economies, despite frequent calls from the research
community to increase their use (e.g., Azoulay 2012; Boudreau and Lak-
hani 2016). Among the different methods available in the evaluation
toolkit, randomized trials have been particularly underutilized in this
domain, and the quality of the evidence has suffered as a result. This
is starting to change. IGLmaintains an online repository of randomized
trials related to innovation, entrepreneurship, and business growth, de-
scribing each trial and summarizing its key results and policy implica-
tions.5 At the last count the database showed a total of 130 trials, includ-
ing both completed and on-going trials, with roughly half of those having
taken place in the past six years.
Impact evaluation is one of the uses of randomized trials in innova-

tion policy, but as discussed in table 1 in the prior section, their potential
use extends beyond that. They can also be used to test innovation theo-
ries and the underlying mechanisms that drive behaviors, as well as to
optimize the processes used to deliver an intervention. On the contrary,
randomized trials are not typically well-suited for exploratory experi-
ments, for which other methods such as prototyping are more appropri-
ate. Because of this, the discussion that follows focuses on the three uses
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of randomized trials summarized in figure 2: understanding mecha-
nisms, optimizing processes and evaluating impact.
To give a concrete example of the different ways randomized trials

can be used in innovation policy, consider the US Small Business Inno-
vation Research (SBIR) program, an R&D funding and pre-commercial
procurement program that has been replicated across many countries.
An evaluation experiment could involve using a randomized trial to test
the impact on innovation performance of offering commercialization
advice in addition to the funding. A series of optimization experiments
could explore tweaks in the delivery process, for instance using random-
ized trials to test different messaging strategies to encourage additional
minority applications. Finally, a mechanism experiment could exploit
the SBIR program to test hypotheses regarding the financial constraints
of innovative firms.6

B. The Innovation Policy Questions That Randomized Trials
Can(not) Address

Running randomized trials on innovation policy questions can be more
difficult than in other fields for several reasons. First, the outcomes of
Fig. 2. Randomized trials in innovation policy
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innovation policies are not always easy to measure. Innovation can be a
“fuzzy” concept, and existingmetrics of innovation are only incomplete
proxies (from patents to high-tech startups). In contrast, outcomes tend
to be much easier to measure in other fields in which randomized trials
have been more widely used, such as health (e.g., survival or quality-
adjusted life years), education (e.g., test scores) or development (e.g., in-
come or poverty rates).
This challenge is common for all evaluation methods in innovation

policy, not only randomized trials. However, trials frontload the evalua-
tor’s work, so that the majority of the planning, decision-making, and
analysis design happen before the intervention has even started, unlike
in observational studies. This approach has its advantages, but it also
means that once the trial has begun it is very difficult to change any of
its parameters. Therefore, it is important to identify the right measures
that capture the specific outcomes that the intervention seeks to influ-
ence, ideally using a detailed logic model or theory of change. For in-
stance, an intervention might aim to improve collaborations between
small to medium enterprises (SMEs) and universities. A simple mea-
surement, such as number of collaborations, might miss a more pro-
found change taking place as a result of the intervention (such as higher
frequency of interactions or larger-scale/longer projects). Because the
baseline survey can only be run once, asking the wrong question can
compromise the whole project.
A second challenge is that outcomes can take longer to become visible

than in other fields. Innovation is often a long process, and the channels
through which innovation policies work can take a long time to affect
observable outcomes. As a result, by the time the results of randomized
trials become available theymay be of little use, particularly if the policy
no longer exists or it has been changed substantially (although histori-
cally innovation policies have evolved very slowly, and even today
many policies are similar to their equivalents from decades ago). To get
more timely results, it is useful to identify intermediate outcomes that
become visible much earlier in the process, and which according to the
theory of change of the program and existing empirical evidence predict
changes in the ultimate outcomes (while in parallel putting in place the
systems to track long-term impacts).7

Third, innovation outcomes can be very skewed. Most innovation
projects fail, particularly if they are radical rather than incremental. Ex-
treme successes are very rare, yet these are often the ones that many
publicpoliciesare targeting (e.g., the“unicorns”or“blockbusterdrugs”).
Randomized trials work well to compare average performances but
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require substantially larger samples to identify with statistical confi-
dence any effects on the tails of the distribution. If these are the effects
that policymakers would like to measure, then randomized trials might
not be the most appropriate approach (and it might be better to rely on
historical observational data that includes the universe of firms, even if
it is more difficult to demonstrate causality).8 Similarly, an alternative
is to identify intermediate outcomes that are less skewed, building on
the program’s theory of change and existing evidence (e.g., raising ven-
ture capital is an intermediate outcome that is positively correlatedwith
becoming a unicorn). If the policy does not have an impact on interme-
diate outcomes, it is unlikely (even if not impossible) that it will affect
ultimate outcomes. On the contrary, if the policy affects intermediate
outcomes positively, then it is more likely that ultimate outcomes are
also improved.
Fourth, innovation ecosystems are complex environments, with

observed and unobserved linkages and interactions, which make it
more difficult to accurately predict the impact of a policy. Context
and historical path-dependencies are particularly important, so even if
randomized trials have high internal validity, external validity also
needs to be assessed carefully to make sure the results can be useful
and the investment in the trial is justified.9 Whenever possible, it is
useful to test similar interventions in different contexts to understand
when the results generalize, and when they do not. Similarly, learning
should not end when the trial ends. If the decision is made to scale
up a program, an evaluation should be set up alongside, because a
small-scale program that works in a very specific context may not work
as well at a larger scale across very different settings (Al-Ubaydli et al.
2019).
Lastly, many innovation policy challenges are multidimensional, and

so is the solution space. In contrast, in their simplest form, randomized
trials address only binary choices, comparing a treatment group with a
control group. Although it is possible to compare multiple treatments,
there is a limit to the number of options that can be tested at once. In sit-
uations with limited prior knowledge and high uncertainty on the con-
text, interventionpotential, and/or likely outcomes, it is useful to reduce
the choice set and identify the most promising design through more ex-
ploratory experiments, prototyping and iterating through trial and er-
ror, prior to setting up a randomized trial. One exception to this is when
the cost of setting up randomized trials is very low and outcome data is
available almost immediately (such as in A/B online experiments), in
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which case it might be possible to continuously test multiple binary
choices and ultimately address multidimensional questions.
None of the challenges mentioned earlier is insurmountable. How

easy it is to address them depends on the policy being considered and
the aim of the experiment (i.e., impact evaluation, process optimization,
or mechanism experiments). In some cases, the compromises required
may make the use of randomized trials unfeasible or undesirable, and
in others trials can add substantial value.
The menu of innovation policies is wide. It includes programs that

directly support innovators, entrepreneurs or businesses (such as en-
trepreneurship training, R&D grants, science funding, or tech transfer
schemes), programs targeted at improving the functioning of the ecosys-
tem (such as venture capital schemes or infrastructure), and a wider set
of policies that influence framework conditions (such as regulation and
tax policy).
There are also differences in the underlying rationale for government

intervention. Innovation policy can be framed aroundmissions (such as
climate change), system failures (such as missing actors and connec-
tions), or market failures (such as externalities). However, this does not
affect how feasible and desirable it is to experiment. What ultimately
matters is not the underlying rationale but rather the nature of the pol-
icy instrument and the questions being asked about it, as summarized in
table 2.
From an impact evaluation perspective, randomized trials can be

used to evaluate policies and programs that have a targeted population
that can be randomized into different groups, such as entrepreneurship
and business support schemes amongmany others. AnRCT requires the
ability to determine the treatment or intervention that participants in
each group will be subject to.10 It also requires the possibility (ideally)
to exclude participants from self-selecting into a particular group or
Table 2
Potential Uses of Randomized Trials in Innovation Policy

Mechanism
Experiments

Optimization
Experiments

Evaluation
Experiments

Framework conditions (e.g., tax,
regulation) Medium Medium Low

Ecosystem (e.g., clusters, infrastructure) Medium Medium

Low (overall)

Medium (tools)

Targeted programs (e.g., grants, advice) High High High
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intervention.11 The trials may seek to estimate the impact of a program
(comparing the outcomes for the treatment and the control group) or al-
ternatively to compare the impact of two different versions of a pro-
gram, without necessarily having a control group (for example, organi-
zations often compare an existing programwith amodified version that
the organization is considering introducing). For instance, when rolling
out an innovation funding scheme for SMEs, an experiment can be used
to test the impact of the scheme, but also to test whether adding a man-
agement coaching element on top of itmakes the fundingmore effective.
On the contrary, it is not possible to use a randomized trial to evaluate

the overall impact of an ecosystem or national-level policy interven-
tion.12 In addition, RCTs cannot be used to select how to prioritize public
investment between different missions, research fields, themes, or large
infrastructure investments. However, many ecosystem-level policies con-
sist of a bundle of instruments or activities, which might still be possible
to evaluate with randomized trials.
For instance, the overall impact of cluster policy cannot be evaluated

with a randomized trial (unless you are in the unlikely scenario of being
able to randomly pick where new clusters are being set up). However,
the delivery of cluster policies often includes a series of targeted pro-
grams, for which randomized trials are feasible evaluation approaches.
Although they will not provide the full impact of the policy because
cluster interventions are intended to be more than the sum of their parts
(with complementarities and interactions between instruments being
a key element), they will still contribute to understanding its impact.
There is usually nothing preventing an organization from using several
approaches to understand the effects of a policy—and in this sense ran-
domized trials can be used as part of a larger evaluation strategy.
When the main motivation to experiment is not to evaluate a policy,

but rather to test ways to optimize the processes used to deliver it, then
the opportunities for experimentation are much larger. Process optimi-
zation experiments can be used to improve national policies, ecosystem-
level interventions and targeted support programs. They can both re-
duce the cost of delivering the policy and contribute to increase its
impact.13 An additional advantage is that results can often become avail-
able very quickly, making it possible to continuously iterate and inform
immediate design choices. In the years we have been working in the
field, we have not yet seen a policy intervention, even a system-level
one, that would not benefit from embedding some randomized trials
in the delivery.
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For instance, although it is not possible to randomize the generosity of
R&D tax credits,14 randomized trials can still be used to optimize how
the scheme is delivered. Does providing personalized advice on how
to apply increase take-up? Are there ways to reduce the number of inel-
igible claims? Does raising awareness about the scheme nudge compa-
nies to invest more in R&D? All these questions are testable. In addition,
similar questions could also potentially be tested about regulatory re-
gimes that affect innovation.15 Another example is infrastructure invest-
ments in an ecosystem, such as science parks or incubators: How to
increase their use? How to maximize the benefits of co-location for ten-
ants? How to run networks and/or seed new opportunities for collabo-
ration between different actors? These are just a few of the questions that
randomized trials can help to address.
There are also countless opportunities for optimization experiments

in targeted support programs. A useful starting point is to map the user
journey that participants follow throughout a program, spell out any
questions and options in each of the stages, and then decide which of
those are more likely to provide impactful insights and should be prior-
itized for testing. For instance, when the UK government’s flagship
business-mentoring scheme was failing to recruit sufficient mentors,
the UK business ministry (BEIS) used “nudging” trials experimenting
with different language to increase recruitment rates, resulting in an ad-
ditional 800 mentors recruited and achieving the policy target that oth-
erwise would have been missed (to the surprise of the team involved,
incorporating a quote by Adam Smith on the virtues of volunteering
made the most difference).
Science and innovation funding processes are also a very fertile area

for optimization experiments. Governments allocate billions through
competitive funding calls, but very little experimentation has been con-
ducted on how these processes are run. Are there ways to reduce the
burden of the process? Can we make the process more inclusive by en-
couraging more applications from women and minorities? Do review
processes discourage novel or disruptive proposals? What biases affect
decisions, and how can we prevent them? Many of these questions can
be addressed with shadow experiments, setting up parallel shadow re-
view processes without an impact on actual funding decisions.16 How-
ever, others are better tackled with full-fledged experiments.
Randomized trials can be totally theory free, build on an existing the-

ory, or try to test an actual theory and the hypotheses derived from it
(mechanism experiments). Although the latter trials can be more difficult
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to undertake, the results tend to be more rewarding, because they help
to understand how innovation processes actually work. This knowledge
is typically less context specific, and therefore has wider applicability
to different settings. Although an impact evaluation tells you whether
somethingworks or doesn’t, amechanism experiment can potentiallyan-
swer why something works or doesn’t, and prove or disprove assump-
tions about human and firms’ behaviors. By shedding light on the under-
lyingdrivers of behaviors,mechanism experimentsmayprovide insights
that can be useful when designing different types of policies. Impact
evaluations and mechanism experiments are not mutually exclusive,
and the best randomized trials often try to combine both at once:measur-
ing the impact of an intervention and understandingwhat causes the un-
derlying behaviors.
Mechanism experiments can be conducted in the field (the “real

world”) or in a lab (typically in a university setting using undergrad stu-
dents as subjects), or in “hybrid” settings, such as online platforms or
using shadow processes. They can be framed around a particular inno-
vation policy and seek to understand how and why individuals and
firms react (or don’t react) to it, or alternatively they can examine the
management of innovation processes (whether in public or private or-
ganizations), which in turn can also help to inform innovation policy
development.
Boudreau and Lakhani (2016) summarize in an earlier volume of this

series the pioneering work that they have conducted at the Laboratory
for Innovation Science at Harvard (and its predecessors the Crowd In-
novation Lab and the NASA Tournament Lab). For instance, in several
projects they have used randomized trials to understand how best to de-
sign innovation tournaments and contests, testing the effects of compe-
tition and openness on innovators’ effort, how its directed, and the re-
sulting outcomes (as well as how these effects interact with the skills
of participants and the complexity of the challenges being solved). More
recently they have set up trials exploring other stages of the innovation
process, including the formation of scientific collaborations and peer re-
view processes. Recent examples include Boudreau et al. (2016), who
found that evaluators give lower scores to research proposals closer to
their own areas of expertise and to highly novel research proposals, or
Teplitskiy et al. (2019), who provided evidence that female reviewers
aremore likely thanmale reviewers to be influenced by the views of other
panel members.
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IV. What We Are Learning from Randomized Trials
in Innovation Policy

It is still early to draw definitive conclusions from the policy experi-
ments being undertaken in this area.Many are still on the field, some only
have preliminary results, and others with findings have not yet been rep-
licated in different contexts. But it is still useful to provide an overview of
some of the emerging lessons from these trials, because they tackle some
of the key policy questions that we face. This section does not aim to cap-
ture the full range of trials in this space (for a comprehensive overview,
see the online trials repository maintained by IGL).17 Instead, it describes
some examples that illustrate how randomized trials can be used to ad-
dress policy-relevant questions, taking a very broad definition of innova-
tion policy. Many of these have received funding from the IGL Grants
program and/or have been conducted by members of the IGL Research
Network, which brings together more than 85 researchers from around
the world working in this space.
A large majority of the trials discussed here are evaluation experi-

ments, seeking to answer whether a program works or not, although
some are also mechanism experiments, testing the underlying drivers
of behaviors. This discussion does not cover optimization experiments,
which focus on processes rather than outcomes and are not often
codified.18

A. How Do We Get More and Better Ideas?

There is no innovationwithout new ideas or the creative re-combination
of old ones. But how canwe ensure that ideas easilyflow and thrive?Are
we as a society creating an environment that allows us to tap into all
sources of new and interesting ideas? Unfortunately, whether we look
at schools, universities, or businesses, the evidence suggests that we are
missing out on many potential innovators and their ideas.

Increasing Exposure to Innovation

In a highly influential paper Bell et al. (2019) showed that unless you are
a top student from a high-income family, your chances of becoming an
inventor or filing a patent are very low. They also found that growing up
in an area with many inventors is a strong predictor of becoming one,
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and posit that lack of exposure to innovation when young is an impor-
tant part of the story. They concluded that we are missing out on entire
generations of inventors and their good ideas—the so-called “lost Ein-
steins.” This loss is both detrimental to economic growth and a contrib-
utor to income inequality.
There are a number of programs that aim to tackle this challenge, but

few of them have been rigorously evaluated (Gabriel et al. 2018). A new
IGL trial led by the World Bank is testing an online intervention to ex-
pose more than 19,000 children in Latin America to science, technology,
engineering, andmathematics (STEM) and entrepreneurship. In a previ-
ous IGL trial in Denmark, Moberg and Jørgensen (2017) find that a sim-
ple online entrepreneurship course for ninth-graders could improve the
sense of self-efficacy and their intention to pursue a career in entrepre-
neurship. These approaches are only two of many that could be trialed
to cultivate innovative and entrepreneurial attitudes early on and ad-
dress this important policy challenge.

Encouraging More People to Participate

Encouraging individuals or groups who may not naturally consider
themselves innovators or creative is another way to make innovation
more inclusive and tap into new sources of ideas, but does it pay off?
Two IGL trials suggest that it does. Both experiments were based on in-
novation contests, albeit in very different settings. The first trial was
conducted with engineering and computer science students at a US uni-
versity (Graff Zevin and Lyons 2018), and the second took place at a
large multinational university in the Netherlands (Weitzel et al. 2019).
Despite the settings and research questions being slightly different,

two of the findingswere surprisingly similar. First, both studies showed
it is possible to use messaging nudges and/or small financial incentives
to encourage people to submit ideas into innovation contests. Second,
and most important, there was no real difference in the average quality
of the ideas submitted by someone who actively chose to participate in
the innovation contest and someone who needed to be encouraged to
join. In other words, encouraging more people to participate can lead
to more ideas without decreasing their quality, and a small tweak in the
process can be sufficient to make it happen. If we do not do it and in-
stead rely only on self-volunteered contributors, we are missing out valu-
able ideas.
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The trial in the Netherlands also looked at other ways to influence the
quality of the ideas submitted, such as trying to widen the horizons of
participants by showcasing successful projects from prior internal inno-
vation contests. It turned out that in this setting exposure to previous
projects was counterproductive, making people less creative rather than
more.Whether simple ways exist to make people more creative is some-
thing that another IGL trial in the UK is exploring; in this case the trial
explores whether creativity can be trained through habit creation.
Another approach to encourage more people to take part in innova-

tion and entrepreneurship is to rely on role models. Bechtold and Ro-
sendahl Huber (2018) conducted an experiment that found that using
female role models can be an effective way of fostering entrepreneurship
among women. The power of female role models seems to persist even
for actual entrepreneurs, as shown by an earlier trial in Chile, where it
was found to be a cost-effective approach to boost income when com-
pared with more expensive consulting services (Lafortune and Tessada
2015).

Facilitating Collaboration

Collaboration is an increasingly important component of any innova-
tion process. The romantic idea of the sole inventor, with their “light-
bulbmoment,” is today generally considered to be amyth. Instead,most
scientists agree that complex challenges benefit from the combination
of different expertise, knowledge, and backgrounds, and as a result teams
have become more important (Wuchty et al. 2007; Jones 2009).
However, we have little evidence on what the best ways to encourage

collaborations are, both within and between universities and businesses.
For instance, how important is physical proximity between researchers
to facilitate collaboration?
Anecdotal evidence suggests that distancematters, andmany new sci-

ence labs have been built under the assumption that locating researchers
from different fields under the same roof will unlock interdisciplinary
research and open original research avenues. An IGL trial in Eastern Eu-
rope aims to test whether this is actually the case, by randomly distrib-
uting research groups within a large temporary research building, and
tracking whether researchers physically located close to each other are
more likely to collaborate.
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A recent trial conducted at the Harvard Medical School suggests that
close proximity, though important, is not enough. Specifically, an exper-
iment by Boudreau et al. (2017) finds that there are substantial search
costs that affect matching between scientific collaborators, even when
they are located in the same institution. The experiment also demon-
strates how a simple low-cost intervention creates new collaborations
that otherwise would not exist. Specifically, bringing together scientists
working in the same medical school to talk about their ideas with each
other in a 90-minute structured information-sharing session increases
the probability of grant co-application of a given pair of researchers by
75%. Both these trials are rare examples of applying the scientific method
to science policy.
Collaborations between researchers and businesses are also a source

of new ideas, but this too is an area where there is overwhelming agree-
ment that we are missing out on many opportunities. A number of IGL
trials are already examining different ways of addressing this challenge
andwe are also planning further work. One instrument that has become
popular in recent years is innovation vouchers. Their aim is to nudge
SMEs to engage with universities and other knowledge providers by
providing small vouchers (typically around $5,000 to $15,000) to buy re-
search services from them. A trial by the Dutch government found that
innovation vouchers were effective at creating new collaborations be-
tween SMEs and universities (Cornet et al. 2006). This program pro-
duced useful insights about the underlying mechanisms, although it had
not been originally conceived as amechanism experiment.19 Specifically,
the trial found that these new collaborations did not continue once the
subsidy stopped, suggesting that themain barrier to SME-university col-
laborationwas not lack of information or connections (the underlying as-
sumption behind the policy), but rather a much more fundamental one.
An ongoing IGL trial with the UK’s national innovation agency (Inno-
vate UK) is expected to shed more light on this question.

B. How Can We Support Entrepreneurs and Business to Scale
and Adopt New Ideas?

Good ideas are not of much use unless they are put into practice, scaled
up, and widely adopted. For this reason, there is a long list of programs
and policies to support this process, ranging from entrepreneurship
training initiatives, accelerators, and other startup support programs at
one end, to innovation grants, SME finance schemes, business support,
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or tech adoption programs at the other. The impact most of these pro-
grams have is unclear despite the substantial budgets involved.20 We
do not know either whether changing their design would make them
more or less effective. A growing number of trials are trying to provide
some answers.

Training Entrepreneurs and Supporting Startups

Entrepreneurship has become increasingly popular, and this is reflected
in the increasing number of universities, private providers, and govern-
ments offering entrepreneurship training today. What remains unclear
is which type of training best fulfills the needs of entrepreneurs, and
what those needs actually are.
A recent trial by theWorld Bank inWest Africa tries to address both of

these questions (Campos et al. 2017) by including a personal initiative
training approach formicroentrepreneurs that teaches a proactivemind-
set and focuses on entrepreneurial behaviors.21 The trial demonstrated
that such training could be much more effective than teaching formal
business skills, such asmarketing or financialmanagement. Specifically,
the psychology-based training increased firm profits by 30% and paid
for itself within one year (compared with a non-statistically significant
11% increase in profits for traditional business training). The effect was
even stronger for female-owned businesses. In addition to demonstrat-
ing the impact of this particular training program, this trial also sheds
some light on the much larger question about whether an entrepreneur
is “born or made,” by demonstrating that some entrepreneurial attri-
butes are not totally innate but can be taught and make a difference in
entrepreneurial performance.
A number of IGL trials are also considering similar questions. A forth-

coming trial in Jamaica is comparing traditional business skills train-
ing with training on personal initiative and persistence (Ubfal et al.
2019). Another, in Italy, is teaching entrepreneurs to become more ex-
perimental by teaching them to use hypothesis-based experiments to
assess the viability of their business idea(s) and evaluate the effect of
their strategies. The results from their pilot study show that the training
had a positive effect on startup performance (Camuffo et al. 2019), and
the intervention is now being tested with larger samples in Italy and
the United Kingdom. As some of the prior examples, these trials not
only test the impact of a particular training module, but by doing so
also provide supporting evidence for entrepreneurship theories that see
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entrepreneurship as a structured discovery process (such as lean startup
methods).
This structure can be self-imposed by the entrepreneurs themselves

(as previously), or alternatively imposed on them by others. Indepen-
dence and not having a boss are often cited as reasons why entrepre-
neurs decide to start their own business, but preliminary findings from
another IGL trial suggest this independence can work against them
(Leatherbee 2019). In the trial, which took place in a large accelerator
program in Latin America, all entrepreneurs participated in monthly
meetings, but those in the treatment group were required to reflect on
the success of the tasks they had committed to at the previous meeting
and share the tasks they planned to execute before the nextmeeting. Early
results suggest that the introduction of these additional accountability
structures helped to improve startup performance.
Accountability is important, but even simple feedbackwithout strings

attached can make a difference. Government agencies are often reluc-
tant to share detailed feedback on the proposals that they review, for
the fear of opening the door to lots of complaints. The question is whether
we are losing out when feedback is not shared. A trial showed that giving
startups in the Startup Chile program the feedback collected as part of the
selection process increased both external fundraising and survival proba-
bility (Wagner 2017). One of our IGL partners is now trying to replicate
this trial with one of its programs, to decide whether it is worth sharing
the detailed feedback that they are collecting in the process of reviewing
funding proposals.
Supporting SME’s Innovation and Productivity

Reversing the productivity slowdown requires getting more SMEs to
innovate and/or adopt new technologies and production methods
(Andrews et al. 2016), but the best way to achieve this is still an open
question.
A broad spectrum of targeted interventions, some very intensive and

others with a much lighter touch, has the potential to increase firm pro-
ductivity. Recent trials demonstrate that they both can work. Bloom
et al. (2013) conducted a trial involving 17 poorly managed Indian textile
firms. All of them were given customized recommendations for im-
provingmanagementpractices, but only the “treatment”plans received ad-
ditional “high-grade” management consultant support during several
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months to help them implement the recommendations. The consultancy
made a substantial difference in the uptake of the recommended man-
agement practices and led to significantly larger performance improve-
ments. The intervention was not cheap, but the productivity gains more
than offset the cost. The authors also followed up several years later and
found that many of the effects persisted (Bloom et al. 2018). Another re-
cent example, a trial with less intensive consulting services provided
over a year to a larger sample of 432 SMEs in Mexico, also found strong
effects on employment, productivity, and return on assets (Bruhn et al.
2018). In addition to evaluating the impact of their respective inter-
ventions, both of these trials demonstrate the importance of managerial
capital and contribute to much larger questions: Should governments
provide public-funded support to profit-maximizing businesses to en-
courage them to adopt practices and technologies that increase their
own profitability? Is providing information about them enough (i.e.,
making the “unknown unknowns” known), or do businesses also need
additional hand-holding in the form of intensive support to do what
supposedly is good for them? If so, why, and when? Both of these trials
suggest that information is not enough, even if they do not fully answer
the “why” question. The series of trials on management and technology
adoptionbeing fundedby theUKgovernment’s Business Basics program
will hopefully shed some additional light on this important question.
Evidence is also available at the other end of the spectrum, demon-

strating that light-touch interventions can work. A recent trial in China
shows that a simple low-cost intervention that got small businesses to
meet in small groups once a month for a year led to increased sales
and profits (Cai and Szeidl 2018). The impact was much larger than
for much costlier interventions (firm sales went up by 8%), so the pro-
gramwas scaled up and a similar program is set to be tested in the United
Kingdom. As part of the study, the researchers also tested the concrete
channels behind the impact and found that the meetings facilitated peer-
learning between firms and improved supplier-client matching (the ef-
fect was larger for firms in groups with better performing peers).
Instead of in-kind support for SMEs, other programs directly provide

funding, either small or large amounts. For instance, Nesta’s Creative
Credits trial successfully used small vouchers to encourage SMEs towork
more closely with creative suppliers, although these new relationships
did not last in the long term (Bakhshi et al. 2013).22 As discussed earlier,
many other voucher schemes are based on a similar logic, and the jury is
still out on what their ultimate impact is.
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Although small voucher schemes are popular, much more budget is
allocated to funding large R&D and innovation grants. Do these types
of large grants replace existing investment that firms would have made
in any case, or do they mostly lead to new activity? An IGL trial led by
the World Bank in Latin America is trying to answer this question. Ran-
domizing innovation grants as large as $250,000 would not be a very
popular policy decision, so all the funding applications that are scored
highly by all reviewerswill get the grant, and those that everyone scores
poorly will not. Funding for applications for which there are disagree-
ments between the different reviewers will be randomized, and the im-
pact tracked. The implicit, yet untested, assumption is that value for
money is higher for the applications with the highest scores, although
it couldwell be that these are precisely the ones that companies or inves-
tors would have funded in any case.
This trial in Latin America is also trying to understandwho is better at

making decisions about which companies to support. As discussed ear-
lier, this fits into a much wider question, namely how we run selection
processes to allocate public research and innovation funding. This area
is ripe for experimentation, and at IGLwe are planning additional work
with some of our partners.

V. Overcoming the Barriers to Policy Experimentation

A. The Barriers to Experimentation

Despite the many benefits of experimentation, policy organizations of-
ten find it difficult to take it on (Breckon 2015). A range of barriers, both
real and perceived, slow down the adoption of randomized trials in
innovation policymaking. Many are common with other types of evi-
dence, and relate to the challenges of evidence-based policy making.
Others are specific to the use of randomized trials.23

To understand them and help inform IGL’s future work, in 2016
we conducted a small survey of policymakers in this space.24 We in-
quired about the main barriers to evidence use and randomized trials
specifically.
Some of the most common barriers to evidence use are political, relat-

ing to the policy cycles or competing political priorities—for instance,
the pressure tomake policy decisions before rigorous evidence emerges.
Limited availability of rigorous evidence was also frequently mentioned,
as was insufficient demand for evidence. Policymakers often believe
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their views (or hunches) are correct and do not feel they need better ev-
idence on their programs’ impact.
When asked about randomized trials, respondents rated most of the

potential barriers proposed in the survey as very important or impor-
tant, highlighting the multi-faceted nature of the challenges that need
to be overcome to increase policy experimentation.
Barriers to the use of randomized trials fall into different categories.

Concerns with public reactions to randomization and fear of negative
results are very frequently cited. Other barriers are related to lack of
knowledge, such as limited awareness of the value of randomized trials
(particularly among senior officials) or insufficient skills to conduct tri-
als. Related barriers are budgetary constraints and lack of appropriate
organizational processes and structures. Finally, the perception that
randomized trials are not feasible or timely also limits their adoption (al-
though as discussed in the prior section these perceptions do not neces-
sarily match reality).
It is useful to address three common misconceptions about random-

ized trials that are often mentioned by policymakers as reasons not to
adopt them. The first one is that randomized trials are “too expensive.”
Although large clinical trials are notorious for their costs, it is feasible to
run trials at a much lower cost, as many examples demonstrate. Often
the most expensive part in a trial is the program itself—a cost which
the organization is presumably incurring in any event. Depending on
which data is required, data collection can also require substantial re-
sources, as is true of any type of evaluation regardless of the method
used. Increasingly, there are alternative data sources available that reduce
the need for expensive surveys, substantially reducing data costs (even if
surveys can still be necessary depending on the outcomes of interest). Ad-
ministrative data sources are becoming more available: governments are
more willing to open or share their administrative data; new approaches
to data collection and storage that address privacy and data protection
concerns are emerging; and investments in data cleaning and matching
have increased. Moreover, the emergence of “big data” allows tracking
somepotential outcomes fromour digital footprints, for instance by using
web scraping.
Beyond program and data collection costs, the actual costs of running

a randomized trial are relatively low. Compared with more traditional
approaches, randomized trials have a higher upfront cost in terms of de-
sign and analysis, but they have some advantages as a result. Setting
up a trial forces organizations to carefully look at the data from the
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beginning, invest time to understand the actual problem the program
aims to address, develop a logic model or theory of change that really
breaks down the channels of impact and the underlying program as-
sumptions, and put in place monitoring systems from the outset. The
structure that trials impose is beneficial even on its own, because it leads
to better designed programs and more careful execution. In addition,
many academic researchers arewilling to collaboratewith policymakers
at little or no cost on the design and analysis of randomized trials, be-
cause a well-executed trial tackling an interesting research question in
this field can easily get published in a top academic journal.25 Ultimately,
there are many missed opportunities in the field of innovation policy
to run relatively cheap trials whose findings would pay for themselves
(either by saving their cost if the program proves to be ineffective, or by
significantly improving their effectiveness with simple tweaks).
The second misconception is that “it is unethical to withhold support

to some participants.” This criticism is more frequent in organizations
not engaged in experimentation than in those undertaking trials, which
typically have amore nuanced understanding of themultiple ethical im-
plications and how to address them. It is definitely true that careful at-
tention should be paid to the ethical implications of a randomized trial,
and the specific context matters. An implicit assumption behind this
criticism is that trials involve denying some potential recipients an inter-
vention thatwould benefit rather than harm them.However, this cannot
be taken for granted.26 Rolling out programs without knowing whether
they are beneficial or harmful is a risk worth preventing. This is why tri-
als are widely accepted in muchmore difficult contexts, like testing new
life-saving drugs.
Even for those interventions for which “harm” is extremely unlikely,

there is still an “ethical” case to be made in favor of experimentation
(rather than against it). Spending taxpayers’ money on a program that
is ineffective deprives more effective programs of funding, so trials can
help elucidate whether we are making a good use of limited public re-
sources. In many circumstances, moreover, a randomized trial does not
require that the control group receives nothing at all—often different ver-
sions of the same program are pitted against each other, with all partic-
ipants receiving part of the intervention in some form. Alternatively,
when programs are rolled-out progressively (rather than for everyone
at once) due to budget or capacity constraints, the order in which the
program is introduced can also be randomized. In this case, no one is
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denied the program, and those required to wait may ultimate benefit by
getting a more developed and therefore more effective intervention.
A related misconception is that “it is unfair to use a lottery to select

participants.” There is a fear that undeserving applicants may benefit
from a program, and those that would benefit the most do not. Budgets
are often insufficient to support all deserving applicants, so the question
is, What is the most appropriate method of allocating limited funding?
In some circumstances a lottery can be a fairer and more efficient ap-
proach to select participants than other systems frequently used, such
as first-come first-serve criteria or some proposal scoring systems.
An implicit but often untested assumption in selection processes is

that projects that score best are those that should be selected. However,
in some contexts highly scoring proposals may be those for which ad-
ditionality is lowest, because they may get funded anyway by the pri-
vate sector. In addition, review scores may be noisy and reward the best
proposal-writing consultant rather than the most promising project. For
instance, the evidence suggests that traditional proposal scoring sys-
tems, such as those used in science funding programs, are effective at fil-
tering out poor proposals, but they fail to consistently identify the best
ones (Graves 2011; Boudreau et al. 2016). Though politically it might be
more difficult to justify a lottery for a costly intervention than a low-cost
one, the rationale for randomization does not depend on the magnitude
of the intervention (as long as the sample size is large enough).Ultimately,
lotteries can be designed in different ways to accommodate an organiza-
tion’s criteria. For instance, randomized trials do not require providing
funding to undeserving applicants, because those can be screened out
prior to conducting the lottery. Similarly, best-ranked applicationsmight
be funded directly, with the lottery being used instead to select among
similarly-ranked middle-tier applications—for instance as done by Mc-
Kenzie (2017) when testing the impact of a business plan competition
on high-growth entrepreneurship.
The discussion on the ethics and fairness of policy experiments often

mixes ethical concernswith the fear of backlash fromprogram recipients
and thewider public.Meyer et al. (2019) show that people often approve
of untested policies or treatments being universally implemented, but
disapprove of randomized trials to determine which of those policies
or treatments is superior. Despite this, several governments engaged
in policy experimentation have demonstrated that it is possible to
minimize the risk of backlash, often by using a careful communications
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strategy that demonstrates the value of experimentation and gets buy-in
from the key stakeholders involved.
B. How IGL Has Been Working to Increase Policy Experimentation

The barriers to policy experimentation are deeply ingrained in the day-
to-day of innovation policymaking, so changing the status quo is not
done overnight. Embedding a culture of experimentation across eco-
nomic ministries and innovation agencies around the world will take
time. Many steps are required: raising awareness of the value and feasi-
bility of policy experimentation; identifying early champions within
governments; helping them set up their first trials, often small ones,
which in turn make it easier for them to build internal coalitions to un-
dertake larger and more impactful trials; getting the resulting evidence
used and successful programs scaled up; and sustaining this change un-
til it becomes part of the norm, institutionalized in processes, instru-
ments, and budgets.
Through our work we have tried to simultaneously tackle the differ-

ent barriers hindering policy experimentation: increasing awareness,
developing skills, providing funding,27 advising governments, dissem-
inating knowledge, creating open resources, connecting networks and
facilitating peer learning.
Although it will be a long process until the full impact starts to mate-

rialize and experimentation becomes “normalized,” we are already
starting to see some progress. When IGL was launched, few innovation
policymakers across OECD countries had seriously considered setting
up policy experiments in this space. When confronted with this idea their
response was often quite dismissive: “It can’t (or shouldn’t) be done.”
Since then, we have been fortunate to count as partners some of the

leading innovation agencies and ministries in the world.28 As a result,
today more than 15 government agencies in 10 OECD countries have
launched or are actively considering policy experiments in this space,
with several developing in-house capacity to undertake trials. We have
supported more than 55 trials, have IGL partners or projects in 26 coun-
tries, and have worked with more than 25 organizations to help them
become more experimental. We have also started to build a global
community bringing together policymakers and researchers who share
this mission, and our events, capacity-building workshops and online
resources have reached thousands of policymakers from close to
50 countries.
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We are also starting to see the first steps toward institutionalizing pol-
icy experimentation through experimentation funds. New ideas for sup-
port programs are everywhere in the ecosystem, not just in government
buildings. So an important question is what mechanisms governments
have to first identify them, and then distinguish between program ideas
that should be scaled up versus well-intentioned but ineffective efforts.
Experimentation funds can be a solution. They provide funding to test
innovative support schemes in exchange for rigorous evaluation. In other
words, they are amechanism to identify, test, and support themost prom-
ising ideas for support programs, often coming from organizations that
are much more closely engaged with businesses, and not just from the
usual suspects.
As discussed earlier, experimentation funds have been set up in the

past in policy areas such as education (through the United Kingdom’s
Education Endowment Foundation) and youth programs (as with France’s
Fonds d’Expérimentation pour la Jeunesse). Building on their experience,
at IGL we developed a blueprint on why and how to set them up in the
area of innovation and growth policy, andwe are collaborating with gov-
ernments in designing and delivering them.
Both the European Commission and the UK government have recently

taken up this idea. The European Commission has launched the first
funding call for policy experiments targeted at innovation agencies
across Europe. In the UK, as part of the new Industrial Strategy, the gov-
ernment has set up the Business Basics program.29 Delivered in partner-
ship with IGL, Business Basics will fund a range of experimental projects
that test innovative ways of encouraging SMEs to adopt technologies
and management practices. For instance, one of the pilots is testing how
to get SMEs in retail and hospitality to adopt AI-based technologies al-
ready being used by other firms in their sectors.

C. Some Lessons about the Experimentation Journey

Through our engagement we have learned some lessons about how best
to support policymakers as they embark on the experimentation jour-
ney. When trying to raise awareness about experimentation, the lack
of relevant examples can make the idea of experimenting somewhat ab-
stract, so simple examples and stories can be very powerful. Showcas-
ing experiences from other governments that closely relate to someone’s
job and challenges not only helps to inspire them, but also confers some
“protection” or “cover” and can give them the confidence to propose a
different path to reluctant senior managers or ministers.
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How experimentation is framed also matters. Policymakers are more
receptive to the idea of using randomized trials to test ways to improve
the effectiveness of their programs, than to the prospect of an outsider
independently evaluating their program to find out whether it works
(unfortunately a much more threatening proposition).
Buy-in from junior and senior policymakers is a necessary condition,

which requires aligningwhat a researcherwould ideally like to test with
what policymakers actually care about. This means building on the ideas
and problems that policymakers and program managers already have,
and the opportunities that these create. Compromises are often needed,
so it is helpful to be mindful of what can and cannot be achieved and
to try to understand and address their concerns (rather than being dog-
matic). Face-to-face interactions with the organization’s staff through
meetings and dedicated workshops tend to work best.
Policy experimentation goes beyond randomized trials, so policy-

makers can achieve the best results when they think experimentally
throughout the policy cycle, using a range of methods to explore new
and innovative solutions to policy challenges rather than focusing only
on randomized trials. In other words, when they avoid being a hammer
in search of a nail, and instead use randomized trials only at the right
stage, ideally once the intervention has been prototyped (although this
can be difficult in compressed policy cycles).
Getting an organization to the point of running its first randomized

trial is not easy. It is worth using an incremental approach, identifying
the path of least resistance, and developing a portfolio of opportunities.
In our experience, a useful starting point is to run messaging trials—
behavioral experiments to find out what language is most suitable to
achieve a certain goal, such as convincing firms to take up a program
(this may be as simple as using A/B testing to experiment with different
newsletter formats and the specific language used on them). As these are
relatively close to business as usual, they can typically be run under-the-
radar without requiring the involvement or explicit approval of minis-
ters and/or the senior leadership, and can contribute to building an in-
ternal coalition for experimentation involving several teams across the
organization. In addition, if the results are counterintuitive or surpris-
ing, even better, because it helps to showcase to reluctant colleagues
how experimentation can be a valuable approach to learn (and that our
own expectations about what will work best are not always infallible).
A portfolio approach is important because most trial opportunities

will fail to reach the field. The larger and more ambitious a trial is, the
more likely it is that it will be stopped by someone at some point during
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the development and approval processes. So hedging one’s bets is use-
ful, rather than focusing only on a full-fledged impact evaluation of a
new program (particularly a very popular one). One way to do this is
to work on a number of small-scale trial options focused on testing im-
provements to existing programs before rolling them out to all partici-
pants. This could be changes in the delivery mode (e.g., online vs. face-
to-face), adjustments to the internal processes, or incorporating an
add-on program on top of an existing scheme. Unless the organization
is very flexible and open-minded, large-scale trials that substantially de-
viate from business as usual only become feasible once there is sufficient
buy-in at different levels and an internal coalition to support it.
Governments can engage in experimentation by running trials in-

house, but also by supporting trials done elsewhere that are also aligned
with their mission. Experimentation funds, discussed earlier, are one
way of doing that. But there are others, such explicitly signaling in exist-
ing funding programs that randomized trials are welcome or eligible,
creating evaluation frameworks for government-funded programs in
which experimental methods are encouraged,30 or setting up small calls
to fund specific trials. Supporting external trails can help organizations
not only to access new ideas and contribute to build the evidence base,
but also to observe up close how trials are conducted and in the process
progressively get ready to do them also in-house.
Once an opportunity to set up a randomized trial finally arises, it is

important to ensure that the trial is designed and executed well, to get
robust answers, but also to demonstrate to the wider organization the
value that can be derived from trials. At IGLwe have collectedmany les-
sons on how to conduct randomized trials in this field in an experimen-
tation guide and in an online toolkit (Edovald and Firpo 2016; IGL
2017).31 We also regularly provide advice and support to policymakers
to help them in this process. External support can be quite valuable,
particularly given that many organizations are new to the world of
experimentation.

VI. Concluding Remarks

Though embracing policy experimentation is a substantial change from
business as usual, starting the experimentation journey requires only
a few small steps. Many fear that experiments are too complex and
disruptive of the status quo—assuming any trial must set out to ran-
domize large sums of funding or radically alter the way a program is
run. Yet as this paper has shown, there are many ways to become
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experimental, and also many potential reasons to do so. Improving the
evidence base is one of them, but an often overlooked benefit of exper-
imentation is how it encourages organizations to become more agile and
innovative, continuously searching for new ideas to test rather than de-
faulting to the status quo.
Given the range of experimentation approaches in existence, it is im-

portant to select the appropriatemethod,which depends, among others,
on the question being asked, what we know about potential solutions,
their stage of development, the level at which the intervention will be
implemented or the time it will take to show results. More often than
not, these methods can be used as complements not substitutes—for in-
stance, using design approaches to better develop the blueprint of a pro-
gram, and a randomized trial to test its effects.
Experimentation lowers overall policy costs because, despite invest-

ing a little more upfront in learning and evaluation, experiments allow
policymakers to “weed out” ineffective programs early on, potentially
saving taxpayers from footing the bill. It can also help increase the im-
pact of existing programs by constantly testing tweaks in the way they
are delivered. Experimenting with new programs can strengthen their
design from the outset by testing different versions or components of
a program and understanding how they fit together. When it comes to
deciding which programs to scale, randomized trials are especially
well-suited to inform decisions, because their results typically come in
the form of a robust quantitative estimate that can be easily used to do a
cost-benefit analysis.
An often overlooked benefit of experimentation is how it can help de-

risk the process of exploring new ideas and challenges. By starting small
and testing effectiveness early, experiments can make it easier for risk-
averse organizations to sample novel approaches and venture intomore
innovative fields, without having to commit large amounts of resources
(and thus reputation) in the process. Aswith any other innovation, some
of these will undoubtedly fail, but these are “good failures” that create
useful knowledge and prevent unnecessary “bad failures” from hap-
pening. In other words, they are small-scale, controlled, and ultimately
unavoidable if we want to learn about what works in an uncertain and
complex world.
Experimentation is only one of the ingredients for delivering good in-

novation policy. Better use of data could also greatly contribute to the
development of more effective policies, if governments were more willing
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to open their in-house administrative data to the wider researcher com-
munity (this data is the low-hanging fruit to improve the evidence base),
and sought to fully exploit the vast opportunities of “big data.” Lastly,
good judgement will always be required, because in an uncertain world
where information is incomplete, the evidence base can only take us
so far. But it could take us much further if governments made it a
priority.
Overcoming the challenges we face will require not only new ideas,

but also learning whether they work. At IGL we believe that becoming
experimental can help policymakers ask the right questions and get bet-
ter answers.
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1. All Policy Reviews are available at www.whatworksgrowth.org/policy-reviews.
2. “Credible” refers to impact evaluations that satisfy the level 3 of the Scientific Mary-

land Scale, which requires that the evaluation method used has a credible counterfactual.
Note that random allocation is not a requirement for level 3; it is sufficient to have a clear
justification for why the companies that have not received the intervention would have
performed in a similar way as those benefiting from the intervention if the intervention
had not happened (in other words, that the evaluation has internal validity). Methods rated
3 or higher include difference-in-differences (L3), panel data (L3), propensity scorematching
(L3), instrumental variables (L4), regression discontinuity design (L4), and randomized con-
trolled trials (L5), and exclude methods such as cross-sectional regression and before-and-
after comparisons.

3. For instance, Nesta runs a randomized coffee meetups program that randomly pairs
staff members for coffee breaks to learn about each other’s work (See www.nesta.org.uk
/blog/institutionalising-serendipity-via-productive-coffee-breaks).

4. See Deaton and Cartwright (2018) and Dalziel (2018) for a critical discussion of the
limitations of randomized trials.

5. Available at www.innovationgrowthlab.org/igl-database.
6. For instance, using a randomized trial to explore whether public information on the

quality or potential of a technology (in this case through the signal provided by the SBIR
award) can reduce screening costs and unlock additional finance for innovative firms.
This certification effect would be consistent with earlier findings showing that receiving



228 Bravo-Biosca
an SBIR award is a better predictor of future performance than the actual amount of the
award received (Lerner 1999).

7. In some cases, tracking long-term effects may not be realistic in a randomized trial.
For instance, the success of a policy that teaches innovation skills to children may depend
on achieving small improvements spread across a wide population, which may take time
to occur and be so thinly spread that are hard to detect. A randomized trial may be used to
test whether you can teach innovation skills to children, but notwhether this leads them to
become innovators later in life.

8. This is particularly the case if the interventions being considered have skewed out-
comes, are not very intensive, and have relatively small effect sizes.

9. “Internal validity” refers to the extent towhich the results of a study can be attributed
to the intervention(s) rather than to flaws in the research design. In other words, it’s the
extent to which you are able to say that no other variables except the one you are studying
(i.e., the intervention) caused the result. In contrast, “external validity” refers to the extent
to which the findings of a study apply beyond that study. In other words, it’s the extent to
which the findings are generalizable or applicable to other contexts.

10. The more standardized the intervention is and the more control of the environment
in which the trial takes place, the easier it is to obtain robust results. A program that offers
customized consulting can also be tested, but the findings will only provide evidence on
whether the program delivers its objectives and not regarding what specific consulting
content is more effective. Although running trials in a relatively controlled environment
is easier, it is important that it resembles the context in which the intervention will be im-
plemented. Otherwise external validity might suffer, because the trial may fail to capture
some of the effects that may potentially occur inmore realistic settings (such as interaction
effects).

11. An exception are randomized encouragement designs, a type of experiment in
which everyone is free to take part in a program or use a scheme, but only a random sam-
ple of potential participants are “encouraged” to participate (this type of randomized trial
requires substantially larger sample sizes due the additional noise it introduces).

12. Unless the trials are done in a country that is sufficiently large and where it is po-
litically feasible to randomize at the town, district, or region level. There are some exam-
ples of development trials inwhich this has been the case, although it is difficult to imagine
similar trials in anOECD context (unless limited resources induce a sequential roll-out of a
new intervention across regions, with the ordering of the roll-out being randomized).

13. Effects may not be measured directly but rather inferred from the assumptions em-
bedded in the theory of change.

14. A somewhat related exception is California’s First Film Tax Credit Program, which
used a lottery to randomly allocate film tax credits, although this was done as a result of
excess demand for the scheme rather than for evaluation purposes (LAO 2016).

15. For instance, whether providing more clarity about what is allowed and not under
current rules supports innovation. Bertrand and Crépon (2019) demonstrate how this can
be done in a different setting. In a randomized trial in South Africa they find that simply
providing information to SMEs about labor regulation (correcting their priors about the
burden it represents) increases average employment levels at treatment firms by 12–
15% six months later. A more ambitious example that falls in between the different cate-
gories herewould be testing the impact of the regulatory sandboxes that have proliferated
across the world since the UK Financial Conduct Authority launched the first one in 2016.
Not only it would generate evidence about the impact of this new policy instrument, but it
would also provide some estimates of the costs that the regulatory regime may place on
innovators.

16. A “shadow experiment” is conducted in a “real world” setting, but without affect-
ing real decisions. For instance, it can be used to explore how decisions about which proj-
ects to fund would have changed if a different review process had been used in a compet-
itive funding call, without actually changing the allocation of funding.

17. The full database is available at www.innovationgrowthlab.org/igl-database.
18. For an overview of the UK business ministry (BEIS) experience using optimization

experiments, see this blog: www.innovationgrowthlab.org/blog/taking-first-steps-business
-policy-experimentation.
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19. In fact, this trial had not been originally conceived as a randomized trial. However,
excess demand for the first round of the program led the government to use a lottery to
allocate the vouchers, and the same system was used in subsequent rounds.

20. For instance, European governments spend every year approximately $170 billion
in public programs to support entrepreneurs and businesses to innovate and grow (Firpo
and Beevers 2016).

21. Including self-starting behavior, innovation, identifying and exploiting new oppor-
tunities, goal-setting, planning and feedback cycles, and overcoming obstacles.

22. This study had been originally conceived as amechanism experiment that sought to
test how important creative inputs are for innovation, with the voucher intervention being
developed as the instrument to test this hypothesis (although the resulting evaluation led
to this voucher program being replicated in other locations).

23. A third group would include many of the criticisms that are made to the use of ran-
domized trials that equally apply to many other evaluation methods, but which are only
raised when someone proposes running a randomized trial.

24. Results available at www.innovationgrowthlab.org/blog/barriers-experimentation
-survey-results.

25. Connecting policymakers looking for support with researchers interested in collab-
orating on randomized trials is one of the activities of IGL.

26. For instance, a trial examining an entrepreneurship support program in the United
States found that the quality of the training was so weak that, rather than helping firms, if
anything the impact on business performance was the opposite, although results were not
statistically significant (Fairlie et al. 2015).

27. Through the IGL Grants program, thanks to the generous funding from Nesta, the
Kauffman Foundation and the Argidius Foundation.

28. The IGL partnership has included the following innovation agencies and govern-
ment ministries: ACCIÓ—Catalan Agency for Business Competitiveness, the Australian
Department of Industry, Innovation and Science, the Danish Business Authority, Design
Singapore, Austria’s FFG, Innovate UK, Innovation Norway, the Ministry of Economic
Affairs of the Netherlands, Scottish Enterprise, the Swedish Agency for Growth Analysis,
Finland’s TEKES, and the UK Department for Business, Energy and Industrial Strategy.

29. See this blog for additional information on the Business Basics program: https://
www.innovationgrowthlab.org/blog/why-you-should-know-about-business-basics
-programme.

30. For instance, the UK Department for Business, Energy and Industrial Strategy
(BEIS) has created an evaluation framework that presents randomized trials as a preferred
option (whenever appropriate) for the evaluation of the business support programs that
they fund.

31. Both available here: www.innovationgrowthlab.org. See also theWorld Bank’s De-
velopment Impact Blog Series (blogs.worldbank.org/impactevaluations) for a large num-
ber of blogs tackling many of the practical issues involved in running randomized trials
with firms.
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