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ABSTRACT

'This book provides a thorough overview of the state-of-the-art field-programmable gate array
(FPGA)-based robotic computing accelerator designs and summarizes their adopted optimized
techniques. This book consists of ten chapters, delving into the details of how FPGAs have been
utilized in robotic perception, localization, planning, and multi-robot collaboration tasks. In
addition to individual robotic tasks, this book provides detailed descriptions of how FPGAs have
been used in robotic products, including commercial autonomous vehicles and space exploration
robots.

KEYWORDS

robotics, FPGAs, autonomous machines, perception, localization, planning, con-
trol, space exploration, deep learning
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Preface

In this book, we provide a thorough overview of the state-of-the-art FPGA-based robotic com-
puting accelerator designs and summarize their adopted optimized techniques. The authors
combined have over 40 years of research experiences of utilizing FPGAs in robotic applications,
both in academic research and commercial deployments. For instance, the authors have demon-
strated that, by co-designing both the software and hardware, FPGAs can achieve more than 10x
better performance and energy efficiency compared to the CPU and GPU implementations. The
authors have also pioneered the utilization of the partial reconfiguration methodology in FPGA
implementations to further improve the design flexibility and reduce the overhead. In addition,
the authors have successfully developed and shipped commercial robotic products powered by
FPGAs and the authors demonstrate that FPGAs have excellent potential and are promising
candidates for robotic computing acceleration due to its high reliability, adaptability, and power
efficiency.

'The authors believe that FPGAs are the best compute substrate for robotic applications
for several reasons. First, robotic algorithms are still evolving rapidly, and thus any ASIC-based
accelerators will be months or even years behind the state-of-the-art algorithms. On the other
hand, FPGAs can be dynamically updated as needed. Second, robotic workloads are highly di-
verse, thus it is difficult for any ASIC-based robotic computing accelerator to reach economies
of scale in the near future. On the other hand, FPGAs are a cost effective and energy-effective
alternative before one type of accelerator reaches economies of scale. Third, compared to sys-
tems on a chip (SoCs) that have reached economies of scale, e.g., mobile SoCs, FPGAs deliver a
significant performance advantage. Fourth, partial reconfiguration allows multiple robotic work-
loads to time-share an FPGA, thus allowing one chip to serve multiple applications, leading to
overall cost and energy reduction.

Specifically, FPGAs require little power and are often built into small systems with less
memory. They have the ability of massively parallel computations and to make use of the prop-
erties of perception (e.g., stereo matching), localization (e.g., simultaneous localization and
mapping (SLAM)), and planning (e.g., graph search) kernels to remove additional logic so
as to simplify the end-to-end system implementation. Taking into account hardware charac-
teristics, several algorithms are proposed which can be run in a hardware-friendly way and
achieve similar software performance. Therefore, FPGAs are possible to meet real-time require-
ments while achieving high energy efficiency compared to central processing units (CPUs) and
graphics processing units (GPUs). In addition, unlike the application-specific integrated circuit
(ASIC) counterparts, FPGA technologies provide the flexibility of on-site programming and

re-programming without going through re-fabrication with a modified design. Partial Recon-
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figuration (PR) takes this flexibility one step further, allowing the modification of an operating
FPGA design by loading a partial configuration file. Using PR, part of the FPGA can be recon-
figured at runtime without compromising the integrity of the applications running on those parts
of the device that are not being reconfigured. As a result, PR can allow different robotic applica-
tions to time-share part of an FPGA, leading to energy and performance efficiency, and making
FPGA a suitable computing platform for dynamic and complex robotic workloads. Due to the
advantages over other compute substrates, FPGAs have been successfully utilized in commercial
autonomous vehicles as well as in space robotic applications, for FPGAs offer unprecedented
flexibility and significantly reduced the design cycle and development cost.

'This book consists of ten chapters, providing a thorough overview of how FPGAs have
been utilized in robotic perception, localization, planning, and multi-robot collaboration tasks.
In addition to individual robotic tasks, we provide detailed descriptions of how FPGAs have
been used in robotic products, including commercial autonomous vehicles and space exploration
robots.

Shaoshan Liu
June 2021
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