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job-integrated support by presenting additional informa-
tion and important cues needed in industrial workplaces [5]. 
Thereby, AR can support the worker, e.g., in the context of 
guided assembly [6]. However, traditional methods, like 
printed manuals or web-based information, are still com-
monly used to support the worker with additional informa-
tion. AR offers the benefit of work-integrated information 
or visualizing abstract models in 3D, which is not possible 
with paper instruction or 2D displays. By overlaying or 
connecting the real world with virtual objects, instructions 
can be displayed directly in the user’s field of view (FOV) 
and related to the real environment [7]. Wu et al. summa-
rized that AR technologies “enable (1) learning content in 
3D perspectives, (2) ubiquitous, collaborative and situated 
learning, (3) learners’ sense of presence, immediacy, and 
immersion, (4) visualizing the invisible, and (5) bridging 
formal and informal learning” [8].

Looking at the benefits of using AR, recent meta-anal-
yses confirm the effect of AR over traditional learning 
methods in various contexts [5, 9, 10]. However, besides 
the potential benefits of using AR on performance, research 
has shown inconsistencies concerning the use and design 

1 Introduction

New technologies and artificial intelligence have been intro-
duced to the industry, making production more efficient and 
flexible [1]. The increasing variety and degree of individu-
alization are also changing work environments, especially 
in industrial assembly and production. These changes force 
workers to learn new knowledge and skills to keep pace 
[2–4]. Augmented Reality (AR) can offer solutions for 
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Abstract
Different Augmented Reality (AR) displays are becoming more commonly used for work since AR promises benefits by 
offering support, e.g., with additional information or hints. However, most research compares AR with traditional work 
support, like paper-based or web-based instructions. Since various AR technologies offer device-specific advantages and 
disadvantages, different AR technologies are more or less suitable to offer support without overwhelming or distracting 
the worker. Research, therefore, needs to derive empirical results from comparing different AR displays to derive con-
crete recommendations for action on the use and design of AR for specific contexts. To address this research gap, this 
experimental study investigates the effect of video-see-through head-mounted AR (Varjo XR-3) vs. handheld AR (Apple 
iPad) on performance (time and committed failure), motivation, and cognitive load for guided assembly. The study results 
reveal that both AR displays can successfully guide people in guided assembly tasks. On a descriptive level, the head-
mounted AR device reveals slightly better results in terms of time and committed failures. Notably, the impact of technical 
restrictions on the study results was still evident. Accordingly, further investigation of device-specific differences is of 
continuing importance.
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of AR for practical use. While study results show that the 
additional information provided by AR fosters performance 
and reduces the cognitive load on workers, other studies 
show that the additional information can also provoke over-
load. Research claims that although in-place information, 
image recognition, and gaming elements offer added value 
over traditional methods, they can also distract and over-
whelm the worker [11]. In addition to the global question 
of whether AR adds value, further questions arise regard-
ing which type of AR device (head-mounted or handheld 
displays, spatial AR screens, or projections) is suitable for 
which context and how AR must be designed [12]. How-
ard and Davis [5] encourage testing the impact of specific 
features on cognitive load to test recommendations for the 
use and design of AR in terms of effectiveness and perfor-
mance. In addition to design principles and the question of 
how to use them meaningfully, it is initially the characteris-
tics of the technologies that create possibilities or limit AR 
in certain situations, for example, through bad resolution or 
a small FOV.

Therefore, the basis of any further use is in the experi-
mental testing of technologies and their possibilities [13]. 
This experimental study compares two types of AR dis-
plays, head-mounted (HMD) and handheld AR (HHD), on 
performance (time and failures) in a guided assembly task. 
To contribute to the discourse on inconsistencies regarding 
AR’s impact on cognitive load, this study experimentally 
investigates whether HMD or HHD differently affect cogni-
tive load, which constitutes an influential aspect on the side 
of the user that influences AR technology’s effective use and 
acceptance [14].

1.1 Augmented reality in guided assembly

Guided assembly is defined as the process whereby an indi-
vidual assembles parts or components into a final product, 
following detailed instructions or visual aids. This approach 
is frequently employed in manufacturing or construc-
tion to guarantee accuracy and consistency. The instruc-
tions may be delivered through manuals, digital interfaces, 
or augmented reality systems. Research shows that AR 
instructions improve performance (e.g., assembly time and 
failures) of guided assembly tasks compared to traditional 
information support [15–20]. Studies confirmed that AR 
reduces the cognitive load during assembly [16, 17, 21]. At 
the same time, other research also shows increased cogni-
tive load caused by using AR in the work process [22, 23]. A 
representative survey conducted on AR shows doubts on the 
worker side about the regular use of AR due to the expecta-
tion of overload, distraction, and disruption [24]. Concerns 
about the use can be made up of various factors. In addition 
to the perceived added value that AR brings to performance, 

it is also important for people how easy or challenging it is 
to use AR regularly. The cognitive load indicates the cogni-
tive demand of a specific task or information (system) on the 
cognitive system [25]. In education and learning research, 
the cognitive load theory describes the cognitive demand on 
the learner. The theory is based on assumptions about the 
human cognitive architecture and the restricted capacity of 
the working memory that allows only a limited amount of 
information to be processed at a specific time [26]. A simi-
lar conceptualization of cognitive load is coined by Paas et 
al. [27], who differ between mental effort, which describes 
cognitive load linked to learner aspects, and mental demand 
linked to the task. Cognitive load is commonly measured 
using questionnaires or physiological assessment methods, 
such as eye-tracking, skin conductance, or EEG [28, 29]. 
The underlying assumption is that by reducing unnecessary 
information or additional distractions, the cognitive demand 
on the worker can be reduced, which leaves enough capac-
ity for the task.

AR devices are distinct in terms of their type of dis-
play, e.g., HMD, HHD, and spatial displays [30]. HMDs 
are worn on the head, allowing virtual content to be dis-
played directly in the user’s FOV while the hands remain 
free for other tasks. Modern devices have binocular optics, 
which enable stereoscopic vision whereby the real and vir-
tual worlds can be combined correctly in terms of perspec-
tive. In HMD, the merging of the real and virtual worlds is 
realized with the optical-see-through (OST) or video-see-
through (VST) technique. The OST technique displays the 
virtual objects in the user’s field of view using a transparent 
display. An optical overlay achieves the combination of the 
virtual and real environment. In VST, the real environment 
surrounding the user is captured by cameras and digitally 
combined with the virtual environment. The image is then 
displayed to the user via conventional displays (e.g., Fig. 5). 
HHDs are mobile devices that can be held by the user 
(usually using smartphones or tablets). HHD devices also 
use the VST technique to achieve augmentation through 
cameras attached to the back of the devices (e.g., Fig. 3). 
Compared to that, spatial Augmented Reality (SAR) tech-
nologies are detached from the user and integrated into the 
real environment. They also use the VST and OST as well 
as projection-based techniques. VST SAR devices are, for 
example, stationary computer screens that resemble HHD 
devices that cannot be moved around. OST SAR follows 
the same principle but uses technologies like transparent 
screens or holograms. The last category is projection-based 
techniques, which project images directly onto the surface 
of physical objects. Figure 1 gives an overview of AR dis-
play classifications.

When examining guided assembly tasks, most stud-
ies focus their consideration of AR technologies on the 
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comparison to conventional transfer instruments (e.g., paper 
instructions, electronic instructions on computer/tablet). 
The comparison of AR devices among each other is con-
ducted less extensively [31]. Since AR can be seen more as 
a concept than a specific technology [8], the different AR 
hardware solutions differ significantly. This diversity of AR 
devices must be considered when using them as support in 
guided assembly tasks. Besides the differences in displays 
(HHD, HMD, and SAR), the degree of immersion and fea-
tures of the specific AR hardware differ (e.g., in terms of 
display resolution, camera quality, or FOV).

Given the diversity of different AR devices, it is insuf-
ficient to use studies that examine differences from tradi-
tional forms of information delivery only at the level of 
global technologies (e.g., AR vs. web-based or paper-based 
instructions). Rather, it seems important to break down 
the complexity into its individual parts and investigate the 
individual AR display experimentally to make statements 
about which aspects of the technology lead to improving 
performance and minimizing overload or, conversely, con-
tribute to overload. It is only through a detailed analysis 
that it becomes clear which technology is suitable for which 
application.

1.2 Effects of augmented reality

Studies have already investigated different AR aspects in 
the context of work and assembly. The following section 
summarizes the findings of a literature review of studies 
investigating differences between AR displays on perfor-
mance, which builds the foundation for the study presented.

Alves et al. [32] investigated HHD AR and projection-
based SAR assisting a puzzle assembly. The group using 
SAR needed significantly shorter assembly time and 

committed fewer failures. The authors also investigated the 
demand during the task by measuring the cognitive load 
(NASA Task Load Index (TLX)). Participants reported a 
slightly lower cognitive load with SAR.

Alves et al. [33] compared HHD AR, OST HMD AR, 
and VST SAR (stationary monitor) in a LEGO assembly 
task. SAR and HMD AR led to significantly shorter assem-
bly times than HHD AR. Regarding the cognitive load (Raw 
TLX), participants using SAR reported significantly less 
cognitive load.

Blattgerste et al. [34] compared conventional paper 
instructions with HHD AR using a smartphone and two OST 
HMDs using a Microsoft HoloLens and an Epson Moverio 
BT. People using the paper instructions showed the fastest 
assembly time, while people in the OST HMD group with 
the HoloLens made the fewest failures. Cognitive load was 
significantly lower in the paper instructions group compared 
with all the AR instruction groups. People using the Epson 
Moverio BT-200 reported significantly lower cognitive load 
(Nasa-TLX) than those with HHD smartphones.

In a study by Büttner et al. [35], projection-based SAR 
was compared with OST HMD AR using a Vuzix STAR 
1200. The OST HMD glasses produced worse results than 
projection-based SAR in a Lego assembly task.

This literature overview depicts differences between 
AR displays on performance and cognitive load. However, 
only devices with OST technology were used for HMD AR, 
which shows restrictions of small FOVs OST HMD AR 
devices. The FOV of the Vuzix STAR 1200 (35° diagonal 
FOV) used by Büttner et al. [35] and the Microsoft HoloLens 
(35° diagonal FOV) and Epson Moverio BT (23° diagonal 
FOV) used by Blattgerste et al. [34] cover only a fraction of 
the human FOV. The studies emphasize the small FOV of 
the HMD AR devices as a technical limitation, which may 

Fig. 1 Classification of augmented reality displays (based on Carmigniani et al. [30])
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RQ2: Do HHD and HMD AR devices evoke differences in 
the user’s cognitive load depending on the AR technology 
used?

In addition to cognitive load, motivation is also considered 
as a determining success factor in multimedia environments. 
Multimedia environments offer information in at least two 
modes: text, picture, audio, or haptics [40]. Based on that, 
cognitive load and motivation should be considered in the 
instructional design of multimedia environments such as 
AR [41]. Research indicates that motivational factors act as 
a mediator of learning by increasing or decreasing cognitive 
engagement [42]. This effect could be beneficially influ-
enced by the type of AR device used. Therefore, the third 
research question investigates participants’ motivation after 
using the AR technologies to cover both aspects:

RQ3: Do HHD and HMD AR devices affect the user’s moti-
vation using AR?

To address the research questions, the present study adopts 
the research design of the study by Grum and Gronau 
[43], “Adaptable Knowledge-Driven Information Systems 
Improving Knowledge Transfers”, in which an HHD AR 
instruction for assembling a cupboard has been developed. 
The study demonstrated the fundamental usability of the 
HHD AR instruction by comparing it with conventional 
paper instruction. By building on the validated study design, 
this paper broadens the study’s scope by comparing VST 
HMD AR with HHD AR. For this purpose, the Varjo XR-3 
was chosen as a VST HMD AR device. The Varjo XR-3 has 
a large FOV of 115° horizontally and 90° vertically (approx-
imately 146° diagonally), which is significantly larger than 
previously investigated HMD AR devices.

2 Method

To address the research questions, an experiment was con-
ducted using a between-subjects design. Participants were 
randomly assigned to one of the two experiment groups 
where the AR device (HHD, HMD) was manipulated as 
an independent variable. The two experimental groups are 
abbreviated as HHD (n = 16) and HMD (n = 17) in the fol-
lowing. HHD stands for the group that used the handheld-
display device (Apple iPad 10.2”) for the assembly, and 
HMD stands for the group that used the head-mounted-dis-
play device (Varjo XR-3). As dependent variables, assem-
bly time, failures, cognitive load, and motivation were 
measured. For this study, the experiment design of Grum 
and Gronau [43] was replicated, which was successfully 
validated in previous experiments. Grum and Gronau [43] 

be one of the reasons for not performing as well as other 
AR technologies [34, 35]. This is of major importance since 
research shows the influence of the size of the FOV in HMD 
VR [36] and HMD AR [37–39]. After summarizing the dis-
course on AR, we emphasize the following three gaps we 
address with our study:

 ● Different AR displays are rarely compared experimen-
tally between each other.

 ● Results of comparative experiments are highly depen-
dent on the used devices and investigated setting.

 ● Investigated HMD AR devices often reveal their narrow 
FOV as a performance-limiting factor.

1.3 Aim of the study

Building on the identified research gaps, this study conducts 
a comparative analysis of the effects of two distinct AR dis-
plays (VST HMD vs. VST HHD) on performance in guided 
assembly by conducting a controlled experiment. Unlike 
previous research [15–20] that primarily compares AR with 
other media (e.g., paper, tablets, computers), this study 
addresses a critical limitation: conclusions drawn from 
such comparisons tend to generalize AR as a whole without 
offering insights into specific AR features. This approach 
overlooks important distinctions, such as the strengths and 
weaknesses of different display types or see-through tech-
nologies. The AR devices that we investigate in this study 
are distinguished by two key characteristics. Firstly, the use 
of a HMD device allows for hands-free interaction, whereas 
a HHD device necessitates the use of hands. Secondly, the 
employed HMD device incorporates high-quality VST 
technology, a relatively under-researched area. The primary 
advantage of this technology lies in its ability to provide 
a wider field of view (FOV), which is often regarded as a 
limiting factor for HMD devices. By employing an exper-
iment-based methodology, this study enables a more pre-
cise examination of two different AR displays, facilitating 
conclusions regarding their specific advantages and disad-
vantages within the targeted use case. On this basis, the fol-
lowing three research questions are addressed:

RQ1: Do HHD and HMD AR devices differ in their impact 
on assembly performance (assembly time and failures)?

In order to enhance assembly performance through the use 
of AR guidance, it is important to consider the cognitive 
load of the user [5]. To improve user experience, an effec-
tive AR system should avoid distractions or overwhelming 
the user. Therefore, the cognitive load is measured to inves-
tigate the second research question:
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2.2.1 HHD AR application

The previously validated HHD AR application of the study 
by Grum and Gronau [43] is reused for the study without 
any modifications. It is available under the GNU Affero 
General Public Open Source License [44]. The AR applica-
tion is a step-by-step instruction for assembling a METOD 
cupboard from the company IKEA. Figure 2 depicts the 
eight instruction steps.

The application was developed with Unity and uses the 
Vuforia Software Development Kit to develop AR applica-
tions. The application visualizes the instruction steps with 
3D models of the cupboard components and the tools needed 
for assembly. Using buttons in the upper left and lower right 
corners, users can navigate through the individual steps 
of the instructions. In the process, the corresponding 3D 
models are augmented directly onto the real components 
of the cupboard. This uses image targets, which have been 
placed on the cupboard components so that the 3D models 
match the real components precisely in size and position. 
The instruction shows in each step which components must 
be attached at which position. In addition, instructional text 
for the specific step was displayed at the top of the screen. 
The application was installed on an Apple iPad 10.2” for 
the experiment. Figure 3 shows the exemplary usage of the 
HHD AR application.

2.2.2 HMD AR application

The instructional content is adapted for use on the HMD 
device. The quality and quantity of the instructional con-
tent remained the same, ensuring no differences between 
HHD and HMD conditions. Due to technology-specific 

investigated the guided process of assembling the METOD 
cupboard from the company IKEA. In the following sec-
tions, the experiment design, the measured variables, and 
data analysis are described in more detail.

2.1 Participants

The investigated sample (N = 33) consisted of 15 women 
(45.5%) and 18 men (54.5%) with an average age of 25.6 
years (women: 26 years; men: 25.2 years). Participants 
were employees and students of the University of Potsdam, 
recruited via a mailing list and flyers. Under randomized 
assignment, the participants were divided into control and 
experimental groups according to the two-group study 
design. Within the experimental groups, there were 11 
women (69%) and five men (31%) in the HHD condition 
and four women (24%), and 13 men (76%) in the HMD 
condition.

2.2 AR instruction

The AR instruction for assembling the cupboard was adopted 
from the study by Grum and Gronau [43]. The instruction 
was based on the original paper instruction for the cup-
boards provided by the company IKEA and developed for 
an HHD AR device. For this study, the AR instruction had 
to be transferred to a VST HMD AR Device (Varjo XR-3). 
The two AR applications are explained in more detail in the 
following.

Fig. 2 Overview of the AR instruction for the different assembly steps
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avoided to rule out any interfering factors that might occur 
in the process.

(2) The implementation of a controller system, which 
enables participants to navigate through the instruction 
steps, was omitted in the HMD AR application. Perform-
ing a pre-test, two control options (hand tracking and voice 
control) were tested before. Since both control options 
were assessed as not intuitive and not user-friendly, they 
were not used in the main experiment. Both pre-tested con-
trol options provoked an increase in cognitive load, which 
should be avoided as a potential co-factor influencing the 
study results in an uncontrolled way. For this reason, the 
experimenter, who was present in the same room, navigated 
the HMD AR application. Following the participant’s com-
pletion of an assembly step, the experimenter was informed 

differences between the two AR devices, the following three 
adjustments had to be made to keep the two conditions con-
stant. In the following, the three adjustments are explained 
in more detail:

(1) To avoid obscuring the real components through the 
augmented objects and, therefore, to enable wearing the 
HMD AR device continuously during the assembly process, 
the instructional steps were not augmented directly onto the 
real components of the cupboard. For these reasons, it was 
decided to augment the instruction steps directly next to 
the actual components (see Fig. 4). This made wearing the 
HMD AR device possible throughout the assembly process 
(Fig. 5). Putting the AR glasses aside during the assembly 
process, as could be done with the HHD tablet, should be 

Fig. 4 Augmentation of the assembly instruction next to the real assembly objects (HMD AR application)

 

Fig. 3 HD AR application on Apple iPad 10.2”
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the 3D models of the instructions (see Fig. 4). For the navi-
gation, a control option over the keyboard of the connected 
computer was implemented to enable the experimenter to 
navigate through the instruction. Additionally, SteamVR 
with two base stations 2.0 from HTC was used to improve 
tracking with the Varjo XR-3.

2.3 Procedure

At the beginning of the experiment, the participants were 
informed about the experiment and agreed to voluntary 
participation and specifics associated with data acquisi-
tion. Afterwards, the study’s overall intent and experimen-
tal procedure were explained to the participants. Before the 
start of the experiment, the HMD AR device was attached 
to the head and calibrated to ensure a correct operation. In 
addition, participants were informed about the control of 
the instruction and had time to familiarize themselves with 
the device and ask questions about the experimental proce-
dure. Regarding the assembly process, the participants were 
advised to follow the instructions exactly. Once all ambi-
guities were cleared, the experiment started. Figure 6 shows 
the initial positioning of the required cupboard components, 
which was the same for all study participants. Depending on 
the group, the step-by-step assembly of the cupboard was 
performed either with the help of the HHD or HMD AR 
instruction. During assembly, the experimenter observed the 
process and documented the failures and time the partici-
pants required for each instruction step. With the help of a 

and proceeded with the instruction to the next step from 
a remotely connected computer. In the HHD AR applica-
tion, the participants navigated over the intuitive touch but-
tons, which did not cause any problems in the previously 
conducted experiment by Grum and Gronau [43]. In both 
experimental groups, participants were required to provide 
information regarding a completed instructional step due to 
the time measurement (further described in Sect. 2.3). This 
ensured that the two experimental groups were comparable.

(3) In the eighth instruction step, the participants were 
asked to tilt the cupboard forward to hammer the nails into 
the back wall. Due to the attached image target on the back 
of the cupboard, the HHD application tilts the instructions 
and displays them correctly in perspective on the cupboard. 
Since the instructions are displayed independently of the 
actual cupboard in the HMD AR application, it was decided 
to visualize the tilting of the cupboard by animating the 3D 
model. The animation started once at the beginning of the 
instruction step and rotated the model of the cupboard for-
ward by 90°.

The HMD application was also developed using Unity 
with the provided Varjo plugin. An object marker from Varjo 
intended for this purpose was used to place the 3D models 
of the instructions next to the real cupboard components. 
This allowed the participants to stand in front of the cup-
board components while seeing the instructions by looking 
to the right side (see Fig. 4). The instruction texts of each 
step were adopted to ensure similar instruction between 
HMD and HHD. They were displayed on a text panel above 

Fig. 5 Participant wearing the HMD AR glasses (Varjo XR-3) while assembling the cupboard
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Following Grum and Gronau [43], the failures were 
divided into major and minor failures (listed in Table 1). 
Minor failures do not affect subsequent assembly steps, 
while major failures prevent subsequent steps. In case a 

self-developed form, the experimenter filled out a standard-
ized documentation during the experiment (see Sect. 2.4). 
At the end of the experiment, each participant filled out 
the final questionnaire after the cupboard had been fully 
assembled. To ensure consistency across all participants, the 
greeting, briefing, explanation of the experimental proce-
dure, and calibration were conducted following a standard-
ized protocol. This process and the documentation of errors 
and time were systematically recorded in an experimental 
log to maintain uniform conditions throughout the study.

2.4 Measurements

Building on Grum and Gronau [43], an experimental log 
was developed to systematically document time and fail-
ures during the assembly process in a standardized manner. 
The experimental log was used to separately document the 
failures committed and the time required for every instruc-
tion step. The log lists typical failures for each assembly 
step identified during the conducted pre-test. If a partici-
pant made one of the listed failures, the experimenter could 
mark the failure as occurring in the corresponding column. 
If the same failure was made multiple times in the same 
assembly step, it was also possible to indicate how often it 
occurred. For example, in the third assembly step, two side 
panels must be assembled. If one of the two side panels was 
mounted incorrectly, it was counted as one failure. On the 
other hand, two failures were documented if both side pan-
els were mounted incorrectly. Rare failures not listed in the 
questionnaire were added using free text fields.

Table 1 Minor and major failures in the assembly [43]
Assembly 
step

Minor failure Major failures

1 Wrong tool used
Forgot to mount screw

Screw mounted in wrong 
position
Dowel instead of screw
Nail instead of screw

2 Wrong tool used
Forgot to mount screw

Angle incorrectly mounted
Angle mounted in wrong 
position
Forgot angle

3 Wrong tool used
Forgot to mount dowel

Forgot to mount side wall
Wrong position of side wall
Side wall wrong way around

4 Wrong tool used
Forgot to mount screw
Forgot to tighten screw

-

5 - Forgot back panel
Back panel not properly 
mounted
Back panel wrong way 
around

6 Forgot to mount dowel Side wall wrong way around
Dowel in wrong position

7 Wrong tool used
Forgot to mount screw
Forgot to tighten screw

-

8 Wrong tool used
Nails in wrong position
Too many nails
Too few nails

-

Fig. 6 Initial positioning of the cupboard components
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effort.” (1) to “Very, very high mental effort.” (9)). Since the 
study was conducted in German, the question and answer 
options were translated into German.

A questionnaire from the Intrinsic Motivation Inventory 
[46] was created to measure the participants’ motivation. 
The Intrinsic Motivation Inventory (IMI) is a multidimen-
sional set of scales and questions that can be used to mea-
sure participants’ subjective experience during an activity 
in laboratory experiments. Since the questionnaire allows 
for selecting subscales tailored to the respective application 
context, the subscales Interest/Enjoyment, Perceived Com-
petence, Effort/Importance, and Pressure/Tension were used 
for this study. The scales and the corresponding questions 
are listed in Table 2. The Interest/Enjoyment scale directly 
captures the intrinsic motivation. In addition, the Perceived 
Competence scale was used, which is considered a positive 
predictor of intrinsic motivation (Interest/Enjoyment scale). 
On the other hand, the questions from the Pressure/Ten-
sion scale represent a negative predictive value. The Effort/
Importance scale must be considered separately. It is used 
to record an expected consequence of intrinsic motivation. 
As required by the IMI, the 23 questions were arranged in 
random order and had to be answered using a 7-point Lik-
ert scale. The participants were asked to assess the extent 
to which the statements applied to them in consideration of 
the assembly task they had completed. The answer options 
ranged from “not true at all” (1) to “absolutely true” (7). 
Since the study was conducted in German, the IMI ques-
tionnaire translated into German was used [46].

2.5 Data analysis

The statistical analysis of the collected data was performed 
using the R programming language. The different data sets 
were first linked through the individual code during the data 
cleaning process. For the failure measurement, the sum of 
all minor and major failures was calculated for each step. 
The questions of the IMI question catalog also had to be 
preprocessed for the analysis. First, the ratings of the cor-
responding questions had to be reversed (see Table 2). Then, 
the scale rating could be calculated for each of the four sub-
scales using the mean value of all questions on the respec-
tive scale. Only the scale ratings of the subscales Interest/
Enjoyment, Effort/Importance, Perceived Competence, and 
Pressure/Tension were used for further analysis.

In addition to descriptive statistics of the sample and the 
results of the time, failures, motivation (IMI scales), and 
cognitive load (Paas’ scale) measurements, significance tests 
were calculated to test for differences between the groups. 
In advance, all requirements for running the intended statis-
tical calculations were checked. Due to the normally distrib-
uted time variable, a two-sided Welch’s t-test was applied to 

major failure occurred, the experimenter informed the par-
ticipants at the end of an assembly step. To proceed, the 
mistake had to be corrected by the participant before pro-
ceeding with the next step. The time required for correction 
was added to the time previously needed. The experimenter 
documented minor errors that did not have to be corrected.

Time measurement was also conducted separately for 
each step. Before the start of the experiment, the study par-
ticipants were instructed to signal the experimenter when an 
assembly step was to be started and when it was estimated 
to be completed. The experimenter used this as a start and 
stop signal for manually recording time using a stopwatch. 
At the end of each assembly step, the time was rounded to 
whole seconds and documented in the questionnaire. After 
the experiment, participants completed a questionnaire to 
assess their cognitive load and motivation during the assem-
bly process.

The single-item scale from Paas was used to measure 
the self-assessed cognitive load in the post-questionnaire 
[45]. A 9-point Likert scale was used to assess how high the 
mental effort was during the task (“Very, very low mental 

Table 2 Intrinsic motivation inventory (IMI) scales and questions used 
[46]
IMI scale Questions
Interest/enjoyment I enjoyed doing this activity very much.

This activity was fun to do.
I thought this was a boring activity. (R)
This activity did not hold my attention at 
all. (R)
I would describe this activity as very 
interesting.
I thought this activity was quite enjoyable.
While I was doing this activity, I was 
thinking about how much I enjoyed it.

Perceived competence I think I am pretty good at this activity.
I think I did pretty well at this activity, 
compared to other students.
After working at this activity for awhile, I 
felt pretty competent.
I am satisfied with my performance at this 
task.
I was pretty skilled at this activity.
This was an activity that I couldn’t do 
very well. (R)

Effort/importance I put a lot of effort into this.
I didn’t try very hard to do well at this 
activity. (R)
I tried very hard on this activity.
It was important to me to do well at this 
task.
I didn’t put much energy into this. (R)

Pressure/tension I did not feel nervous at all while doing 
this. (R)
I felt very tense while doing this activity.
I was very relaxed in doing these. (R)
I was anxious while working on this task.
I felt pressured while doing these.

(R) indicates that the item has to be reversed
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required more time than the HMD group (M = 652, 
SD = 121.61) regarding the entire assembly process. Fig-
ure 7 visualizes the time difference for the assembly process 
between HHD and HMD. Considering each assembly step 
separately, steps 1 and 3 differ from the general effect. For 
steps 1 and 3, the HHD group required less time than the 
HMD group. For all other steps, the time advantage was 
with the HMD group. Figure 8 shows the time comparison 
between both groups for each assembly step.

The difference between HHD and HMD on the level of 
the entire assembly process and the individual assembly 
steps did not reach statistical significance (Table 3 shows 
the results of the two-sided Welch’s t-test with t-value, 
degrees of freedom, and significance (p-value)).

3.2 Failures

The results of the failure measurement are listed in Table 4 
and visualized in Fig. 9. On a descriptive level, considering 
the entire assembly process, the participants in the HMD 
group (M = 0.94, SD = 1.39) committed fewer errors than 
participants in the HHD condition (M = 1.75, SD = 1.88). 

test for differences between the groups (HHD and HMD). 
As the normal distribution assumption was not met for the 
other variables (failures, IMI scale ratings, and cognitive 
load), a two-sided Mann-Whitney-U-test was applied to test 
for group differences.

Additionally, Kendall’s rank correlation coefficient 
[47] was used to provide an overview of the relationships 
between the two factors, motivation, and cognitive load, 
with performance (time and failure) in the assembly pro-
cess. The significance level was set at 5%.

3 Results

To answer the research questions, the results regarding time 
and failures (RQ1), cognitive load (RQ2), and motivation 
(RQ3) are presented descriptively and compared inferen-
tially between the two groups (HHD and HMD).

3.1 Assembly time

Table 3 shows the assembly time for the groups HHD and 
HMD in seconds. The HHD group (M = 692, SD = 140.22) 

Table 3 Time measurement per assembly step, descriptive statistics, and comparison of means with Welch’s t-test
Assembly step Mean time

(seconds)
Standard deviation t-test

(two-sided)
HHD
n = 16

HMD
n = 17

HHD
n = 16

HMD
n = 17

t Degrees of freedom p-value

Step 1 124 134 22.47 27.85 -1.07 30.33 0.294
Step 2 137 128 25.24 26.26 0.94 30.98 0.353
Step 3 90 97 29.67 34.14 − 0.57 30.82 0.574
Step 4 76 70 35.88 15.77 0.57 20.30 0.573
Step 5 42 35 18.31 15.52 1.11 29.48 0.275
Step 6 59 49 18.32 14.27 1.69 28.32 0.102
Step 7 57 50 14.22 11.52 1.59 28.88 0.122
Step 8 106 89 33.05 20.59 1.68 24.82 0.105
Total 692 652 140.22 121.61 0.83 29.75 0.413
*** p < .001, ** p < .01, * p < .05

Fig. 8 Assembly time (in seconds) per assembly step for the HHD and 
HMD condition (with error bars: ± SD)

 

Fig. 7 Total assembly time (in seconds) for the HHD group (red) and 
the HMD group (blue)
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association neither between cognitive load and assembly 
time (τc = 0.14, p > .05) nor cognitive load and committed 
failures (τc = 0.20, p > .05).

3.4 Intrinsic motivation inventory (IMI)

The following section reports the results of the IMI subscales 
Interest/Enjoyment, Effort/Importance, Perceived Compe-
tence, and Pressure/Tension. The scale ratings range from 
1 - low to 7 - high. For both groups, participants reported 
high ratings on the Interest/Enjoyment scale (MdHHD = 
6.00, MdHMD = 5.86) and the Perceived Competence scale 
(MdHHD = 5.50, MdHMD = 5.50). The Effort/Importance 
scale showed slightly lower ratings, with MdHHD = 4.10 and 
MdHMD = 4.80. Ratings on the scale Pressure/Tension was 
lowest with Md = 2.20 for both conditions. The differences 
between HHD and HMD regarding the scale ratings were 
only marginal, and statistical tests did not reveal a signifi-
cant difference.

Testing the scale ratings on correlation with performance 
(time and failures), the Pressure/Tension scale showed 
a significant relationship with assembly time (τc = 0.33, 
p < .01), indicating that longer assembly times are positively 

Regarding the individual assembly steps, steps three and 
four stand out with the highest difference between HHD 
and HMD. While in step 3, none of the participants using 
the HHD committed a failure (M = 0), nearly every sec-
ond made a mistake in the HMD condition. In contrast, in 
assembly step 4, almost none of the participants using HMD 
made a mistake (M = 0.09), while the HHD group commit-
ted failures (M = 0.75). The number of errors significantly 
differed between the groups for both assembly steps. Using 
HHD outperforms HMD in assembly step 3 (p < .05) while 
using HMD outperforms HHD in assembly step 4 (p < .01).

3.3 Cognitive load

Both groups report a relatively low cognitive load after the 
guided assembly process (HHD group M = 2.44; HMD group 
M = 2.71). The descriptive results are shown in Fig. 10. The 
results of the calculated Mann-Whitney-U-test did not sug-
gest a statistically significant difference between HMD 
and HHD (U (NHHD = 16, NHMD = 17) = 121.5, z = − 0.53, 
p > .05). Regarding a possible relationship between cogni-
tive load and performance, the results showed no significant 

Table 4 Failure measurement per assembly step, mean values and Mann-Whitney-U-test
Assembly step Mean failures Mann-Whitney-U-test

(two-sided)
HHD
n = 16

HMD 
n = 17

U (NHHD = 16, NHMD = 17) z p-value r

Step 1 0.13 0.00 144.5 − 0.97 0.332 0.169
Step 2 0.06 0.00 144.5 − 0.97 0.332 0.169
Step 3 0.00 0.41 104 -2.0 0.045* 0.348
Step 4 0.75 0.09 190 -2.29 0.022* 0.399
Step 5 0.13 0.00 153 -1.44 0.151 0.250
Step 6 0.00 0.00 136 - 1 -
Step 7 0.38 0.12 171 -1.67 0.094 0.291
Step 8 0.31 0.24 145.5 − 0.46 0.649 0.079
Total 0.75 0.94 175.5 -1.47 0.14 0.257
*** p < .001, ** p < .01, * p < .05

Fig. 10 Self-assessed cognitive load for groups HHD and HMD rang-
ing from 1 (low) to 9 (high)

 

Fig. 9 Mean values of committed errors per assembly step for groups 
(HHD and HMD). *** p < .001, ** p < .01, * p < .05. Error bars: ± SD
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about twice as many failures as with the HMD instruction. 
However, statistical significance could not be found between 
the groups. Therefore, the previously postulated hypothesis 
- Do HHD and HMD AR devices differ in their impact on 
assembly performance (assembly time and failures)? - can 
be rejected.

However, by looking into the assembly steps in more 
detail, the descriptive results reveal that the HMD AR device 
participants needed less time and made fewer failures. In six 
of the eight steps, the HMD group was slightly faster than 
the HHD group. One reason might be that participants using 
the HMD did not have to put the HMD aside during assem-
bly, as was the case with the HHD device. Nonetheless, this 
might also be accompanied by the limitation in the percep-
tion of the real environment due to the VST technique of 
the HMD AR device. Compared to competing products, the 
used HMD AR device is characterized by its good camera 
quality, which is crucial for the VST AR application. How-
ever, compared to the natural perception of the environment, 
as the test subjects of the HHD group had, participants in the 
HMD group had perceptible limitations. The camera quality 
of the glasses was on a level that allowed all participants to 
assemble the cupboard without major problems. However, 
the participants in the HMD group showed difficulties with 
the HMD AR glasses, especially with filigree activities. 
For example, picking out the right screws, screwing them 
in, or plugging the side panels together. Nevertheless, on a 
descriptive level, the HMD group needed less time for the 
entire assembly process. With further advancements in VST 
camera quality, HMDs may be able to extend the modest 
advantages observed in this study, which have thus far been 
demonstrated only at a descriptive level.

Statistical significance of the group differences regarding 
failures was achieved in steps three and four. In step 3, the 
HMD AR application worsened the failure rate compared 
with HHD (MHHD = 0, MHMD = 0.41). In step 4, however, 
the HMD group committed significantly fewer errors than 
the HHD (MHHD = 0.75, MHMD = 0.09). In this step, the 
attached side panels must be screwed to the base plate from 
the outside (Fig. 2 (d)). The blue screwdriver to be used for 
this is shown to the right and left of the 3D model of the cup-
board. During the experiments, it was frequently observed 
that participants in the HHD group used the red Phillips 
screwdriver, which was also used in the previous assembly 
steps, instead of the blue-slotted screwdriver. One possible 
explanation is that the participants often overlooked the dis-
played screwdriver because it was positioned outside the 
area in which the tablet of the HHD AR application visual-
izes the virtual objects. The opposite results might be due to 
a positive effect of the larger FOV by the HMD AR device, 
which is one advantage the HMD has compared to the HHD. 

associated with higher ratings in the perceived Pressure/
Tension scale. All other scales showed no significant cor-
relations, either on time or failures.

4 Discussion

This study aims to compare handheld display (HHD) and 
head-mounted display (HMD) AR devices to gain insights 
into the appropriateness of different AR devices for guided 
assembly. Therefore, this study included a VST HMD AR 
device (Varjo XR-3), which has rarely been investigated. 
The VST HMD device was compared with a handheld 
device to understand different technology capabilities and 
the limitations of different devices (field of view, resolu-
tion, interaction, haptics). To experimentally compare the 
devices in the application context of a guided assembly, the 
study builds on the work of Grum and Gronau [43], where 
an AR instruction for a HHD AR device was validated. 
After transferring the instruction to a VST HMD device, the 
present study addressed three research questions - Do HHD 
and HMD AR devices differ in their impact on assembly 
performance (assembly time and failures)?; Do HHD and 
HMD AR devices evoke differences in the user’s cognitive 
load depending on the AR technology used? and Do HHD 
and HMD AR devices affect the motivation of the user’s 
motivation using AR?

Performing the time and error measurements again with 
the HHD AR guidance yielded similar results to those 
obtained by Grum and Gronau [43]. The study results 
also highlight that the instruction could be successfully 
transferred between the previously used HHD AR and the 
VST HMD AR device. Results regarding the investigated 
research questions are discussed in more detail in the fol-
lowing sections, and the research questions are answered.

4.1 Impact of AR devices on assembly time and 
failures

Assembly time and failures were measured to assess per-
formance using two different AR devices for the guided 
assembly process. Similar findings for both groups indicate 
that both devices can be successfully used for the applied 
guided assembly scenario. The participants needed, on aver-
age, 692 s (HHD) and 652 s (HMD) to complete the entire 
assembly process. No statistically significant results could 
be found between the groups. Looking into the failures, the 
participants committed 1.75 (HHD) and 0.94 (HMD) fail-
ures on average, which can be considered as relatively few 
failures, but also means that on average, none of the par-
ticipants has assembled the cupboard without failures. Fur-
thermore, with the HHD instruction, the participants made 
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a transfer instrument in guided assembly tasks. However, 
it should be noted that the effects on interest and enjoy-
ment may be due to the novelty of the technology and the 
experimental setting. In a real application scenario in which 
a person is familiar with the task or the AR device, these 
effects could diminish. A link between motivational fac-
tors and performance in guided assembly tasks could not 
be measured in this study. The correlation analysis with 
the Interest/Enjoyment scale and each assembly time and 
failures as dependent variables showed no association. The 
same was shown for the closely related Effort/Importance 
scale, for which no influence on the success factors could 
be detected. For the investigated assembly scenario, it can 
be stated that the motivation of the test persons was also not 
decisive or detrimental to the number of failures committed 
or the time required for the assembly. The reason for this 
could again be the already described low cognitive demand 
in the assembly tasks. It can be assumed that the assembly 
to be performed could also be successfully completed with 
a low level of motivation of the participants due to its low 
cognitive demands.

4.4 Limitations and outlook

This study investigates the influence of two AR devices on 
the performance, cognitive load, and motivation in a guided 
assembly process. First, this study integrates technological, 
human, and organizational factors since it tests performance 
(failure and time) and considers cognitive load and motiva-
tion important for sustainable usage. Secondly, this study 
incorporates an experimental setting, which justifies state-
ments about the effectiveness of the two AR devices under 
controlled conditions using a representative sample.

However, this experimental design was not imple-
mented without limitations. Therefore, the small sample 
size (N = 33) and a more precise sample coverage must be 
considered to differentiate the results. Unlike Grum and 
Gronau [43], this study did not measure the experience or 
prior knowledge of assembling an IKEA cupboard (subdi-
vided into amateur and expert). Different results depending 
on previous experience can be assumed [43]. In addition, 
measuring other sample-describing factors, such as spatial 
abilities or experience with AR/VR, or considering potential 
gender or age differences in the analysis also seems helpful.

Furthermore, considering the cognitive load, results indi-
cate a rather low complexity of the assembly task, resulting 
in low cognitive demand on the participant’s side. A more 
complex use case, which induces a higher cognitive load 
of the participants, would be interesting to investigate. In 
addition, the subjective self-assessed measurement of cog-
nitive load using Paas’ scale does not have the potential to 
capture the complex construct of cognitive load fully. The 

The advantage of the significantly larger FOV of the HMD 
AR device could have been measured here.

Another interesting aspect is revealed by a much higher 
standard deviation in the HMD group, which indicates dif-
ferences in participants’ usability or familiarity with the 
device. Following experimental studies should consider the 
prior experience and familiarity participants have with the 
device in more detail.

4.2 Impact of AR devices on cognitive load

The cognitive load rating, assessed after the assembly pro-
cess, was nearly similar between the groups, showing an 
average of 2.44 in the HHD and 2.71 in the HMD group. 
Statistical significance was not reached. Thus, the investi-
gated research question - Do HHD and HMD AR devices 
evoke differences in the user’s cognitive load depending on 
the AR technology used? - is denied.

In general, the measured results indicate the relatively 
low complexity of the investigated scenario, which gener-
ated a low level of cognitive load (MHHD = 2.44, MHMD = 
2.71 on a 9-point Likert scale) in both groups. The low com-
plexity might be a factor as to why a difference between the 
AR devices in terms of cognitive load could not be mea-
sured. One could assume that the cognitive demands were 
not at a level that stretched the capacity of the participants. 
However, the low cognitive load rating also confirms that 
both AR devices are suitable for providing instructions for 
a guided assembly process without putting additional strain 
on the person performing the task. Similarly, the correlation 
analyses show no significant relationship between cognitive 
load and performance in the assembly process, which indi-
cates that failures and time were not negatively affected by 
the cognitive load. Consequently, in the investigated assem-
bly process, making mistakes or slowly assembling the cup-
board does not seem to result from a high cognitive load. 
However, in future studies, we intend to increase the com-
plexity of the assembly scenario to specify our statements.

4.3 Influence of AR devices on motivation

The participants’ motivation during the assembly process 
was measured by four scales of the IMI measurement device 
covering different aspects of motivation. The results in the 
IMI scale show no differences in the comparison between 
the two AR groups, which is why the previous research 
question - Do HHD and HMD AR devices affect the motiva-
tion of the user? - is denied.

Results on a subscale level show a high level of satis-
faction (subscales Interest/Enjoyment and Perceived Com-
petence) for both groups during the assembly using the 
AR devices, which confirms the basic suitability of AR as 
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which was a key objective of the study. First, the VST HMD 
AR device outperforms the HHD AR device’s large FOV. 
However, other device-specific limitations of the Varjo 
XR-3 limit the full exploitation of the potential. Beyond the 
limited perception of the environment, the device used is 
relatively large and heavy compared to other AR devices, 
which was described as exhausting for some participants 
throughout the experiment. Especially in assembly tasks, 
where filigree components must be interacted with, unre-
stricted perception of reality seems essential for safe execu-
tion. Further research could include other HMD AR devices 
in the investigation (other HMD AR technologies also use 
VST or OST). It can also be assumed that future technolo-
gies will overcome the current technical limitations, requir-
ing constant re-evaluation of HMD AR. This knowledge 
about the impact of the technologies in the application is 
crucial to exploit the full potential of AR.
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