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Abstract: The existence of unbounded solutions and their asymptotic behavior is studied for higher order
differential equations considered as perturbations of certain linear differential equations. In particular, the
existence of solutions with polynomial-like or noninteger power-law asymptotic behavior is proved. These
results give a relation between solutions to nonlinear and corresponding linear equations, which can be
interpreted, roughly speaking, as an asymptotic proximity between the linear case and the nonlinear one.
Our approach is based on the induction method, an iterative process and suitable estimates for solutions to
the linear equation.
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1 Introduction

Consider the higher order nonlinear equation
u® + qg(Ou™2 = r()|ufsgnu, n=2, A>0, 1)

where the functions r and g are continuous and g(t) > 0 fort > 1.
Our aim is to study some asymptotic properties of solutions to (1), by considering (1) as a perturbation of
the two-term linear equation

y™ + q(t)y™? = 0. ©)

Equation (1) is a particular case of the more general equation

n-1
u® + Y g(Ou = r(t)|ul'sgnu, n=2, 1>0, 3)
j=0

where the functions a;, j = 0,..., n — 1, are continuous for ¢ > 1.
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By a solution to (1) [(3)] we mean a function u differentiable up to order n, which satisfies (1) [(3)] on
[Ty, ), T = 1 and such that

sup{lu(t)| : t>T}>0 forany T > T,.

As usual, a solution u to (1) [(3)] is said to be oscillatory if u changes its sign for arbitrary large ¢ and
nonoscillatory if u is different from zero for any sufficiently large t¢.

These equations have been investigated from different points of view as a generalization of Emden-
Fowler-type differential equation

u® = r(®lul'sgnu, A>0, A#1, (4)

see, for example, [13, Chapter IV], [4, Ch.I], and references therein for more details.

The problem of the proximity of solutions of two differential equations has a long history and has been
studied in various directions for a large variety of equations. Here, we recall the monograph [13], previous
papers [1-3,5-7,9,14,16,17,20], and references therein. More precisely, in [1,2] sufficient conditions are
obtained for the existence of solutions of (3) which are close in a neighborhood of infinity to any nonzero
constant or, more generally to a polynomial of j degree, j = 0, ..., n — 1. In [3], the problem of asymptotic
equivalence of (4) and its perturbations is studied. In [5], an asymptotic classification of solutions of (3)
with n = 3, 4 is given by topological methods. In [6,7], motivated by [12], some asymptotic relationships
between (1) and (2) are obtained by using a topological approach. In [9], the existence, uniqueness, and the
asymptotic equivalence of a linear differential system and one of its nonlinear perturbation with advanced
and retarded argument is considered. In [14], some general relationship between solutions of a linear
differential system and its perturbed form with maxima are given. In [16,17], a certain type of asymptotic
equivalence between a dynamic equation and its perturbations has been considered. In [20], a type of an
asymptotic equivalence between two different differential systems has been examined by using the concept
of reflecting functions and these results are applied to the search of periodic solutions.

In particular, in [6,7] an important role is played by the second-order linear equation

K + q(th = 0. (5)

If the function g is bounded away from zero, then (5) is oscillatory, that is, any of its solution is oscillatory.
Under this additional assumption, in [6, Theorem 1] it is shown that solutions of (2) are, roughly speaking,
in asymptotic proximity with solutions of (1) and in [7, Theorem 2, Theorem 3] their boundedness is
examined. If the function g tends to some positive constant, then (2) has (n — 2) parametric set of poly-
nomial solutions, and (1) with A = 1 has (n — 2) parametric set of polynomial-like solutions, see [7, The-
orem 5].

Here we consider the case in which the linear equation (5) is nonoscillatory, that is, any of its solution is
nonoscillatory. Under this assumption, a direct computation shows that (1) can be written for large t as the
two-term equation

5 X(n—Z)(t) ! ,_ N
(h (t)(ih(t) )) = h(O)r(t)|ulsgnu,

where h is a nonoscillatory solution of (5). Using this fact and an iterative method, which is similar to the
one given in [6], we study the existence of a n-parameter set of nonoscillatory solutions to equation (1) with
polynomial and noninteger power-law growth, which are, roughly speaking, in asymptotic proximity with
solutions of the linear unperturbed equation (2).

As usual, we use the following notation.

Let g;, i = 1, 2, 3 be continuous functions and g; # 0 near infinity. Then:
— The symbol g; = O(g,) means that ultimately |g,(t)] < M|g,(t)| for some constant M, that is, there exist

T >0 and M > 0 such that

Ig,()] < M|gy,(t)] on [T, c0);
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- The symbol g, = o(g;) means that lim,_,.g,(t)/g(t) = 0;
— The symbol g;~g; means that lim;_,.,g,(t)/g(t) = 1;

— For A > 0and u € R the symbol [u]} means |u|*sgn u, for short.

Equation (3) has been studied in the literature as a perturbation of the linear differential equation

n-1

y® + Y ai(t)yD = o. (6)
j=0

We start by referring Sobol’s result [18] obtained for equation (6).

Theorem A. [18, Theorem 1] Under the condition

[ee)
It"‘f‘l|aj(t)|dt <oo forj=0,1,...,n-1, @)
1

equation (6) has a fundamental family of solutions y; satisfying for large t the conditions
y(t) = i1 + o)) forj=0,1,..,n~1. (8)

In this paper, it is also proved that the derivatives of such solutions also have a power-law growth.

This result has been extended by I. Kiguradze to equation (4) and to a more general higher order
equation.

Theorem B. [11, Theorem 1] Let A > 1 and 1 < k < n. In order equation (4) has solutions u;(t) (i = 1, 2,..., k)
such that fort —» co
w(t) ~ it u{(®) ~ (i - Dett 2. uf(E) ~ (i -1)! ¢ #0,

it is sufficient, and if r does not change its sign, it is also necessary that

J.lr(t)lt"‘“("‘l)("‘l)dt < 00.
1

The next result follows from [13, Corollary 8.2] applying to equation

u® = q(t,u, v, ..., uD), )

where q(t, x, ...,X,) is a continuous function on [1, co) x R".

Theorem C. Let there exist l € {1, ...,n}, p € (0, 00), u # 0, and a continuous function q* : [T, c0) — R,
T > 1, such that

la(t, xi,....,x)| < q*(t) for t =T,

‘X G U=Dt

<utk (k=1,...,D,
h! U ( )

x| < utt% (k=1+1,...,n),

and

[e¢]

jt”’lq*(t)dt < 00.
T
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Then equation (9) possesses a solution u having the asymptotic representation
— |
uk=D(t) = autl’k +o(t-y (k=1,..,D,
(1=
ukD()y=o(t%) (k=1+1,..,n).
Using this result it is easy to give conditions if (3) has solutions with a polynomial power-law growth at
infinity. These results are presented in Section 3, along with a discussion on the proximity between

equations (1) and (2). Finally, in Section 4 some comments, examples, and suggestions for future research
studies are presented.

2 Asymptotic representation of solutions to equation (1)

Our main result in this section concerns the existence of solutions with polynomial-like or noninteger
power-law asymptotic behavior and reads as follows.

Theorem 1. Let the second-order differential equation (5) be nonoscillatory. Assume that for some real
number m € [0, n — 1]

'[tn—1+m/1+iq|r(t)|dt < 00, (10)
1
where iy = 0 in the case
Itq(t)dt < o0 (11)
1
and i; = 1in the case
jtq(t)dt = oo. (12)

1

Then for any solution y to (2) such that y(t) = O(t™) there exists a solution u to (1) such that for large t
udt) = yOt) + gt), i=0,1,...,n-1, (13)

where all g; are functions of bounded variation and lim;_, .,&(t) = 0.

To prove Theorem 1, we use a similar approach to that given in [6], which is based on the induction
method, an iterative process, and suitable estimates for solutions to (2).

Equations (2) and (5) are strictly related. When g(t) = 0, the space of solutions to (2) has a fundamental
system of solutions consisting of

ti, j=0,1,...,n-1.

In the general case, it is easy to see that the space of solutions to (2) has a fundamental system of solutions
consisting of

I], rz, tl, j:O, 1,...,n—3, (14)

where t/ are missing in case n = 2, and

t t
I(t) = j(t sy hy(s)ds, D(t) = I(t _ §)"3hy(s)ds, (15)
1 1



1602 —— Irina Astashova et al. DE GRUYTER

in casen > 3,
Li(t) = hy(t), Tx(t) = hy(t) incase n=2;
hy, h, are two independent solutions to (5), see [6].

Let h; and h; be two linearly independent solutions to (5) with Wronskian d > 0. Put

w(s, t) = l(s)hy(t) — l(t)hy(s), z(s,t) = %w(s, t). (16)

Lemma 1. Let (5) be nonoscillatory.
(i) If (11) holds, then there exists a constant K > 0 such that

lw(s, t)| < Ks, |z(s,t)| <Ks fors>t=1,
and
L) = 0(t"?),  Iyt) = O(t" ™).
(ii) If (12) holds, then there exists a constant K > O such that
|w(s, t)| < Ks?, |z(s,t)]<Ks fors=t=>1,
and
L) = O(t"™h), Ty(t) = O™ ).

Proof. Let h;, h, be two linearly independent solutions to (5) with Wronskian d > 0. According to [8],
Theorem 1(i»), (i3), and Theorem 2(i»), (i3), we can choose

lim|h(t) = ¢ >0, limh{(t) =0, lim|hy(t) =00, lim|hy(t)=¢>0
t—00 t—oo t—oo t—oo

in case (11). Hence, |hy(t)| < ot and from (16) we obtain |w(s, t)| < Ks for t > 1 and K = ¢c. Similarly,

lim|h(t)] = co, limh/(t)=0, i=1,2,
t—o0 t—o00
in case (12). From these, (15), and (16) the conclusions follow. O

The following lemma is a modification of [6, Lemma 1], where it has been stated for (1) in the case that
(5) is oscillatory.

Lemma 2. Let equation (5) be nonoscillatory and let {uy}xen be a sequence of continuous functions on [ty, co),
to > 1. Consider for k > 2 and t > t, the sequence {ay} is given by
T

jr(s) 1)) (s, 0)dsda,

o

(_1)n+1 T (O' _ t)nf3

) = = MRS

in casen > 3 and
Ty
1
a(®) = = [ ) @Lwes, 0ds
t

in casen = 2, where Ty, = ty + k.
(i) If (11) holds, then, fort > t,,
T
()] < M IS"’Lflr(sn lea(Mds|, i=0,1,..,n-3, 17)

t
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T
a®(t)] < M jslr(s)l s |, i=n-2n-1; (18)
t
(i) If (12) holds, then, fort > ty,
T
a(t)| < M js"*"|r(s)| e a)Pds|, i=0,1,...,n-3,
t
T
& 201 M | [ )] uca(o)pds |, (19)

t
T

j Slr(s)] lua(s)ds |,

t

la" ()| < M

where M = K /d and K is given in Lemma 1. Note that (17) and (19) are missing if n = 2.

Proof. Suppose (11) holds, case (12) can be treated similarly. Forn > 3, t > ty, andi = 1, 2,..., n — 3 we have

T

T .
1((o-pm3!

a(t) = (-t CECET j r(s)[ui1(s)2w(s, 0)dsda. (20)
t o
Hence, forn > 2
Ti
(n-2) 1 1
a0 = - [ Ol iwes, ds, Q1)
t
Ty
(n- 1
a0 = - [ rlu )1iz6s, 03, 22
t
(n (n-
a'(t) = rOluOF - g’ (©). (23)
If n = 2 the statement follows from (21), (22), and Lemma 1.
Let n > 3. From (20) and Lemma 1(i) we have
Ty
(n-3) K 2 A
la"(B)] < q s |r(s)]up—1 ['ds
t
and the conclusion holds for i = n — 3. Furthermore, fori = 0, 1,..., n — 4 we obtain
T T
(0] < j las)lds | < g j(s = O ()l e s | (24)

t

t

Thus, the conclusion holds for these i. Finally, the estimates fori = n — 2, n — 1, follow from (21), (22), and

Lemma 1(i). O
Proof of Theorem 1. The idea of the proof is similar to that of Theorem 1 in [6].
Suppose (11) holds, i.e., i; = 0. Since y(t) = O(t™), there exists L > 0 such that for ¢t > 1
ly(t)] < Lt™, (25)

Put L = L + 1/2 and choose t, > 1 such that
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(o]

% j sn1my(s)lds < 1, 26)

to

N

where K is given by Lemma 1. Put T = ty + k. On [to, 00), consider the sequence {uy} defined by
w(t) =y(t),

T T
_1\n+1 -3
( 3 (?n —2)! I r($)uc-1()L(s, 0)dsdo
t

[

w(t) = y(t) +

in case n > 3, and
Ty

W) = y(¢) - %jr(s)[ukq(s)]iw(s, £)ds

t

in casen = 2.
For the functions a; defined on [y, co) in Lemma 2, we have

ad(t) = u(t) - yO(t), i=0,...,n-1,
and, in view of (23),
a(t) = T OO - g (©) + gOy"2(E) = u(t) - y"(L). 27)
Thus, for t > t; we have
u™() + gy (¢) = r®)ua®] (28)

We show that for alli = 0,..., n the sequences {u,Ei)} are uniformly bounded and equicontinuous on each
finite subinterval of [y, c0).
First, let us show that

lu(®) =yl < =, t € [to, 00).

N | =

Clearly, this holds for k = 1. We proceed by induction and assume that

| —

ug1(t) - y(O] < =, t € [to, 00).

N

From this and (25), we have |u;_i(t)| < Lt™. In view of Lemma 2(i) and (25), we obtain

Ik
A
a(0)] < % f sn-1+Amr(s)|ds.
t

Thus, in view of (26), we obtain

KL

1
[u(8) — y(0)] < R snAm|p(s)|ds < 5 (29)
t
Similarly, using again Lemma 2(i),
() - yO()l = la(0)] < Ml_fs"‘l"'”mlr(S)lds (30)

t

fori=1,...,n-2,andn > 3, and
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(o]

[uP(t) - ym (@) = la ()] < Mljs1+ﬂm|r(s)|ds 31)
t

for n > 2, where M; = KL /d and K is given by Lemma 1.

Hence, {u,gi)}, i=0,1,...,n - 1, are uniformly bounded on each finite subinterval of [to, c0). Moreover,
in view of (28), the same holds for {u,E")}. Then {u,gi)}, i=0,...,n -1, are equicontinuous on each finite
subinterval in [¢y, co) and, from (28), the same holds for {u,ﬁ”)}. Hence, {u;} admits a converging subsequence
{uy} such that {u,g)}, i = 0,..., n, uniformly converge to a function u® on each finite subinterval of [t,, c0).

Again from (28) we obtain that u is a solution to (1). From (10), (30), and (31), using the Lebesgue
dominated convergence theorem, we obtain

Ilu(i)(s) —yD()ds <o, i=1,2,...,n-1,

to

whence all u® — y®, i =0,...,n - 2, are of bounded variation in a neighborhood of infinity. Taking into
account (27), we obtain

[u™(t) — y™(O)| < [r®OILAO)] + g®)lu™=2(t) — yT=2(t)].
Since |u(t)| < Lt™, we obtain
u™(t) - y™®(©) < LArOIE? + g(Ou®=2(t) - y@-2(b)).

Thus, u®™ Y — y®-D is also of bounded variation in a neighborhood of infinity. Finally, from (29), (30), and
(31) we obtain (13).
If (12) holds, then the proof is similar, we use Lemma 2(ii) instead of Lemma 2(i). O

From Theorem 1 we obtain the following.

Corollary 1. Let (5) be nonoscillatory and n > 3. Assume that (10) holds with iy as in Theorem 1 and some
m € {0, 1, ...,n — 3}. Then for any polynomial Q with deg Q < m there exists a solution u of (1) such that for
large t

u®(t) = QOt) + &(t), i=0,1,...,n-1,

where all &; are functions of bounded variation and lim;_, .,&(t) = 0.
Proof. Since Q is a solution of (2), the conclusion follows from Theorem 1. O

Corollary 2. Let (5) be nonoscillatory. Assume that

It(n—l)(/l+1)+iq|r(t)|dt < 00, G2

1

where iy is as in Theorem 1. Then for any polynomial Q withdeg Q <n - 3incasen >3,Q = Oincasen = 2,
there exist solutions u to (1) such that for large t

u®(t) = (ali(t) + oh(t) + QD + g(t), i=0,...,n-1,
where I and T, are given by (15), q and ¢, are arbitrary constants, and &; are functions of bounded variation

and lim;_,&(t) = 0.

Proof. Take the fundamental system of solutions to (2) given in (14). Applying Theorem 1 form = n - 1, we
obtain the conclusion. O
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We complete this section by considering the special case of (1)

u®(t) + Sum=2(t) = r©)full, (33)
t? -
and the related linear equation
YO + Sy = 0, (34)

where € € (0, 1/4). Then the estimations given in Lemma 1(ii) can be improved and we obtain the following
results.

Theorem 2. Let € € (0, 1/4), and, for some real number m € [0, n — 1],

(e¢]

j 1o r(Odt < oo (35)

1

Then for any solution y to (34) such that y(t) = O(t™) there exists a solution u to (33) such that for large t
udt) = yO(t) + &), i=0,1,...,n-1,

where all g; are functions of bounded variation and lim;_, .&;(t) = O.
Proof. The corresponding second-order linear equation
W+Eh=-o0
tZ

is nonoscillatory and has a fundamental system of solutions hy(t) = t*, hy(t) = t#2, where
w=0-J1-48)/2, p=>0+1-4g)/2,

see, e.g., [19, Chapter 2.1]. Take the fundamental system of solutions to (34) given in (14). If n > 3, then

t
I(t) = I(t _ sy*3siids = 0(tF), (36)
1
t
I(t) = j (t = sy"Isids = O(t"), (37)
1
where
B=n 3 J1-4¢ 23, V1= e
- 2 2 T 2 2
Ifn=2,
L(t) = h(t) = O(tF), Du(t) = hy(t) = O(tY). (38)
Furthermore,

[w(s, t)| = li(s)hy(t) — hi(t)hy(s) <2s for s>t > 1.

Now we proceed by the similar way as in the proof of Theorem 1 replacing the estimation of w from Lemma
1(ii) by |w(s, t)| < 2s. O

From Theorem 2 we obtain immediately the following.

Corollary 3. Assume that
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It"‘1+y"|r(t)|dt < 00,
1

1-4¢
2
Then for any polynomial Q withdeg Q < n — 3incasen > 3,Q = O in case n = 2, there exist solutions u of

(33), such that for large t

3
wherey =n - - +

u®d(t) = (ali(t) + oh(t) + Q)P + &(t), i=0,...,n-1,

where I7 and T; are given by (36), (37), and (38), ¢, and ¢, are arbitrary constants, and &; are functions of
bounded variation and lim;_, ,,&;(t) = 0.

Proof. We apply Theorem 2 with m = y. O

3 Asymptotic representation of solutions to equation (3)

In this section, we study some asymptotic properties of equation (3) and discuss the proximity of this
equation to the unperturbed linear equation (6). We start by presenting conditions under which equation
(3) has solutions with asymptotic growth of polynomial type. This result can be obtained as a corollary of

Theorem C.

Corollary 4. Suppose that the continuous functions ay,..., a,_1 satisfy (7) and for some integer number
me{0,1,...,n-1}

It"-1+<ﬂ-1>m|r(t)|dt < oo. (39)
1

Then for any C + O there exists a solution u to equation (3) satisfying for large t

. Cm! ;
udty=———"-—t"7 1+0(1) forj=0,1,..,m,
(m —j)! (40)
udt)=o(t"™J) forj=m+1,..,n-1
In particular, if
ItW|r(t)|dt < oo, (41)

1

wherew = A(n — 1)if A > 1andw = n — 1if A < 1, then for any solution y of (6) there exists a solution u of (3)
such that for large t

u(t) = y(Ha + o(1)), (42)
u®(t) = yO(O)A + o) + o(t™), i=1,...,n-1. (43)

Proof. In Theorem C, choosel=m + 1, k=j+1,a=C, p = 1. Put

n
q(t’ X1, --~axn) = r(t)le |i - zakfl(t)xk’
k=1

n
g*(t) = at™ VO] + & Y a1 (B)]Ek,
k=1
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andg =0+ |aD}, =1+ |al(l - 1)!.
We claim that

|q(t! X1, --~,Xn)| < q*(t)

fort >1and

N
I — Mtl-’q <thk k=1, ..,1
(1=K

’
X<tk k=1+1,..,n

Indeed, we have

1 n
1-1)!
lq(t, xi, ..., x| < [P + alt=DA + Zlak_l(t)l(t’-k + '“'—((1 k)), tl-k) + ) @Ok
k=1 - k=1+1

n
<at" V)] + ¢ Y laa @It = g (b).

k=1
Thus, using (7) and (39)
(o] (o] (o] n
It"”q*(t)dt = cljt””+A(”1)|r(t)|dt + czj Y la(D]tkde < co.
k=1

1 1

Hence, both relations in (40) hold.
In order to complete the proof, let us show that (42) and (43) are satisfied. Assume that (41) holds. Then
(39) is valid form = 0, 1, ..., n — 1. Indeed, denoting wy, =n - 1 + (A — 1)m, we have

max Wy=Wp,1=A(n-1) ifAx1,

m=0,1,...,n-1
max Wy=Wwo=n-1 ifA<1.
m=0,1,...,n-1

Let y be an arbitrary solution of (6). Then according to the proved part of Corollary 4 with r(t) = O, there
exist a fundamental system of solutions to (6), say y,(t),..., ¥,_4(t) such that

m! ; .
————t™J7 (1+0() forj=0,1,..,1
(m - j)!

¥t =o(™)) forj=1+1,..,n-1,

yOX(t) =
(44)

wherel € 0,1,...,n -1, and

n-1

y) = Y ayt), t=1,
=0

where ¢, 1 =0,1,...,n — 1 are suitable constants. Let m € {0, 1,...,n — 1} be such that ¢,, # 0, ¢, = 0 for

I > m. Using (44) we have

m

. ‘ ! :

yOxt) =Y ey (t) = e ¢mi(1 + 0(1)) forj=1,...,m,
1=0 (m - !

m
yOXt) = ZC’ y(t) = o(tmT) forj=m+1,...,n- 1.
1=0
From here and (40), equation (3) has a solution u with the same asymptotics, letting C = c,. Therefore, for
large t
u=D(t) = y*D()(1 + 0(1)) for k=1,..., m,
u®=D(t) = y&(t) + o(tm*) = y&D(t) + o(t)) for k=m+1,...,n.
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If k = 1, then (42) holds, in other cases we obtain (43). O

Observe that if y® for somei € {1, ...,n — 1} is bounded away from zero, then (43) is equivalent to
u®(t) = yO(t)(1 + o(1)).
If y® = o(¢t™1), then (43) is equivalent to
ud(t) = yO(t) + o(t™).

Remark 1. If (7) and (41) hold, then for any C # 0 and everym = 0, 1,..., n — 1 there exist solutions y,, ..., ¥,
of equation (6) with different asymptotic representation (40), and by Corollary 4 there exists n-parametric
set of solutions of equation (3).

Remark 2. In [12, Section 8.3, p. 163], there is an example of Emden-Fowler-type equation (4) having
solution u with a noninteger power-law asymptotic behavior. Thus, the corresponding linear equation
y®™ = 0 has no solution y satisfying lim;_,.|u(t) — y(t)| = 0.

Remark 3. Applying Corollary 4 to equation (1), we obtain the following comparison between Corollary 4
and Theorem 1: Condition (7) of Corollary 4 reads as condition (11) of Theorem 1. If (39) holds but not (10),
Corollary 4 is applicable while Theorem 1 is not applicable. The same holds if g changes its sign. If m is not
integer or (12) holds, Theorem 1 is applicable, while the application of Corollary 4 is not possible.

Remark 4. In [2, Theorem 2.4] it is proved that if A > 1, (7) and (32) with i; = 0 hold, then there exist
solutions u to equation (3) such that for large t

n-1

u(t) =y Cy(t) + o(1), (45)

j=0

where C; are arbitrary constants and the functions y; are a fundamental system of solutions to equation (6)
such that for large t

ti
y(t) = _—'(1 + 0(1)).
j!

Corollary 2 extends this result for equation (1).

4 Examples and suggestions
The following examples illustrate Theorems 1, 2, and Corollary 4.

Example 1. Let A > 0 and consider the nonlinear equation for ¢t > 1

— 2
U@ 4 U = e”!(t’loget + 1) lu Kl (46)
t?loget 1+ eH2loget ~
A standard calculation shows that
ult) =t + et (47)

is a solution of (46). Setting

_ e(t?loget + 1)
1 + e H*2loget’

q(t) = r(t)

t2loget’
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we obtain that (5) is nonoscillatory and (12) is valid. Moreover, we have for any ¢ > 0

I tor(t)dt < oo.

1

Thus, all the assumptions of Theorem 1 are verified with m = 1 and so equation (46) has a solution u such
that for any large t

u®t) = yO(t) + &), i=0,..,3,

where ¢; are functions of bounded variation such that lim,_..&i(t) = 0 and y(t) = t, as solution (47)
illustrates.

Example 2. Consider the nonlinear equation for ¢t > 1

31, cost 1,
——u = —|ulY°. 48
16 t2 i e (48)
A standard calculation shows that a fundamental system of solutions of the linear equation

y® + %tlzy’ =0
is given by

WO =1, w6 =y =t
Since

(o]
It*2|cost|dt < 00,

1

condition (35) is satisfied forn = 3, A = 271, r(t) = t° cost, and any m ¢ {0, 1, 2}. Hence, from Theorem 2
equation (48) has a solution u, such that for any large t

(6 = yO + e, ki=0,1,2,

where & ; are functions of bounded variation such that lim;_,q.€x,i(t) = O.

Example 3. Consider the nonlinear equation for ¢t > 1

1
u® 4 @ u = r(Oul}, (49)

u p—
tQt - 1) 22t - 1)

where 0 < A < 1 and r is a continuous function for t > 1 such that

(o]

It2|r(t)|dt < co. (50)

1
A standard calculation shows that the corresponding linear equation to (49), that is, the equation

yor L o1

=0, t>1,
t2t - 1) t2(2t - 1)y

has the fundamental system of solutions consisting of

t

1
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Denoting by a;, i= 0,1, 2, the functions

1

a(t) = m,

1
ap(t) =0, at)=—-—-—"—,
ot) O T
it is immediate to verify that (7) holds for all j = 0, 1, 2. From (50), also conditions (39) and (41) are valid,
and so, in virtue of Corollary 4, there exist three solutions u;, i = 1, 2, 3, of (49) such that

w(t) = y,(O1 + o(1)) =1+ 0o(1),
w(t) = y,(HA + o(1)) = (1 + o(1)),
t
us(6) = yy(O)(1 + o(1)) = Islog(%) ds( + o(1)) + o(1).

1

A similar asymptotic representation holds for the derivatives of u/, u/’, i = 1, 2, 3. For instance, we have
w(t) =2t(1 + o(1)) + o(t™") = 2t(1 + 0(1)),
w () =201 + o) + o(t™Y) = 2 + o(1),

and similarly for the first and second derivative of u; and us.

Open problems.

(1) Condition (35) in Theorem 2 is weaker than (10) in Theorem 1. This is due to the fact that it was
possible to explicitly calculate the fundamental system of solutions of (5), and from these solutions, to
obtain a fundamental system of (2). Since an explicit expression of solutions of (5) is possible also for
particular choices of g, like, for example, the Euler equation

W+ -Ln-o,
4¢2
see, e.g., [19, Chapter 2.1], it should be interesting to study whenever Theorem 2 remains to hold for
equations of the type

u™ + p(Ou™? = r()lu |2,

where ¢ is a continuous function for ¢ > 1 and asymptotic representations of solutions of the second-order
linear equation

h' + @(t)h =0

are known.

(2) The study on the proximity of solutions could be extended to the one between delay and neutral
equations and the corresponding linear equations without delay or neutral argument, by applying the
proximity results obtained in Section 2. More precisely, this study could be accomplished in two steps.
First, by considering the possible proximity between the nonlinear equation (1) (or (3)) and the corre-
sponding nonlinear equation with functional argument and later to apply Theorem 1 or Theorem 2. Con-
cerning the first step, observe that the functional argument may produce a loss of proximity. To illustrate
this fact, consider the Emden-Fowler equation without deviating argument

X"(6) = OO, (51)
where b is a continuous function for ¢t > 1 and the corresponding equation with deviating argument
X"() = OO, T(t) < t. (52)

When A > 1 and b is positive, equation (51) always has Kneser solutions, that is, solutions x such that
x(t) > 0, x'(t) < O for large t. Moreover, if, in addition,
Isb(s)ds < 00,

1
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then (51) does not have Kneser solutions which tend to zero ast — oo, see, e.g., [13, Section 13.2]. If 7(t) < ¢,
then this result may fail for (52), see, e.g., [15].
In the sublinear case, that is, 0 < A < 1, it is known that there might exist equations of type (51) without
Kneser solutions. For instance, if
liminf ¢2b(t) > 0, (53)

t—o0
then (51) does not have Kneser solution, see [13, Corollary 17.3]. On the other hand, the equation

1

x(T(t ﬁ, t>2,
Flogt XTOL

X"(t) _

has Kneser solutions, as [10, Corollary 2] illustrates.
In virtue of these facts, it should be interesting to show if an analogous type of proximity between
Kneser solutions arises for equations (1) and

w® + g(Ow 2 = rOw(r () sgnw(r(©)).

Similarly, the same question concerns the proximity between Kneser solutions for equations (3) and

n-1

w4+ 3 a(twh = r)|w(r(t))sgnw((t)),
j=0

where n is even. Here the meaning of Kneser solution is that the solution x satisfies for large ¢

x(t) >0, xOOx@DE)<o0, i=0,1,...,n-1.
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