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People are increasingly interacting with AI systems, but successful interactions depend on people trusting these systems
only when appropriate. Since neither gaining trust in AI advice nor restoring lost trust after AI mistakes is warranted, we
seek to better understand the development of trust and reliance in sequential human-AI interaction scenarios. In a 2x2
between-subject simulated AI experiment, we tested how model accuracy (high vs. low) and explanation type (human-like vs.
abstract) affect trust and reliance on AI advice for repeated interactions. In the experiment, participants estimated jail times for
20 criminal law cases, first without and then with AI advice. Our results show that trust and reliance are significantly higher
for high model accuracy. In addition, reliance does not decline over the trial sequence, and trust increases significantly with
high accuracy. Human-like (vs. abstract) explanations only increased reliance on the high-accuracy condition. We furthermore
tested the extent to which trust and reliance in a trial round can be explained by trust and reliance experiences from prior
rounds. We find that trust assessments in prior trials correlate with trust in subsequent ones. We also find that the cumulative
trust experience of a person in all earlier trial rounds correlates with trust in subsequent ones. Furthermore, we find that the
two trust measures, trust and reliance, impact each other: prior trust beliefs not only influence subsequent trust beliefs but
likewise influence subsequent reliance behavior, and vice versa. Executing a replication study yielded comparable results to
our original study, thereby enhancing the validity of our findings.

CCS Concepts: • Human-centered computing → User studies; HCI theory, concepts and models.

Additional Key Words and Phrases: Trust & Reliance in AI Over Time, Willingness to Follow AI Advice, Collaborative
Decision-Making

1 INTRODUCTION
It is likely that humans will interact increasingly with artificially intelligent (AI) systems. What may appear to be
an exciting opportunity is tempered by the reality that significant issues still exist: human-algorithm interaction
(HAI) is not always designed appropriately, and, hence, AI systems are not yet widely accepted. In principle, people
need to trust that an AI system can improve their decision-making, but often, they do not trust the support an AI

Authors’ addresses: Patricia K. Kahr, p.k.kahr@tue.nl, Eindhoven University of Technology, Groene Loper 3, P.O. Box 513, Eindhoven, The
Netherlands, 5612 AE; Gerrit Rooks, Eindhoven University of Technology, Eindhoven, The Netherlands, g.rooks@tue.nl; Martijn C. Willemsen,
Eindhoven University of Technology, Groene Loper 3, P.O. Box 513, Eindhoven, The Netherlands, 5612 AE and Jheronimus Academy of
Data Science, 5211 DA ’s-Hertogenbosch, The Netherlands, 5211 DA, m.c.willemsen@tue.nl; Chris C. P. Snijders, Eindhoven University of
Technology, Eindhoven, The Netherlands, c.c.p.snijders@tue.nl.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that
copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page.
Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy
otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from
permissions@acm.org.
© 2024 Copyright held by the owner/author(s).
ACM 2160-6463/2024/8-ART
https://doi.org/10.1145/3686164

ACM Trans. Interact. Intell. Syst.

 

https://orcid.org/0000-0002-1368-8698
https://orcid.org/0000-0001-6142-7655
https://orcid.org/0000-0001-5908-9511
https://orcid.org/0000-0001-6165-7645
https://orcid.org/0000-0002-1368-8698
https://orcid.org/0000-0001-6142-7655
https://orcid.org/0000-0001-5908-9511
https://orcid.org/0000-0001-6165-7645
https://doi.org/10.1145/3686164
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3686164&domain=pdf&date_stamp=2024-08-02


2 • Kahr et al.

system offers [61]. Trust can be impeded by a user’s attitudes or traits, the AI system’s properties or its modalities
of interacting with the user, and the context of a decision. Trust may require specific knowledge or training, and
people may have to familiarize themselves with AI to learn when they can or cannot rely on its results. Also, they
should trust AI to the right extent and not over-trust a failing system or under-trust an optimal one. The current
research landscape on trust in AI covers several aspects: the influence of system properties [30, 85, 92], user
traits [6, 18, 61], the interaction modalities between the user and an AI system [9, 21, 28], or the task context of
human-AI-decision-making [88]. Despite the volume and variety of existing research, findings regarding trust in
HAI are often inconclusive. Much of the trust in AI research is based on laboratory experiments with short-term
experimental setups that allow limited ecological validity and make it difficult to draw conclusions for real-world
applications with higher complexity [37]. In addition, studies tend to investigate HAI with single-shot studies
rather than considering HAI in repeated rounds of interaction, cf. [37, 97]. Furthermore, work that measures
repeated interactions over time often does not consider the effect that prior trial rounds can have on subsequent
ones, and, thus, in the formation of trust.

We analyze participants’ trust development in AI advice in a sequential legal decision-making task. We measure
trust in two ways: as behavior, which is defined by the extent to which people change their initial assessment
in the direction of AI advice (“reliance”), and as people’s beliefs or cognitive assessment of the AI, which we
capture as self-reported answers (“trust”). Building on previous work [59, 76], we investigate how different
model accuracies and system explanations affect trust and reliance. In line with existing literature and common
sense, we assume that low-accuracy AI advice will not be able to build up the same level of trust and reliance as
high-accuracy AI advice. And we expect that people will be able to learn to trust in and rely on higher accuracy
systems more, given enough time to experience the difference. Second, we suggest that human-like explanations
of AI advice are more likely to increase trust in and reliance on AI advice than abstract explanations. When
considering these effects, we account for the temporal dimension of experiencing AI advice: evaluations of prior
trial rounds may affect trust and reliance evaluations for subsequent trials. We investigate this matter in two
ways – we analyze to what extent a given trial impacts a subsequent one (lagged trust/reliance) and to what
extent the aggregate of prior trials impacts a subsequent trial (aggregate trust/reliance). Most studies on trust in
HAI disregard the fact that people may observe and update their thoughts and behavior over time, even when
interacting over multiple rounds in a relatively short time span (as in our experiment). As the interaction with an
AI model progresses, people’s beliefs and behavior may be based on prior interactions rather than on contextual
circumstances such as explanations or accuracy alone. Therefore, accounting for prior interactions may contribute
to a better understanding of trust beliefs and reliance behavior concerning interactions with AI models.

With our study, we hope to contribute new insights to the current HAI literature by extending existing work in
several ways. We do this by examining trust and reliance in AI advice in an applied and rather complex decision
problem (instead of a simple classification task) across the sequence of 20 trials (as opposed to single-shot tasks),
applying multiple trust measures (trust, reliance, post-trial trust), and examining the effect of prior interactions
on subsequent trials. The following research questions guide our work:

• RQ1: Do trust and reliance vary based on different model accuracies and types of explanations?
• RQ2: How do trust and reliance develop over time for different model accuracies and different output

explanations?
• RQ3a: To what extent do prior trust and reliance evaluations in AI advice impact people’s trust and

reliance evaluations for subsequent AI advice in a sequential task?
• RQ3b: How do trust and reliance impact each other over the course of HAI?
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2 RELATED WORK
Having trust in a well-functioning AI model that can improve human-decision making is an essential prerequisite
for thriving HAI. Awell-known definition of trust comes fromMayer et al. [66] who define trust as the “willingness
of a party to be vulnerable to the actions of another party based on the expectation that the other will perform a
particular action important to the trustor, irrespective of the ability to monitor or control that other party” (p.
712). A second understanding of trust emphasizes a successful outcome based on trusting AI (advice), which is
defined as as “the attitude that an [AI] agent will help achieve an individual’s goal in a situation characterized
by uncertainty and vulnerability” [57]. Subtle differences in definitions exist. For example, trust can be defined
as a personal trait or disposition: some people are inherently more trustworthy than others independent of the
context [42]. In contrast to the character trait trust, (cognitive) trust beliefs can change over time as information
about the trusted system becomes available [82]. Trust can also be expressed and measured as behavior: in a
decision-making scenario with AI support, people can express trust in the system by the extent to which they are
willing to accept AI advice [56]. Depending on the scenario, this may imply that a person overrides their own
decision to comply with the AI fully, or it may imply that a person changes their own decision in the direction of
the AI recommendation. Both can be interpreted as trusting behavior.

In our study, we measure trust in two ways by distinguishing between trust beliefs (which we denote as trust
in the following) and trust behavior (which we denote as reliance in the following). Previous work has shown
that the two dimensions correlate with each other [56], but measuring behavior and beliefs could also lead to
different trust results: people may state that they trust but still not act on it, or vice versa. Trust beliefs underlie a
cognitive, affective process and may be formed over time, based on factors like experiences, inherent beliefs, or
trust dispositions, and can thus be described as relatively stable and rather resistant to change[42]. In contrast,
we argue that trust behavior may be less stable. For instance, people may consider specific circumstances when
relying on AI advice, for example, a specific task at hand, other external factors, such as the risk of a situation,
which demands more flexibility in trust behavior [22, 38, 82]. We furthermore argue that people could even vary
trust in AI advice during a specific sequential task, where they are familiar with some tasks but lack knowledge
for others, where AI advice would be beneficial. From this, we conclude that trust beliefs appear more stable over
time, while trust behavior appears more dynamic, as they are based on case-by-case assessments of (individual)
tasks. Likewise, we argue that the two dimensions interact: (prior) trust beliefs can influence trust behavior. For
example, a positive experience with accurate AI advice will strengthen trust beliefs and eventually influence
reliance on AI positively, similar to previous work [11, 54].

The scientific community has already gained considerable insights into the processes and factors that influence
trust and reliance on AI systems. On the one hand, system properties can impact user trust: system transparency
[12, 15, 16, 69] as well high accuracy levels of AI positively influence user trust and reliance [4, 27, 33, 65, 96],
as well as visual system properties, such as human-like representations [49, 50]. Communication possibilities
between the system and its users are another factor influencing trust and reliance positively. For example,
explaining system errors helps to protect trust in AI [29]. This can be in the form of providing justifications
or apologies after a mistake occurred [30, 55]. Verbal explanations increase the willingness to follow AI advice
more compared to visual cues [91]. Generally, trust and reliance are higher for human-in-the-loop scenarios
compared to those where the user has little or no control The same accounts for human-in-the-loop setups
[1, 24, 35]. Furthermore, trust and reliance in AI are impacted differently based on the user and their skills and
traits: self-confidence in oneself affects appropriate trust in AI negatively [18], (domain) expertise leads users to
trust AI advice too little [61], and (political) conservatism is associated with low comfort in AI, and, hence, results
in lower levels of trust in AI systems [13]. Finally, trust and reliance on AI advice are impacted by the context of
a decision-making situation: certain emotional states mediate trust in AI [31], uncertainty and complexity hinder
trust in AI [26], and time pressure can lead to an inappropriate level of trust in AI [88].
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In conclusion, in many decision scenarios, people accepting AI advice has led to better outcomes [60, 61, 79].
Then again, rather than make people trust AI advice as much as possible, we should strive for appropriate levels
of trust: people should neither place too much trust in a sub-optimal AI system nor put too little trust in a
well-performing one.

2.1 Trust and Reliance Development Over Time
Although trust research regarding HAI gains recognition, it is often discussed without a longer-term or repeated-
scenario perspective [43, 90]. This is crucial though, given that it is likely that when people familiarize themselves
with and understand a system better, trust and reliance will likely alter from being fragile and unsteady to more
stable [67, 68]. Research offers no clear answers as to whether trust in AI decreases or increases over time and on
which conditions this depends. Yang et al. [95] found that self-reported trust increases with automation successes
but decreases even after AI failures. Similar studies from Chacon et al. [14], and Nourani et al. [72] show a sharp
decline in reliance after early AI errors, which was not recovering to the same levels when experiencing good AI
performance afterward. Nourani and colleagues and Desai et al. [25] assume a primary-recency effect: initial (and
late) interactions affect trust and reliance the most when measured after exposure to the system. At the same
time, some comparable studies show that trust grows over time: Chiou et al. [17] found that study participants
indicated trust in an intelligent (robotic) system as operators understand how to work with it throughout several
interactions successfully. Similarly, Manchon et al. [64] assessed trust in an automated driving system over time
(three assessments in four months) and found that trust increased over time for both trustful and distrustful
drivers. Manchon et al. posit that several positive interactions in the early phase of the study supported even
distrustful participants in gaining trust quickly. From this, we conclude that initial trust is crucial for more
extended interactions and efforts to motivate people to start using automated systems in the first place [19, 64].
Tolmeijer et al. [90] add that initial trust is important to accept better later mistakes, strengthening long-term
interactions. Yu et al. [97] studied trust dynamics based on different model accuracies. Participants solved a
binary quality control task (assessing whether drinking glasses were produced correctly or not). Their findings
suggest that trust trajectories differ based on accuracy levels: trust increased over time when model accuracy
was 80% or higher. However, it decreased with 70% accuracy. They also showed that AI failures at different time
stages during the interaction demonstrated different implications for the trust change: participants who had
time to become familiar with the system did not experience a decrease in trust after AI errors. Trust stabilized
at the end of each task block. Over time, study participants formed a stable mental model for themselves, also
described as the inertia of trust. Overall, they propose a phase model in which people learn to what extent a
system can be trusted (Phase 1), adjust this learned trust (Phase 2), and finally fine-tune it (Phase 3). Thus, people
learn step-by-step to rely on a system once they find it trustworthy enough [77].

Furthermore, we contend that it is important to build on existing trust studies such as that of Yu et al. [97] and
understand how people adopt AI advice during an interaction for a longer period of time or for repeated tasks.
So far, empirical work of the latter is limited. Falcone & Castelfranchi’s theoretical model [32] challenged the
basic notion that positive AI advice will always lead to an increase in trust and argued to consider the cognitive
process of people updating their beliefs. Accordingly, Yang et al. [95] found that people adjusted trust based on
their moment-to-moment interaction with an automated system, which increased with successful advice and
decreased after system failures. Hafizoglu & Sen [41] measured human-virtual agent collaboration based on a
repeated trust game (five tasks, where trust was measured three times with a three-item scale) and found that
positive past experiences affected future ones but also that previous experiences were able to overwrite initial
trust levels.

In summary, earlier research on trust development in AI suggests that the initial phase of HAI significantly
determines how trust in a system develops and that trust stabilizes after people become familiar with AI [17, 97].
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Moreover, positive AI impressions strengthen trust, but negative AI impressions result in loss of trust, which
can be challenging to restore [25, 90]. We argue for examining HAI’s longer or repeated interaction sequences
in more detail to see how individual interactions affect trust over time. Thus, we follow up on the cited work
by measuring both trust and reliance over the sequence of 20 tasks where study participants receive AI advice.
Different from Hafizoglu & Sen [41], our scenario aims to augment human decision-making and does not aim
for mutual collaboration between the two parties. Furthermore, we extend research on trust development by
considering people’s prior AI experiences during a sequential interaction and how they influence future beliefs
and behavior. Including the latter in our study, not only could we learn about the impact of different system
properties (explanations, accuracy) on trust and reliance, but we could also better control the potential influence
of prior decisions to trust and rely on AI advice.

2.2 Model Accuracy & Failure
In many (though not all) prediction tasks, AI tools can match or outperform their human counterparts [36, 40].
Model accuracy is an essential criterion for whether an AI tool is considered helpful and a prominent determinant
of trust [85]. Despite its capabilities, systems can fail at certain points, and people must remain alert to detect both
generally faulty systems and occasional wrong decisions from decent systems. Studies show that consistently
low accuracy is indeed observed and acted upon: Yin et al. [96] found that trust was significantly affected by the
actual level of accuracy of a system; in comparison, the effect of stated accuracy only has a negligible impact on
trust. Similarly, information on how reliable a model is increased trust and performance [33]. Moreover, trust
was (lastingly) damaged and recovered only slowly after experiencing errors in performance [27, 29, 65, 97]. Yu
et al. [97] manipulated model accuracy on four levels (70%, 80%, 90%, and 100%), giving false positive/negative
advice accordingly: trust decreased only in the 70% condition in comparison to the other tested accuracy levels.
In line, Papenmeier et al. [76] compared trust levels of participants that interacted with a high, medium, and low
(“antagonistic”) accuracy and found that participants showed adequate levels of trust.

To summarize, people can distinguish between good and poor AI advice based on its accuracy, which is a
crucial requirement for an appropriate level of AI reliance, as it is important that people only adopt advice from
models that are more accurate than they are themselves. We will apply different levels of accuracy to compare
how trust and reliance develop. Like Yu or Papenmeier, model accuracy is not explicitly stated and can only be
anticipated by the advice itself. Our goal is to study to what extent participants can distinguish between higher
and lower-performing models over time and, more so, to what extent this is reflected in the development of trust
and reliance levels over the 20-trial sequence.

2.3 Model Explanations
With increasing computing power, AI systems exhibit increasing levels of complexity and, consequently, system
opacity. Recognizing the imperative for transparency and the ability of people to comprehend AI and somehow
maintain control over it, there has been a growing emphasis on explaining AI output, which made the research
domain of explainable AI (XAI) a key one of current AI research. Studies such as those by Arrieta et al. [2], Lim
et al. [59] and Ribeiro et al. [80] show the central role of explanations in improving our understanding of AI
systems and how they work, a key prerequisite for the acceptance of AI advice.

Explanations assist in understanding the predictions of a model better. Those can take different forms; for
example, a prediction can be accompanied by a text-based how, when, why (not) explanation [47], they can be
supported by visuals [20, 45], (counterfactual) examples [39] or numerical values (e.g., confidence levels) [98].
Furthermore, they can be designed as interventions (warnings, nudges) or post-decision arguments (apologies,
promises, justifications) [9, 10, 29, 30, 50, 53, 73, 84, 91]. Explanations (in comparison to no explanations) have
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also been shown to impact trust (over time) positively [43, 69]. For example, Lim and Dey [58] found that
understanding and trust in a system are highest with model explanations.

Although most studies found positive effects of AI explanations on trust and reliance, some studies observed
feelings of manipulation by AI [10] or overconfidence in AI [93]. Papenmeier et al. [75, 76] find evidence that
not all explanations are helpful, and some might even be harmful: they discovered that adding nonsensical or
random explanations hurt trust (as one would hope). Furthermore, they find that explanations do not improve
trust when people interact with a sufficiently accurate system; they argue that the type of explanations that were
used, highlighting words in a text document, did not improve decision-making as it did not add any value for
participants because these explanations were of statistical rather than causal nature, which only partially supports
human understanding. Finally, Nourani et al. [71] tested whether trust differs for meaningful versus meaningless
explanations. They defined meaningfulness as the level to which explanations were perceived as meaningful
in the human context. Their results show that participants significantly underestimated model accuracy when
providing weak (less human-meaningful) explanations, as they did not understand the results. The study, which
was conducted with non-expert participants, claims the need for “human-interpretable” explanations. Those
findings are somehow supported by Tocchetti and Brambilla [89] who argue that AI explanations must be
more approachable for humans and propose ways to improve understandability in their review. In conclusion,
we hypothesize that explanations offer added value if they align with human argumentations or are human-
interpretable. Thus, we assume that explanations that are expressed in a rather human-like and contextual way
could lead to increased trust and reliance on AI advice compared to abstract (keyword) explanations that offer
neither additional argumentation nor are rich in form or expressiveness.

2.4 People’s Perception & Traits
Factors that can furthermore impact trust and reliance on AI advice are user traits. For one, the level of (domain)
expertise and confidence of a person can interfere with correct trust assessments: previous work shows that lay
people over-rely on AI advice when experiencing correct outputs (especially at the beginning of an interaction),
whereas expert users rely on AI advice less, even after their own performance decreased along a task [61, 72]. We
account for domain expertise as a covariate in our analysis to see how legal expertise affects trust and reliance
on AI advice. Specifically, we assume that participants with a higher level of legal expertise have less trust in
AI advice and, therefore, rely on it to a lesser extent. Another trait that affects trust in AI is a person’s affinity
to engage with technology, which positively affects collaboration with AI systems [44, 70]. Affinity for (new)
technology precedes the notion that people can somehow create a better mental model of what systems can do:
by “opening” the black box, they are more willing to trust a well-performing system. We included affinity to
technology as another covariate based on our expectation that participants with a higher affinity for technology
show equivalently higher scores for trust and reliance on AI.

3 STUDY DESIGN & METHODOLOGY
We analyze the development of trust and reliance using a decision-making task based on real criminal law data,
for which participants are supported by AI advice. Our study follows a 2x2 between-subjects design. Participants
are randomly assigned to one of the four groups, in which we manipulate model accuracy (high vs. low) and
explanation type (human-like vs. abstract). They are asked to estimate jail time for 20 legal cases, for which they
receive support through numerical jail time estimates which are supported by textual explanations (see Figure 1).
All 20 criminal cases were selected from the Dutch database de Rechtspraak [23] so that all actual case verdicts (=
ground truth) were known.

This paper discusses and compares the findings of two studies that are both based on the legal decision-making
task as described above and further clarified in Figure 2. Study 1 is the “original” experiment [46]. Study 2 is
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a conceptual replication of our original experiment, which follows essentially the same study design but with
several improvements. For example, we tested slightly different accuracy levels (two levels) and excluded the
explanation type manipulation. Furthermore, we fully randomized the AI advice and extended the post-trial trust
measurement. We describe all changes in detail in Chapter 5.1. Although our two studies are almost identical,
we mention for clarification that Chapters 3 and 4 will be concerned with Study 1, and the replication study
(Study 2) separately in Chapter 5.

3.1 Target Variables
We define trust based on two dimensions: trust beliefs and trust behavior. Although it is known that trust beliefs
and trust behaviors correlate [56], they are not identical. We also consider the possibility that trust beliefs
influence reliance behavior and vice versa: for example, we argue that positive interactions can reinforce future
willingness to follow AI advice. To what extent do trust and reliance influence each other? This will be part of
our analyses.

3.1.1 Trust (beliefs / cognitive trust). We measure trust beliefs by asking participants to indicate their level of
trust repeatedly after each legal case, which we denote as trust in our study. Subjective measures are used to
capture inherently subjective trust data, reflecting an individual’s perspective [81]. These psychological constructs
are usually measured with survey scales. We do this with a single-question item asking participants to indicate
their momentary level of trust in the AI system (1 = no trust at all, 10 = full trust). By using a simple measurement
to capture trust development over time, we avoid overburdening participants with too many questions, similar to
the study setup from Yu et. al. [97].

3.1.2 Reliance (behavioral trust). We measure behavioral trust as the willingness of participants to rely on AI
advice, which we denote as reliance in our study. We, therefore, quantify the extent to which participants comply
with the AI advice. We measure the willingness to comply with AI advice based on the concept of Weight on
Advice (WoA), which is calculated by weighing two consecutive estimations of the participant, their first estimate
before seeing the AI advice and the second estimate after seeing the AI estimate [87]. In theory, the continuous
outcome ranges from 0 (= people completely ignore the AI estimate and stay with their own estimate) to 1 (=
people completely rely on the AI advice and adopt it as their own estimate). In practice, these given margins are
often exceeded as people compensate for AI advice by overshooting or undershooting the AI estimate to adjust
their own decisions. Applying this measurement, we follow other studies in the trust in AI literature [8, 61].

Weight on Advice =
Second Estimate − First Estimate

AI Advice − First Estimate

Scharowski et al. [81] point out that one reason the overall results of the AI literature on trust are inconclusive
is that there are no standardized measures, partly because definitions of trust are ambiguous. We also see that
most studies focus on either trust beliefs or trust behavior. Expecting to capture a potential causal relationship
(correlations or interactions) between trust and reliance, we include both. Measuring reliance may come with the
advantage of quantifying trust somewhat objectively. Yet, a potential pitfall could be that not being close to the
AI estimate does not necessarily mean that people do not rely on it. Still, it could also mean that participants are
confident in solving a task independently. If the user’s initial estimate and the AI estimate are close from the
beginning, the deviation is naturally small. Measuring trust as a self-reported dimension can help capture an
immediate psychological response based on direct experiences with AI. We assume that trust beliefs stabilize over
the course of time when participants have sufficient time to determine to what extent they can rely on its output.
However, trust may also be influenced by a personal inclination that would not reflect the attitude towards the
AI advice per se but may indicate a person’s trust attitude in general.
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3.2 Predictor Variables & Study Manipulations
3.2.1 Model Accuracy. The first main predictor variable in our study is model accuracy. It is executed as a
two-factor variable with high and low model accuracy. We define accuracy as the extent to which the AI advice
deviates away from the correct jail time (= ground truth). As we wanted the deviation error to occur as naturally
as possible, we calculated the AI estimates by adding a normal-distributed error around the actual jail time: the
high-accuracy model deviated +/- 10% (95% interval) from the correct jail time, and the low accuracy model
deviated +/- 50% (95% interval). All estimates were weighed against each other to avoid systematic bias, such
that AI estimates were either higher or lower than actual jail time. Overall, we wanted participants to perceive
the accurate model as more competent than the inaccurate model and, therefore, follow the former one more:
even though we did not state model accuracy or resolve the correct results of participant versus AI per case,
participants were able to compare their own decisions to the AI advice and would experience how accurate the AI
was over the sequence of 20 trial rounds. Comparing the AI estimates of both models, the high-accuracy model is
substantially more accurate with a mean absolute difference of 3.2 months (an average 10.1% deviation from the
correct jail time) versus the low-accuracy model with a mean absolute difference of 16.5 months (an average
46.2% deviation from the correct jail time). Still, there were a few cases where the low-accuracy model performed
equally well or even better than the high-accuracy model (see Table 1) due to chance. Unlike Yu et al. [97], we
applied (close-to-)continuous measurements, represented by AI estimates of jail time in months, instead of a
binary choice task and only manipulated two different accuracy levels. All estimates were pre-calculated and
coded to be the same for all participants (Table 1).

In our regression models, we refer to our accuracy manipulation with the nameHighAccuracy using indicator
coding, where value 1 represents the high accuracy and 0 represents the low accuracy condition.

3.2.2 Model Explanations. The second main predictor in our study is the explanation type. It is executed as a
two-factor variable, human-like and abstract explanations. Our experimental setup was inspired by important
work in the field of XAI, such as Ribeiro et al. [80], who propose LIME as an explanation technique. Similar to
the latter, where AI predictions are based on textual information that supports an AI decision, we prepared the
explanations for each legal case by identifying a set of case-specific keywords. To do this, we read the original
cases, on the basis of which we created a shorter version for each criminal law case. Next, we picked keywords
that best represented the cases. The selection of case-specific keywords was then applied to two different types
of explanations: human-like explanations were constructed as complete sentences with contextual arguments
intended to evoke a sense of human-like intelligence. For the second explanation type, abstract explanations, we
used identical keywords but presented them as a simple series of words. The design of our explanations could
be compared to highlighting specific keywords in a text, similar to the approach of Ribeiro et al. [80]. Figure 1
demonstrates our two explanation types based on an exemplary legal case.

Following the AI design proposals of Knijenburg and Willemsen [51] and Nourani et al. [71], we argue that
displaying full-sentenced explanations elicits comprehensibility and allows the feeling of interacting with a
rather intelligent, human-like system. Following this line of thought, we highlighted the different (explanation)
capabilities by introducing the two systems to the study participants with different system names (human-like:
AI legal case analysis system, abstract: jail time calculator program) and providing details to the inner workings of
each. As described above, the explanations and supporting cues could lead people to perceive the human-like
system as more capable and potentially reliable, thus enhancing trust and reliance on its recommendations.

In our regression models, we refer to our explanation type manipulation with the label HumanExplanation
using an indicator coding, where the value 1 represents the human-like explanation type and 0 the abstract
explanation type.
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3.2.3 Lagged Trust & Reliance. In addition to our main predictor variables, we want to explore the impact of
prior trust and reliance experiences that participants gain during our 20-trial sequence on trust and reliance for
subsequent trial rounds. We define two separate sets of lagged predictor variables and include them as covariates
in our analysis. The first variable set is defined as the effect of immediate prior trust and reliance interactions on
a subsequent trial round. As an example, we assume a potential effect of trust and reliance from trial round 3
onto trust and reliance evaluation in trial round 4. The second variable set is as the effect of aggregate prior trust
and reliance on a subsequent trial round. Different from the immediate interactions, we accumulate the trust and
reliance experience of all past trial rounds up to the subsequent trial round. For example, we assume that the
accumulated trust and reliance experiences from trial rounds 1 up to 12 may affect how participants assess the AI
advice in trial round 13. We include the two lagged variables, assuming they may help us better explain trust
and reliance, based on the assumption that model accuracy and explanation type alone may not fully explain
potential effects.

In our regression models, we refer to our lagged variables with the names ImmediatePriorReliance, Imme-
diatePriorTrust, AggregatePriorReliance and AggregatePriorTrust.

3.2.4 Person-specific Traits. Finally, we measure several person-specific covariates and their influence on our
target variables. We ask participants to indicate their level of legal expertise (10-point Likert scale: 1 = no expertise
at all; 10 = very high). Logg et al. [61] showed that expertise could lead people to over-trust their own skills
and, therefore, to mistrust or ignore an intelligent system’s recommendations. Following the assumption that
personality traits affect reliance or trust, c.f. [83], we propose to measure whether prosocialness influences trust
in AI. We apply the Prosocial Behavioral Intentions Scale [5] (U = .81). Participants rate their willingness to get
involved in social situations on a 7-point Likert scale (1 = I would definitely not do this; 7 = I would definitely
do this). Finally, we ask study participants to indicate their affinity for technology, using the 4-item Affinity for
Technology Interaction Short Scale (ATI-S, U = .87) from Wessel et al. [94]. Participants indicate to what extent
they agree with the four statements on a 6-point Likert scale (1 = completely disagree; 6 = completely agree).

In our regression models, we refer to our person-specific variables as LegalExpertise, Age, TechAffinity.
For the gender of our participants, we use the indicator variable name Female (female participants are described
with a value of 1 and males with a value of 0).

3.3 Procedure
At the beginning of the experiment, participants were randomly allocated to one of the four groups. After being
introduced to the terms of the experiment and accepting the consent form, participants were introduced to the
support system, which was either the system with human-like explanations, called AI Legal Case Analysis System,
or the system with simple explanations, called Basic Jail Time Calculator program. To support active engagement
with the system, we asked participants to confirm that they had read the introduction carefully by ticking the
corresponding box. In the second introduction part, participants learned about the task procedure (Figure 2):
Participants read the case and indicated their initial jail time estimate (1). After seeing the system calculate a
result (interactive visual element) (2), they were automatically directed to the AI output, the numeric estimate,
and the explanation (3). Participants then adjusted or confirmed their second estimate (4). They learned about
the correct verdict of the case (5) and finally indicated their momentary trust in the AI system with a slider
going from 1 = no trust at all to 10 = full trust (6). The task procedure was repeated for 20 legal cases. To avoid
order effects, cases were presented in random order. The last part of the study covered the following topics as
a questionnaire: perceived level of intelligence of the AI system, perceived level of accuracy of the AI system,
participant’s relationship towards technological systems (affinity to technology), their willingness to participate
in social situations (prosocialness), their level of legal expertise, and their demographics (age, biological sex).
The study closed with the debriefing and the remuneration of participants. Participants took approximately 20
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Legal Case Actual Jail Time AI Estimate (High) AI Estimate (Low)

1. Street Stabbing 24 21 10
2. Partner Murder 96 102 24
3. Possession Illegal Fireworks 6 7 1
4. Cocaine Import 10 10 13
5. Theft Retirement Home 6 5 8
6. Money Laundering, Drug Possession 30 32 17
7. Online Scam 4 5 4
8. Violence Against Police 12 12 12
9. Attempted Family Murder 72 81 30
10. Child Death 36 43 56
11. Theft, Assault, Drug Possession 6 5 11
12. Attempted Murder 48 52 85
13. Home Burglary 7 7 10
14. Attempted Murder, arson 84 75 17
15. Premeditated Murder 120 134 126
16. Fraud 12 12 12
17. Weapon Possession 12 13 23
18. Physical Partner Abuse 5 4 3
19. Gun Possession, Money Laundering 30 28 22
20. Weapon Possession, Drug Possession 48 50 29

Table 1. Overview of the criminal law cases used in the experiment. “Actual Jail Time” and (high/low) “AI Estimate” are
given in months. Based on the actual jail time (= ground truth), AI estimates were HIGH in accuracy (+/- 10 percent margin
from ground truth) or LOW in accuracy (+/- 50 percent margin from ground truth). Estimates were hard-coded before the
experiments, and every participant received the same estimates depending on the experimental condition.

minutes to finish. We used identical AI estimates for all participants: depending on the factors (accuracy, type of
explanation) in the four conditions, all estimates and explanations were pre-formulated and pre-calculated (see
Table 1) without using an actual AI system. Even though this was part of the study’s cover story, the intelligent
systems were purely fictitious and did not perform any actual calculations.

3.4 Participants
We approximate our sample size with an a priori power analysis (ANOVA fixed effects, main effects, and
interactions, effect size f = 0.25, U error = 0.05, power = 0.9) based on our manipulation factors (model accuracy:
two levels; model explanations: two levels). This resulted in a total sample size of N=171 participants [34], which
can be interpreted as an approximation of the necessary sample size under the assumption that there is a low
correlation between the repeated measurements. We base our calculation on similar studies [75, 76, 90, 97]
with repeated trials with medium effect sizes (0.25) and comparable sample sizes. We recruited participants via
the Prolific research platform [78] based on participants’ age (18 years and older) and current location (UK).
Additionally, we selected participants with expertise in the field of law to increase the variance of domain expertise
for our sample. Unfortunately, this minimized the available sample to <500 eligible participants, which led us to
recruit only half of our needed participants based on the selection criteria (84 of 171 participants). We recruited
the remaining 87 participants without the criteria of a (professional) background in the legal sector. In addition to
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Fig. 1. Exemplary legal case: Descriptive text (black) with the human-like (red) and abstract (blue) explanations which are
shown in step two of each procedure

our required sample, we recruited N=10 additional participants to pilot our study. Each participant received, on
average, £5.87 as compensation. Both the pre-test and study were conducted between May 24 and June 1, 2022.

N=204 participants registered for the study from which N=171 participants (84%) fully completed it. N=23
participants were excluded because of age restrictions (younger than 18 years), not finishing the full study,
or showing straight-liner answer behavior for several question inventories. We also excluded the pilot study
participants from our final data set. 71% of participants were female, they were 36.6 years old on average (Min:
19, Max: 69, SD: 12.33), their mean legal expertise score was 4.2 (Min: 1, Max: 10, SD: 2.51), their mean prosocial
level was 6.0 (Min: 2, Max: 7, SD: 0.87), and their average tech affinity score was 3.7 (Min: 2, Max: 5, SD: 0.54).

3.5 Hypotheses
Our study aims to measure the development of trust and reliance based on four different study conditions. In line
with previous studies that tested the effect of model accuracy and model explanations, we expect that trust and
reliance will be higher in the high-accuracy (vs low-accuracy) conditions. We furthermore believe that trust and
reliance increase more (vs less) with human-like explanations. We, therefore, assume the following hypotheses,
which were pre-registered under the Open Science Framework 1.

• H1: Trust and Reliance are higher for high model accuracy than for low accuracy model.
• H2: Trust and Reliance increase more / decrease less over time with high model accuracy than with low

model accuracy (“high accuracy protects trust and reliance better”).
• H3: Trust and Reliance are higher with human-like explanations than abstract ones.

1https://osf.io/avux5/?view_only=69230d1656b14f8aaf9a6f34030bef7b
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Fig. 2. Study Procedure: After the introduction (consent form, introduction, training trial), participants solve a sequence of
20 legal tasks trials. Study participants finish the study with a set of post-trial questions and the study debrief before they
are guided back to Prolific for reimbursement. We note that the post-trial trust measurement differed for Study 1 (original),
where we used one question with a 10-point Likert scale, and Study 2 (replication), where we used three question items with
a 7-point Likert scale. Find more details regarding the different setups of both studies in Chapter 5.1.

• H4: Trust and Reliance increase more / decrease less over time with human-like explanations than with
abstract explanations (“human-like explanations protect trust and reliance better”).

In addition to our pre-registered hypotheses, we explore the relation of the covariates of legal expertise, tech
affinity, age, and gender on trust and reliance.

In addition, we are interested in the potential correlations between our target variables, trust and reliance. Not
many experiments in HAI apply different trust and reliance measurements in one experiment, so our analyses
could add valuable insights into how beliefs and behaviors affect each other.

Finally, we analyze whether people’s trust and reliance assessments are influenced by prior interactions with
AI advice. As far as we know, these additional analyses on the effect of prior trials on subsequent ones have not
yet been applied in a context such as ours. Our analyses are exploratory in nature and we have not pre-registered
any hypotheses.

4 RESULTS

4.1 Statistical Analysis
Our data consists of multiple measurements per participant, making it likely that standard multiple regression
models are not appropriate. To take this “clustered” or “nested” (cases nested within participants) structure into
account, we use multi-level regression. In this standard approach for data with a nested structure, we account for
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participant heterogeneity by including a random intercept. Alternative names for essentially the same procedure
are “repeated measures ancova” or “mixed models”. We distinguish between models with either trust or reliance
as the target variable and between models for (Study 1) and (Study 2). We discuss the effect of model accuracy
and explanation type on trust and reliance based on several multi-level regression models for all four of these
options. We start with a baseline model with just the model accuracy, the explanation type, and the trial (round) as
predictors. We then extend these models with additional covariates, such as interactions between the trial (round)
and the conditions, some participant characteristics, and assessments in earlier rounds. We use this approach
to be able to assess the extent to which the estimated coefficients of our main predictors (model accuracy and
explanation type) are sensitive to the kind and number of other predictors included in the model. The analysis for
the original study (Study 1) can be found in Tables 3 and 4.

From the initial 3,420 data points for our target variable Reliance (calculated based on Weight on Advice, see
Chapter 3.1), we excluded 253 observations where participants’ initial estimate was identical to the AI estimate (in
which case there is nothing to infer about the extent to which AD advice was followed). We excluded 513 further
observations due to our defined Weight-of-Advice (WoA) margins of 0 and 1, which is the usual proportion choice
in most WoA application studies [3]. Our final set of observations for reliance was 2,654 decisions. For our target
variable Trust, which was defined by a single-item question at the end of every legal case trial, we derived 2,907
decisions (after 513 observations were excluded in line with our WoA procedure).

As our main predictor variables, we included explanation type, referred to as HumanExplanation2, and
model accuracy, referred to as HighAccuracy3. We included the variable Trial which defines the sequence
of 20 legal case trials and allows us to measure trust and reliance over time. We furthermore included the
interaction variables HumanExplanation*HighAccuracy, Trial*HighAccuracy and Trial*HumanExplana-
tion. Furthermore, we included the following covariates in our models: Age, Gender, referred to as Female4,
TechAffinity and LegalExpertise. Finally, we included two lagged variables to test the effect of participants’
prior trust and reliance experiences of (a) trial round(s) on a subsequent trial round. ImmediatePriorReliance
and ImmediatePriorTrust indicate any effect of trust and reliance of the prior trial round on a subsequent trial
round (for example, the influence of trust and reliance experiences of trial round 2 on trial round 3). Moreover,
we included two predictor variables to account for aggregate prior experiences concerning trust and reliance,
which we refer to as AggregatePriorReliance and AggregatePriorTrust. These measure the accumulated trust
and reliance experience up to the point of the subsequent trial. For example, the influence of trust and reliance
experiences of trials 1 to 19 on trial round 20.

4.2 People perceive the AI model differently concerning intelligence & accuracy
To see whether our experimental conditions affected participants, we asked participants to rate the AI system
on system intelligence (assuming that participants would rate the AI model giving human-like explanations
higher) and model accuracy on a 10-point Likert scale. We performed a two-sided t-test (equal variance) for both
questions. Participants perceived the model with human-like explanations (M = 6.39, SD = 2.45) as significantly
more intelligent than the model with abstract explanations (M = 5.64, SD = 2.35), t (169) = ‒2.0, p < 0.04. Participants
also perceived the high-accuracy model (M = 7.39, SD = 1.67) to be significantly more accurate than the low-
accuracy model (M =4.28, SD = 1.84), t (169) = ‒11.55, p < 0.001. These significant results suggest that the study
manipulations worked.

2Explanation Type is indicator-coded: human-like explanations are coded as 1 and abstract explanation as 0.
3Model Accuracy is also indicator-coded: high accuracy is defined with value 1 and low accuracy with value 0
4Gender is indicator-coded: female participants are defined with value 1 and male participants with value 0
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Reliance: Trust:
High Accuracy Low Accuracy High Accuracy Low Accuracy

Human Explanations M = 0.61 (0.01) M = 0.31 (0.10) Human Explanations M = 6.80 (0.07) M = 4.13 (0.08)
Abstract Explanations M = 0.49 (0.49) M = 0.32 (0.10) Abstract Explanations M = 6.24 (0.10) M = 4.14 (0.08)

Table 2. Comparing mean levels of trust and reliance in the four experimental groups, based on the two conditions Model
Accuracy (High, Low) and Explanation Type (Human, Abstract). Standard Errors are given in round brackets (95% confidence
interval).

4.3 Trust and reliance are higher for high-accuracy models (H1, H2)
We compare the mean levels of trust and reliance (across trials) per experimental groups (see also Table 2).
Reliance shows higher levels of high accuracy across both explanation types (human-like: M = 0.61, abstract: M =
0.49) compared to low accuracy (human-like: M = 0.31, abstract: M = 0.32). The same can be observed with trust,
where mean levels are higher for high accuracy (human-like: M = 6.80, abstract: M = 6.24) than for low accuracy
(human-like: M = 4.13, abstract: M = 4.14). We test for the significance of these differences in the regression
models.

Models 1 ('2 = 0.12) and 4 ('2 = 0.20) (Table 3) show the main effects of model accuracy and explanation
type and models the effect of trust and reliance over time. Consistent with H1, we find that trust and reliance
are significantly higher with HighAccuracy. Across the conditions, reliance is stable over time (no effect of
Trial, V = –0.001, p = 0.230) but trust seems to develop over time (significant effect of Trial, V = 0.019, p = 0.001).
Model 2 ('2 = 0.13) and Model 5 ('2 = 0.21) allow us to see whether the effect of accuracy is different over trial
rounds by including the interaction of Trial*HighAccuracy. For reliance, we see that trial (baseline model is for
low accuracy) becomes negative (Model 2: V = – 0.004, p = 0.018) but the interaction of trial with high accuracy
is significantly positive (Model 2: V = 0.007, p < 0.001). This reflects the results in Figure 3 with a downward
slope for the low accuracy condition for reliance. Trust (Model 5) now shows that the original positive effect of
trial becomes almost zero. Still, the interaction Trial*HighAccuracy is positive (Model 5: V = 0.006, p < 0.001),
reflecting that trust increases over the trial sequence with high accuracy but not with low accuracy (Figure 3).
This supports H2 in that trust and reliance decrease less over time (trials) with high model accuracy compared to
when it is low.

4.4 Trust and reliance are not affected by different explanation types (H3, H4)
Next, we test whether trust and reliance are higher for human-like AI explanations than for abstract explanations
(H3), assuming that human-like explanations “protect” trust and reliance better over time (H4). We first compare
explanation types regarding their absolute trust and reliance levels. We find that both trust and reliance are not
significantly higher forHumanExplanation compared with abstract explanations as our regressions show (table
3). Further, we analyze the effect of explanations over trial, Trial*HumanExplanation: we find no significant
effect of explanation type over time on reliance (Model 2: interaction effect V = -0.001, p = 0.55) as well or trust
(Model 5: interaction effect V = -0.012, p = 0.28). Thus, we reject H3 and H4: human-like explanations do neither
affect trust nor reliance differently than abstract explanations. They are furthermore not effectively protecting
trust or reliance better over time.

4.5 Human-like explanations elevate reliance for high-accuracy models
As an additional exploration, we test for potential interaction effects of model accuracy and explanation type.
Comparing the high-accuracy lines in Figure 3, we find that trust and reliance are higher for human-like
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Fig. 3. Development of trust and reliance per condition over the sequence of 20 trial rounds. The dotted lines represent the
mean trust and reliance levels, and the solid line represents a fitted line.

explanations. Model 2 shows a significant interaction for reliance for HumanExplanation*HighAccuracy
(Model 2: V = 0.123, p = 0.03), however, this effect is not seen for trust (Model 5: V = 0.54, p = 0.27). The stronger
effect of reliance (in comparison to trust) is also visible in Figure 3. We summarize that reliance is significantly
different for highly accurate models with human-like explanations: in contrast to abstract keyword explanations,
human-like explanations elevate people’s willingness to adapt their advice towards the AI advice.

4.6 Trust and reliance only correlate to a limited extent
We repeatedly measured trust beliefs and reliance behavior for a sequence of 20 legal cases. Running the empty
regression models for our two target variables to learn about the proportion of variance, we discover that trust
can be attributed to interpersonal differences of participants (d = 0.55), whereas for reliance, this level is lower,
and we can assume a stronger influence of the study task (d = 0.32). A difference in both measurements also shows
Figure 3 as trust and reliance trajectories progress differently. Furthermore, we find that trust is significantly
different for model accuracy whereas reliance only shows borderline significant effects. A similar discrepancy but
in the opposite direction shows the interaction effects of model accuracy and explanation types (H4). In addition,
a Pearson’s correlation was run to assess the relationship between both measurements. We find a significant
moderate correlation between trust and reliance, r(3130) = 0.305, p < 0.001.

4.7 Reliance is influenced by age but not by gender, tech affinity, or legal expertise
In addition to our main predictor variables, we included several covariates in Model 3 ('2 = 0.14) and Model 6 ('2

= 0.21). Previous work shows that domain expertise influences trust in AI advice negatively [61] whereas tech
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affinity promoted it [74]. We do not find significant effects on LegalExpertise for either target variables (Model
3: V = –0.008, p = 0.188; Model 6: V = 0.047, p = 0.35) nor for TechAffinity (Model 3: V = –0.011, p = 0.465; Model
6: V = –0.027, p = 0.349). Finally, trust and reliance are neither significantly different for Female participants
(Model 3: V = - 0.049, p = 0.129; Model 6: V = - 0.123, p = 0.661). However, we find that Age significantly affects
reliance negatively (Model 3: V = ‒0.004, p = 0.002), but trust was not affected (Model 6: V = 0.009, p = 0.38). Our
finding falls in line with earlier work. For example, Knowles & Hanson [52] found that AI aversion increases with
age: as people become older, they grow more resistant or feel to lack sufficient control over technology and, thus,
trust technology less. Still, previous research found non-significant covariate effects on trust and reliance [76].

4.8 Prior interactions with AI advice explains subsequent trust and reliance
To explore whether repeated interactions over time impact trust and reliance on AI, we measure whether
the interaction in a prior trial round impacts trust and reliance in a subsequent trial round along our 20-trial
sequence. We analyze the effect of participants’ aggregate prior trust and reliance experience on trust and
reliance evaluations of a subsequent trial round with Model 7 ('2 = 0.25) and Model 10 ('2 = 0.45), see Table
4. AggregatePriorReliance significantly affects reliance for a subsequent trial round (Model 7: V = 0.18, p <
0.001). The same effect is found for AggregatePriorTrust (Model 10: V = 0.72, p < 0.001). We summarize that
aggregate prior trust and reliance experiences can indeed explain (future) reliance in addition to observing system
properties, such as model accuracy.

Second, we test whether participants’ immediate prior trust and reliance experience affects trust and reliance
in a subsequent trial round with Model 8 ('2 = 0.21) and Model 11 ('2 = 0.43), see Table 4. We find that the
ImmediatePriorReliance behavior significantly affects reliance in a subsequent trial round (Model 8: V = .29, p
<0.001). The same effect is found for ImmediatePriorTrust beliefs on subsequent trust (Model 11: V = .52, p <
0.001). Comparing the results of immediate prior experiences with the aggregate prior experiences for trust and
reliance, we conclude that both can explain trust and reliance. Still, the aggregate prior variables have a slightly
stronger effect, more for reliance, V (aggregate) = 0.629, V (immediate) = 0.244, than for trust, V (aggregate) =
0.724, V (immediate) = 0.517.

Finally, we test for potential associations of the immediate prior experience variables of trust and reliance:
trust beliefs could be affected by prior reliance behavior and reliance could be affected by prior trust beliefs.
Our results are shown in Model 9 ('2 = 0.23) and Model 12 ('2 = 0.43), see Table 4. We find that reliance is
significantly affected by both ImmediatePriorReliance behavior (Model 9: V = 0.26, p < 0.001) as well as by
ImmediatePriorTrust beliefs (Model 9: V = 0.02, p < 0,001). Furthermore, we find that trust is significantly
affected by immediate prior trust (Model 12: V = 0.53, p < 0,001) but immediate prior reliance does not affect trust
(Model 12: V = 0.003, p = 0.976).

Summarizing our analysis on the impact of prior trust and reliance experiences, we note that controlling
for previous trial interactions strengthens our findings: accounting for time-sensitive variables refines our
understanding of the effect on trust and reliance. Not all of the effects of trust and reliance are attributable to
model accuracy but to how people observe and learn to follow AI advice. We find that prior interactions over the
course of our experiment affect trust and reliance and explain the development of trust and reliance. Those results
refine our earlier findings: we uncover that not only does model accuracy impact trust and reliance positively but
that people built the latter step-by-step by “reflecting” on prior interactions. As hypothesized, we also find that
immediate prior reliance behavior affects trust beliefs significantly, or, in other words, action follows thoughts.
However, we do not find the vice-versa effect of prior immediate reliance affecting trust.
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Model: Model 1 Model 2 Model 3

Target Variable: Reliance Reliance Reliance

Predictor Variables:
HumanExplanation 0.048 (0.030) – 0.001 (0.049) – 0.070 (0.490)
HighAccuracy 0.257 (0.030) *** 0.095 (0.052) 0.096 (0.051)
Trial – 0.001 (0.001) – 0.004 (0.002) * – 0.005 (0.002) *
HumanExpl * HighAcc 0.129 (0.060) * 0.123 (0.059) *
Trial * HighAcc 0.008 (0.002) *** 0.008 (0.002) ***
Trial * HumanExpl – 0.001 (0002) – 0.001 (0002)
Age – 0.040 (0.001) **
Female – 0.049 (0.032)
TechAffinity – 0.011 (0.015)
LegalExpertise – 0.008 (0.006)

Model R-Square: 0.12 0.13 0.14

Model: Model 4 Model 5 Model 6

Target Variable: Trust Trust Trust

Predictor Variables:
HumanExplanation 0.195 (0.251) 0.060 (0.380) 0.092 (0.383)
HighAccuracy 2.259 (0.248) *** 1.294 (0.402) *** 1.313 (0.406) ***
Trial 0.019 (0.006) ** – 0.003 (0.010) – 0.003 (0.010)
HumanExpl * HighAcc 0.551 (0.504) 0.541 (0.514)
Trial * HighAcc 0.057 (0.011) *** 0.057 (0.011) ***
Trial * HumanExpl – 0.012 (0.011) – 0.012 (0.011)
Age 0.009 (0.011)
Female – 0.123 (0.280)
TechAffinity – 0.027 (0.134)
LegalExpertise 0.047 (0.050)

Model R-Square: 0.20 0.21 0.21

*p <0.05, **p <0.01, ***p <0.001
Table 3. Nested regression models of Study 1 for the two target variables reliance, measured as weight on advice (Models
1,2,3), and trust, measured with one question item post-trial (Models 4,5,6). The table shows the coefficients (marked with
asterisks depending on the significance level). The standard error is given in round brackets.

5 REPLICATION STUDY (STUDY 2)
In addition to our original study (Study 1) discussed in Chapter 4, we further share the results of a conceptual
replication study (Study 2), which was set up almost identical in comparison to the original study, with several
improvements of the design based on considerations after the initial study. Our aim is to confirm findings from
our original study and thus strengthen the credibility of our results.

ACM Trans. Interact. Intell. Syst.

 



18 • Kahr et al.

Model: Model 7 Model 8 Model 9

Target Variable: Reliance Reliance Reliance

Predictor Variables:
HumanExplanation – 0.033 (0.039) – 0.064 (0.039) 0.066 (0.038)
HighAccuracy 0.180 (0.040) *** 0.150 (0.039) *** 0.123 (0.039) *
HumanExpl * HighAcc 0.090 (0.035) * 0.109 (0.030) *** 0.100 (0.030) *
Trial – 0.002 (0.002) – 0.002 (0.002) – 0.002 (0.002)
Trial * HighAcc – 0.003 (0.003) – 0.001 (0.003) – 0.020 (0.003)
Trial * HumanExpl 0.001 (0.002) 0.003 (0.003) 0.003 (0.030)
AggregatePriorReliance 0.629 (0.050) ***
AggregatePriorTrust
ImmediatePriorReliance 0.244 (0.020) *** 0.264 (0.200) ***
ImmediatePriorTrust 0.022 (0.003) ***

Model R-Square: 0.25 0.21 0.23

Model: Model 10 Model 11 Model 12

Target Variable: Trust Trust Trust

Predictor Variables:
HumanExplanation 0.080 (0.223) – 0.041 (0.203) 0.032 (0.210)
HighAccuracy 1.174 (0.230) *** 0.848 (0.207) *** 0.890 (0.214) ***
HumanExpl * HighAcc 0.247 (0.223) 0.253 (0.154) 0.240 (0.161)
Trial – 0.040 (0.011) ** – 0.004 (0.012) 0.001 (0.013)
Trial * HighAcc 0.001 (0.013) 0.015 (0.014) 0.010 (0.015)
Trial * HumanExpl – 0.120 (0.012) 0.001 (0.014) – 0.006 (0.015)
AggregatePriorReliance
AggregatePriorTrust 0.724 (0.035) ***
ImmediatePriorReliance 0.003 (0.109)
ImmediatePriorTrust 0.517 (0.016) *** 0.530 (0.017) ***

Model R-Square: 0.45 0.43 0.43

*p <0.05, **p <0.01, ***p <0.001
Table 4. Regression models for the two target variables reliance, measured as weight on advice (Models 7,8,9), and trust,
measured as self-reported answers post-trial (Models 10,11,12). The models include the time-sensitive predictor variables
“aggregate prior” trust and reliance and “immediate prior” trust and reliance. The table shows the coefficients (marked with
asterisks depending on the significance level). The standard error is given in round brackets.

5.1 Study Design & Methodology
5.1.1 Predictor Variables & Study Manipulations. Different than in Study 1, we focused solely on testing model
accuracy and its effect on trust and reliance (over time) and, therefore, removed the explanation type manipula-
tion from the study design. However, model accuracy was tested very similarly to study 1 as a two-factorial
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manipulation: high model accuracy was defined as a model with estimates that deviated away from the correct
jail time (ground truth) maximum +/- 15%, whereas low model accuracy was defined as a model which estimates
deviated away from the correct jail time maximum +/- 30%. The reason for testing high versus medium accuracy
was to learn whether the effect of accuracy would still remain by comparing models with a more subtle difference
in accuracy. In line with Yu et al. [97], we would still expect trust and reliance to increase for high accuracy but
not for medium accuracy. Different from the setup in Study 1, all estimates were calculated randomly for all
cases and participants within the respective accuracy margins, which limited the potential confounding effects of
pre-coded AI estimates. Identical to Study 1, we measured trust and reliance. However, we measured trust more
robustly with three question items after each trial (in comparison to one item in the original study): the question
items were inspired by a trust scale from Madsen / Madsen & Gregory’s [62, 63] Faith sub-scale; participants had
to indicate to what extent they (1) have faith in the AI advice, (2) believed the AI advice more than themselves,
and (3) how confident they were that the AI provided the best solution (7-point Likert scale: 1 = not at all, 7 =
completely). A scale analysis showed excellent levels of internal consistency (U = .95). Again different from the
original study, we measured trust once more after completing all legal cases with a post-trial trust scale consisting
of three question items inspired by the Perceived Reliability and Perceived Technical Competence sub-scales, again
from Madsen / Madsen & Gregor [62, 63]. We asked participants to what extent they agreed that (1) the AI
seemed trustworthy to them, (2) the AI performance was consistent over all trials, and (3) the AI advice was just
as good as that of a highly competent human (7-point Likert scale: 1 = fully disagree, 7 = fully agree). A scale
analysis showed good levels of internal consistency (U = 0.82). Study 1 and 2 included the same covariates: age,
gender, legal expertise, and technological affinity. In addition to these, we included the covariates religiousness,
conscientiousness, and socio-economic question items in our post-experimental questionnaire. We did not include
any of these covariates in the final analysis as they showed non-significant effects in the initial inspection (similar
to our findings in the original study).

5.1.2 Procedure. Study 1 and 2 were identical in the procedure of the study task except for twominor adaptations.
First, we omitted the interactive visual calculating element (waiting cursor) between participants’ initial estimate
and seeing the AI estimate (see Figure 2). Furthermore, we resolved each legal case in more detail (Step 5):
participants learned about the correct jail time and were reminded of their second (final) estimate and the AI’s
estimate. As the two studies were based on identical tasks, we again retrieved 20 criminal law cases from the
Dutch database De Rechtspraak [23]. However, we chose 20 new cases for the replication study. In comparison
to Study 1, we selected cases that, in total, offered a rather homogeneous jail time between 4 and 30 months
(whereas the original study selected cases with jail time between 4 and 120 months).

5.1.3 Participants. For our analysis of Study 2, we approximate the sample size with an a priori power analysis
(ANOVA fixed effects, main effects, and interactions; effect size f = 0.25, U error = 0.05, power = 0.9, two groups)
based on our manipulation factor model accuracy (two levels), which resulted in N=171 required participants. The
sample size can be interpreted as an approximation of the necessary sample size under the assumption that there
is a low correlation between the repeated measures. We base our calculation on similar studies [75, 76, 90, 97]
with repeated trials with medium effect sizes (0.25) and comparable sample sizes. As the study was intended
to test additional assumptions outside of this paper’s scope, we extended the sample size and recruited N=211
participants via Prolific [78]. In addition, we recruited N=10 participants for a pilot study. We selected participants
by age (>18 years), residency (UK), and Prolific approval rate (>95%) and excluded participants who participated
in similar experiments (among others, participants from the original study). The study was conducted in May
2023. Participants were compensated with £12.52 per hour. They finished the experiment in 21 minutes (median
time).
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5.1.4 Statistical Analysis. One reason to run a replication study was to support the validity of our results from
original study 1. As the design of both studies is almost identical (for more details, see Chapter 5.1), we also
approach the analysis of our replication study the same way. The main difference is that the replication study
does not include the explanation type manipulation and disregards the analysis of most of the covariates done in
study 1, for example, gender, age, legal expertise, tech affinity5. To summarize, we discuss the effect of model
accuracy on trust and reliance based on several multi-level regression models (repeated trials nested within
participants). The regression models of the replication study are labeled with the letter R as the suffix, for example,
Model 7R. All models can be found in Table 5.

5.2 Results
From N=211 participants (including pilot study participants), we analyzed data from N=200 participants. We
excluded one participant due to incomplete data and the 10 participants from the pilot testing. On average,
participants were 40.1 years old (Min: 18, Max: 79, SD = 13.43), 61% identified as female (37% as male, 1% as
non-binary, and 1% preferred not to indicate any gender). On average, participants indicated a somewhat lower
level of legal expertise of M= 3.67 (Min: 1, Max: 10, SD = 2.35) than in Study 1 and a medium level of tech affinity
of M= 2.63 (Min: 1, Max: 5, SD = 0.97). Preparing our data for the analysis of our predictor variable reliance, we
find that from a total of 4,000 observations (200 participants multiplied by 20 legal case trials), WoA was 1 for
499 of those observations (= participants adopted the AI estimate for their final estimate); WoA was 0 for 965
observations (= participants initial estimate was identical to their final estimate); WoA was missing for 154 cases,
which happened for WoA calculations divided by 0 (= participants initial estimate and AI estimate was identical).
For our final data set, we defined WoA margins from -2 to +2, which resulted in excluding 13 outlier observations.

Before discussing the results from our regression models, we compare mean levels of reliance (across trials),
trust (across trials), and post-trial trust by (accuracy) groups with a two-sample t-test with equal variances. We
find that reliance is significantly higher for high accuracy (M = 0.69, SD = 0.40) than for medium accuracy (M =
0.48, SD = 0.42), t (3844) = –15.87, p < 0.001. In line, we find that trust is significantly higher for high accuracy (M
= 5.46, SD = 1.49) than for medium accuracy (M = 4.02, SD = 1.53), t (3998) = -30.1, p < 0.001. Similarly, post-trial
trust is higher for high accuracy (M = 4.09, SD = 0.78) than for medium accuracy (M = 3.16, SD = 0.77), t (3998) =
-38.20, p < 0.001.

In line with findings from our original study 1, we find that trust and reliance are higher for HighAccuracy
(Model 7R: V = 0.090, p < 0.001; Model 10R: V = 0.436, p < 0.001), see Table 5). In addition, reliance grows positively
significantly over time for high accuracy, Trial*HighAccuracy (Model 7R: V = 0.006, p = 0.001) but not trust
(Model 10R: V = 0.003, p = 0.482), which therefore partly confirms findings from Study 1.

In line with procedures for our original study, we included predictor variables to test whether prior trust and
reliance experiences along the 20-trial sequence affected reliance or trust in subsequent trials. We distinguish
between aggregate prior experiences that account for all past trial rounds of a participant and the trial round that
was happening immediately before a subsequent one. We again find that participants are significantly affected
by their AggregatePriorReliance behavior (Model 7R: V = 0.353, p > 0.001). We find the same for trust beliefs:
participants are significantly affected by their AggregatePriorTrust beliefs (Model 10R: V = 0.860, p < 0.001). We
find the same for ImmediatePriorReliance behavior as it significantly affects participant’s reliance (Model 8R:
V =0.200, p <0.001). In addition, ImmediatePriorTrust beliefs significantly affect participants’ trust (Model 11R:
V = 0.818, p > 0.001).

Finally, we tested whether immediate prior reliance affected trust in a subsequent trial and vice versa (Models
9R and 12R). We find that reliance is significantly affected by ImmediatePriorReliance (Model 9R: V = 0.149, p

5We did not include the covariates age, gender, tech affinity or legal expertise in our replication study models as they did not produce a
significant outcome in previous analysis steps.
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< 0.001) as well as by ImmediatePriorTrust (Model 9R: V = 0.061, p < 0.001); this is in line with findings in our
original study. Furthermore, we find that trust is significantly affected by ImmediatePriorTrust (Model 12R: V
= 0.810, p < 0.001) and trust is also significantly affected by ImmediatePriorReliance (Model 12R: V = 0.106, p
= 0.001). This slightly differs from the original study, where only immediate prior trust affected trust, but not
reliance.

In conclusion, our results of Study 2 predominantly replicate the findings of the original Study 1: trust and
reliance are higher for high-accuracy models, and reliance increases over time (= over the trial sequence) with high
accuracy. With additional analyses, we find that prior trust and reliance experiences explain reliance behavior
and trust beliefs in subsequent trials. That is, if participants trusted or relied on AI advice before, it is likely that
they will continue relying on and expressing trust in the AI output. Interestingly, we find that trust and reliance
are also interconnected regarding these temporal effects: trust in a prior trial round influences reliance behavior
in a subsequent trial, and reliance in a prior trial round also influences trust beliefs in a subsequent trial round.

6 DISCUSSION
Our two studies provide new insights into how trust develops over a repeated decision-making task with AI
support. Our results confirm prior findings of the HAI literature but add further details about the interplay
between our two experimental conditions, model accuracy, explanation type, and the correlation of trust beliefs
and trust behavior (reliance). Furthermore, they suggest that prior trust and reliance experiences over a sequential
task scenario impact subsequent trust and reliance and, therefore, the development of trust in AI.

Our results from both studies confirm our hypothesis that trust and reliance are higher for more accurate AI
models (H1). Even if people’s ability to distinguish a good from a bad one may be taken for granted or at least
desired, earlier work did not always find appropriate trust in AI (advice). Moreover, we found self-reported trust
increasing over time for highly accurate AI advice as proposed in H2: participants picked up the competency of
the AI system. They followed its advice more as time progressed. Results for reliance were less strong: we found
reliance stabilizing over time without increasing too much. We could partly confirm those findings with our
replication study as reliance also significantly increased over the trial sequence in the high accuracy condition.
One interpretation of why trust was not found to be significantly increasing over time could be explained by the
high accuracy of the AI advice: participants may have been satisfied with the high accuracy of the AI from an
early stage of the experiment, which may have led to a ceiling effect in the high accuracy condition. Comparing
our studies with previous work, we find our results match those of Yu et al. [97] and their experimental conditions
of 80% and 90% accuracy, where trust also increased over time (but not for 70% accuracy). In addition, Papenmeier
et al. [75] measured trust in AI for three different accuracy levels (high, medium, low) with results showing that
accuracy (vs. explanations) impacted trust overall the most. Their latest work [76] confirms that high accuracy
increases trust and that participants can pick up on a sufficiently competent algorithmic system. Based on current
knowledge, we propose that people can tell a good from a bad model when model accuracy is high.

Results of Study 1 reveal no significant effect of the type of explanation on trust and reliance: participants
were not willing to rely more on AI advice that was supported by a human-like explanation than AI advice
supported by an abstract one. Results were non-significant for absolute trust and reliance values and for the
development over the trial sequence. We hypothesized that human-like explanations would portray the advice
of an AI model as more sophisticated and, thus, would be perceived as more trustworthy. Our argumentation
followed most studies in the HAI literature claiming that explanations increase trust and reliance in computer
models, cf. [58]. For example, we assume that the design of explanations was not suitable for increasing trust and
reliance, for example, as they added no clear benefit other than repeating or highlighting words from the legal
case text. The presentation of the explanations may also have lacked ecological validity, as we did not use real
explanations using XAI tools such as LIME. Other (X)AI properties, such as model confidence or visualizations
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Model: Model 7R Model 8R Model 9R

Target Variable: Reliance Reliance Reliance

Predictor Variables:
HighAccuracy 0.090 (0.031) *** 0.110 (0.030) *** 0.060 (0.030)
Trial – 0.001 (0.002) – 0.001 (0.002) – 0.001 (0.002)
Trial * HighAcc 0.006 (0.002) ** 0.007 (0.002) ** 0.004 (0.002)
AggregatePriorReliance 0.353 (0.031) ***
AggregatePriorTrust
ImmediatePriorReliance 0.200 (0.015) *** 0.149 (0.015) ***
ImmediatePriorTrust 0.061 (0.004) ***

Model R-Square: 0.16 0.11 0.16

Model: Model 10R Model 11R Model 12R

Target Variable: Trust Trust Trust

Predictor Variables:
HighAccuracy 0.436 (0.072) *** 0.311 (0.064) *** 0.300 (0.065) ***
Trial 0.003 (0.003) – 0.001 (0.004) – 0.001 (0.004)
Trial * HighAcc 0.003 (0.005) 0.001 (0.005) 0.001 (0.005)
AggregatePriorReliance
AggregatePriorTrust 0.860 (0.018) ***
ImmediatePriorReliance 0.106 (0.033) **
ImmediatePriorTrust 0.818 (0.009) *** 0.810 (0.010) ***

Model R-Square: 0.76 0.73 0.74

*p <0.05, **p <0.01, ***p <0.001
Table 5. Nested regression models for the two target variables reliance, measured as weight on advice (models 7R,8R,9R),
and trust, measured with question items post-trial (Models 10R,11R,12R). The models include the time-sensitive predictor
variables “aggregate prior” trust and reliance and “immediate prior” trust and reliance. The table shows the coefficients
(marked with asterisks depending on the significance level). The standard error is given in round brackets. The model named
includes “R” to differentiate the models from the replication of study 2 and the models from the original study 1.

[48], could have resulted in different outcomes. Papenmeier et al. [75] concluded that not giving an explanation
resulted in better or equal trust compared to giving an explanation. They reason that their approach (highlighting
words in the text) may not have added any further trustworthiness to enhance understanding and, thus, increase
willingness to follow AI advice.

Although our explanation did not affect trust and reliance as such, we found that reliance (but not trust) was
boosted for an accurate model with human-like explanations. We interpret that the sophisticated explanations
corroborate high model accuracy and enable participants to understand its processes better and follow AI advice.
Interestingly, this counter-argues the findings of Papenmeier et al. [76]: trust was not significantly higher in their
most accurate condition (faithful explanations in a high-accuracy model). They argue that “faithful explanations
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do not necessarily imply meaningfulness in the eyes of the user” (p. 26) as these are based on statistical relations
rather than causal information. Our results are consistent with the fact that participants found the human-like
explanations sufficiently supportive, which could be because the explanations were similarly constructed in
comparison to their own evaluation strategies (selecting key issues, weighing and summarizing arguments for a
final assessment). Overall, we welcome the outcome that unfaithful explanations (seemingly logical, human-like
explanations paired with low-accuracy AI advice) did not trick participants into sub-optimal estimates; this is
also in line with the results of Knijnenburg and Willemsen [51].

Measuring trust and reliance after each trial, we found that self-reported trust significantly increased over
the sequence of 20 trials whereas reliance stabilized. One explanation could lie in the different trust dimensions:
trust beliefs could be described as rather (stable) person-consistent, whereas trust behavior (reliance) would
be more trial-dependent and less stable (a basis for this assumption gives our comparison of variance of trust
and reliance). A practical reason could lie in the setup of our trials: whereas reliance was defined during the
participants’ estimation, trust was assessed after learning how the AI overall did. Although we purposely intended
to let participants know how the AI was doing after each trial, this could be one of the reasons why trust was
expressed more clearly than reliance. Although we could confirm our results with our replication study, the
question of an appropriate measurement remains: are people able to express trust adequately, or is relying on AI
advice a stronger predictor, c.f. [7, 81]?

Finally, we explored the impact of prior interactions with AI advice and their impact on trust and reliance
in subsequent trials, as was analyzed within our 20-trial sequence. We assumed that not only model accuracy
and explanation type may affect trust and reliance but that the latter could be explained by “learning” over
time. For example, the research community overly agrees that first impressions of an AI model can set the tone
for subsequent behavior or beliefs [25, 86]. Thus, when researching repeated interactions, it is important to
acknowledge that people do not act isolated but change and adapt over time and consider gained knowledge,
which is still often neglected in most statistical analyses, even when researchers have the repeated data available.
We found that both trust and reliance were significantly affected by prior interactions: subsequent trials were
influenced by both the immediate and the aggregate prior trust and reliance interactions: participants observed
how the AI did in previous trial rounds (and how they did themselves with support of it with estimating jail
times), which built up trust and influenced their subsequent trust and reliance evaluations. In line with this,
we found that participants’ previously built trust beliefs had an effect on their willingness to rely on AI advice.
However, prior reliance did not significantly affect trust beliefs in a subsequent trial (in Study 1). The latter
findings somewhat support our notion that trust is more stable over time whereas reliance is based on the specific
case at hand. Although we also find effects in both directions (prior reliance affecting subsequent trust) in our
replication study, we can conclude that the effects of prior trust on subsequent reliance are bigger than vice versa
based on our found effect sizes.

We have evidence to support the claim that people rely on and trust more when model accuracy is high
(H1). Furthermore, reliance stabilizes, and trust increases over time with high accuracy (H2). Explanation type,
however, does not affect trust and reliance (H3, H4): both measures were not affected, neither as absolute value
nor over time. Some additional analysis showed that human-like explanations boost reliance on high-accuracy
models. Therefore, we can answer our research questions: trust and reliance are higher with high model accuracy,
and trust also positively develops over time as proposed in RQ1. Regarding RQ2, we did not find evidence that
human-like explanations affect trust and reliance differently than abstract ones. Finally, we explored the impact of
prior trial interactions regarding trust and reliance on subsequent trust and reliance effects (RQ3) and found that
prior trust and reliance interactions significantly influence trust beliefs and behavior in subsequent trials. This
seems logical as interactions with AI systems do not happen in a vacuum, but people naturally learn to interact
with them over time. We stipulate that evaluating participants’ prior interactions with AI advice provided us with
a more detailed picture of how trust and reliance develop over time. Accordingly, we will continue measuring
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these effects and hope our study will inspire other researchers to do the same. Understanding how trust and
reliance develop may be an important aspect of reaching appropriate trust levels in various HAI applications in
the future.

7 LIMITATIONS AND FUTURE WORK
Our work uncovered insights into trust and reliance development with a legal decision-making HAI scenario,
shedding light on the effects of model accuracy and explanation type and, furthermore, accounting for prior trust
and reliance experiences on subsequent trust and reliance evaluations while receiving AI advice. Despite the
significant effects of both presented studies, we would like to discuss some aspects that may limit the results of
our study.

Although we tried to test trust with a more realistic experimental design (legal decision-making with real
data), the question remains whether we were more successful in that compared to prior work. We could argue
that the procedure, that is, resolving each case at the end of each trial round, does not depict a real-life procedure.
On the other hand, we could claim that it nevertheless teaches inexperienced participants to understand the AI
model better this way. In addition, real decision-making involves a more comprehensive, iterative approach -
a shortcoming that some study participants with a legal background commented on. Furthermore, there may
have been additional challenges with our legal task. First, jail sentencing standards are country-specific, and so
could participants’ perceptions, depending on their cultural coinage, be different overall. Second, legal rulings are
not neutral by themselves, as individual legal experts decide upon them; therefore, we cannot assume that the
jail times of our cases represent an entirely objective ground truth. Thus, participants had to estimate in a noisy
environment. One solution to counteract some bias would have been to define jail times based on the mean (or
median) of similar cases in the database. Another overall point of critique could be those study participants did
not believe in involving AI in (moral) legal decision-making in the first place, which could have affected their
engagement and, therefore, our results. We acknowledge the importance of discussing various ethical issues
regarding the use of AI in a legal context but want to emphasize that they exceed the scope of this work, which
was to observe trust beliefs and behavior in response to receiving AI advice.

To ensure an adequate understanding of how people trust in and rely on AI advice, we measured two trust
dimensions: trust beliefs (“trust”) and trust behavior (“reliance”). We found that trust and reliance slightly differed
in our 20-trial study. We also found that trust and reliance correlate, however, both dimensions also differ in the
extent to which trust beliefs can predict subsequent reliance behavior and vice versa. Although our replication
study provided results on trust and reliance that were consistent with those of our original study, we remain
cautious about the validity and reliability of trust measures and the corresponding interpretation of our study
results. We measured reliance based on the adoption of AI advice from study participants using the concept of
Weight-on-Advice, an established and widely used method to measure people’s trust behavior. However, we
measured trust based on participants’ self-reports using only short (one-item / three-item) questionnaires. Future
studies might benefit from either using more elaborate scales or interviewing participants post-experiment to
understand their considerations during the study better.

Although we claim to learn more about the development of trust with our study, it is unclear whether 20
successive interactions in a single session of 20 minutes is sufficient. Other work [90] offers a compromise and
measured trust development with separate follow-up sessions.Thus, we intend to measure human-AI collaboration
over an extended period of time in the future to draw more robust conclusions about the dynamics and effects of
trust over time.

Finally, we want to note that we did not employ an operating AI model for our study but simulated the AI
interaction based on pre-determined estimates. This allowed us to remain in control over our study treatments
without dealing with potentially unpredictable AI behavior. As it was our focus to study human behavior
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concerning AI advice, we believe that this could also be observed in an artificial surrounding and, furthermore,
allow us to replicate our experiment more easily, as we did with study 2. We acknowledge the fact that simulations
cannot simply be generalized as we were not able to capture the full complexity of a decision-making scenario.
Thus, the ecological validity of our results may be limited. Nevertheless, we hope our work inspires practitioners
to build AI systems based on a better understanding of human (trust) behavior.

8 CONCLUSION
Without a doubt, there are now numerous domains that could benefit from the use of AI. Accordingly, there is a
growing desire to combine human talent and AI capabilities. However, uncertainties about how AI-supported
human decision-making needs to be designed still exist. With our study, we were able to demonstrate that model
accuracy has significant effects on people’s trust and reliance development. We found no differences in the way
AI advice was explained. We found that human-like explanations could elevate trust when model performance
was high. Furthermore, we controlled for the effect of prior trust and reliance of participants to see whether prior
interactions would affect future beliefs or behavior. We indeed found that prior experiences positively affect trust
and reliance on subsequent trials. We also see that prior trust affects trust and reliance in subsequent trial rounds.
With our results, we were able to contribute new insights related to the development of trust and reliance in the
context of a real-life task, especially by considering time-sensitive variables. We want to continue exploring how
system performance, people’s expectations, and decision-making circumstances influence trust. Our ultimate goal
is to enable people to successfully calibrate their trust when systems act outside of the expected frame, similar to
how human counterparts sometimes do.
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