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This paper addresses the class imbalance issue in a low-resource language called Bengali. As a use-case, we choose one of the
most fundamental NLP tasks, i.e., text classification, where we utilize three benchmark text corpus- fake news dataset, sentiment
analysis dataset, and song lyrics dataset. Each of them contains a critical class imbalance. We attempt to tackle the problem by
applying several strategies that include data augmentation with synthetic samples via text and embedding generation in order
to augment the proportion of the minority samples. Moreover, we apply ensembling of deep learning models by subsetting
the majority samples. Additionally, we enforce the focal loss function for class imbalanced data classification. We also apply
the outlier detection technique, data resampling, and hidden feature extraction to improve the minority-f1 score. All of our
experimentations are entirely focused on textual content analysis, which results in more than 90% minority-f1 score for each of
the three tasks. It is an excellent outcome on such highly class-imbalanced datasets.
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1 INTRODUCTION

Class imbalance usually reflects an unequal distribution of classes within a dataset. Running classification on such a
dataset often derives a large scale of accuracy, which provides a false estimation of the overall performance because
of the exclusive dominance of the majority class. In some particular applications [Aggarwal and Yu 2001; Cieslak
et al. 2006; Li et al. 2010] where the main purpose is to segregate the defective samples from the regular data, it is
essential to ensure that the accuracy is not solely contributed by the majority class samples, thereby nullifying the
intended purpose of such a classification task. The issue of class imbalance has been addressed in several works
[Japkowicz and Stephen 2002; Johnson and Khoshgoftaar 2019]. Although a notable amount of work [Huang
et al. 2016; Wang et al. 2016] has been done to deal with class imbalance problems in English, there is hardly any
literature on handling this issue for low resource languages like Bengali. Two conspicuous challenges in working
with Bengali include its linguistic diversity and scarcity of quality data [Islam 2009; Karim et al. 2012]. Some of
the dominant causes that make Natural Language Processing tasks (e.g. text classification, information retrieval,
hidden feature extraction) in Bangla much challenging include superfluous polymorphism of sentence and word
structure, a large number of unique characters, conjugate alphabets, and difficulty in lemmatization. As a result,
all of the existing techniques that usually work well to deal with the class imbalance problem in high resource
languages (e.g. English) may not necessarily show good performance in the case of some low resource language
like Bengali. Hence, we explored several strategies to reduce the performance bottlenecks in the text classification
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task due to class imbalance. Later we applied them on three class imbalanced Bangla text corpus, and eventually
came to a conclusion on which of these techniques show promising performance and which ones do not.

The experimentation we performed to mitigate the class imbalance problem includes a couple of data augmenta-
tion techniques, synthetic text, and synthetic embedding generation. To synthesize new text samples, we utilized
three strategies: next word prediction, next character prediction, and replacement with similar words. Subsequently,
we extend the synthesis task on text embeddings. Three deep learning generative models: Generative Adversarial
Network, Variational Autoencoder, and LSTM Autoencoder were used in order to synthesize new text embeddings.
Secondly, we utilized an ensembling strategy by integrating several deep learning models using suitable subsets of
majority samples and all minority samples. Next, we applied a distinctive loss function called focal loss which was
introduced by FacebookdAZs Al research lab, intended to address the issue of the class imbalance problem. Apart
from that, we performed an outlier detection technique considering the minority class samples as the outliers in
this case. We also experimented with a few resampling strategies, including random undersampling of the majority
class and oversampling of the minority class. Finally, we extracted features from the feature space in the hidden
layers of a deep learning model (i.e., Bidirectional-LSTM) to obtain a more compressed representation of the text
embeddings and use them in training linear and tree-based classifier models.

We trained several tree-based, linear, and deep learning models to evaluate the performance of the aforementioned
techniques in reducing the class imbalance problem. The linear and tree-based state-of-the-art models include
extreme Gradient Boosting, Random Forest, BernoullidAZs Naive Bayes, Support Vector Classifier of Support
Vector Machines, and Light Gradient Boosting Machine. On the other hand, the deep learning models we use in
this work include Long Short Term Memory (LSTM), Convolutional Neural Network (CNN), Bidirectional LSTM
(BiLSTM), and Bidirectional Gated Recurrent Unit (BiGRU).

We applied the techniques mentioned above on three benchmark datasets in this work. The first one is Bangla
sentiment analysis classification benchmark dataset prepared by Sazzed [2020]. The original dataset has some class
imbalance (72% - 28%). However, we increased the imbalance (85%- 15%) by removing 1.5K samples randomly
from the minority class. The second dataset we used in this work is an extended version of Bangla fake news
dataset developed by Hossain et al. [2020]. This dataset has 96.73% of authentic class samples along with just
3.27% of fake samples. So, the imbalance is quite acute in this corpus. Finally, The third dataset is Bangla Song
Lyrics from Kaggle where the contribution ratio of the two classes is 86%-14%. We conducted our experiments on
these three text classification tasks for reducing the performance bottleneck due to the class imbalance issue. Later,
we received an excellent outcome for each dataset in terms of f1-score for the minority class without hampering the
overall performance, because all of the experimental results in this work strictly derive 99-100% of precision,
recall, and f1-score for the majority class. Major contributions of this work are summarized below:

o This work addresses the class imbalance problem in the text classification task for Bengali, a low resource
language.

e We deal with the problem by experimenting with several strategies that include data augmentation with
synthetic samples, ensembling of deep learning models, applying focal loss, outlier detection technique, data
resampling, and hidden feature extraction.

o We perform these strategies as mentioned above on three different datasets which contain critical class
imbalance.

o Finally, we analyze the performance of each of those techniques thoroughly based on the three text classifica-
tion tasks and reach more than 90% of the minority-f1 score for each of the three datasets.

The remaining parts of the paper are organized as follows: Related Works are presented in Section 2, followed
by Section 3, where detailed methodologies of the manifold techniques that we have undertaken in this work
are illustrated. Next, the experimental settings, including dataset description, preprocessing as well as model
implementations are described in Section 4. We then thoroughly discuss and compare the performance of those
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techniques by analyzing the experimental results in Section 5. Finally, we conclude this work with future directions
in Section 6.

2 RELATED WORK

Problems related to class imbalance have been prevalent for a while in machine learning, as real-world data
hardly comes with balanced distributions for each class [Kotsiantis et al. 2006; Oksuz et al. 2020]. Not only
limited to Natural Language Processing [Rumshisky et al. 2016; Tomanek and Hahn 2009], but this problem is also
predominant in other domains including Object Detection for Image Domain [Oksuz et al. 2020]. Various techniques
to handle class imbalance have been proposed in the literature [Liu et al. 2009]. Li et al. [2012] focused on the
imbalanced class distribution scenario for sentiment classification using active learning. Besides, the skewed class
distribution problem is addressed by Li and Nenkova [2014] in implicit discourse relation recognition. In addition,
Seiffert et al. [2010] presented a new hybrid sampling/boosting algorithm, called RUSBoost, for learning from
skewed training data. Apart from that, Zhou and Liu [2006] studies the effect of sampling and threshold-moving
in training cost-sensitive neural networks in order to address the class imbalance problem. A prime example of
class imbalance in the NLP domain is fake-news detection [Shu et al. 2017; Zhou et al. 2019]. For the English
language, there have been several breakthroughs in this problem set with the aid of Machine Learning and Deep
Learning techniques, such as using n-grams [Ahmed et al. 2017], Naive Bayes Classifier [Granik and Mesyura
2017], event adversarial network [Wang et al. 2018b], explainable fake news detection using sentence-comment
co-attention sub-network [Shu et al. 2019], weakly supervised learning [Helmstetter and Paulheim 2018], geometric
deep learning [Monti et al. 2019]. Another salient text classification task is sentiment analysis [Tang et al. 2014]
[Pang et al. 2002] which refers to classifying positive and negative reviews, comments, and messages. In most
of the sentiment classification datasets, the negative samples are found less in number which turns it into a class
imbalance issue as well. Besides English, sentiment analysis has also been done in other languages Badaro et al.
[2014] Badaro et al. [2019].

Since most of the NLP tasks are language-specific, class-imbalance can not be considered a generic problem for
all languages. Many of the approaches we followed in this work may perform either well or poorly for different
languages. For instance, the performance of the synthesis by character/n-gram/word and embedding generation
approaches highly depends on the size and complexity of the alphabet of that language along with its syntax and
semantics. Apart from that, during the fundamental preprocessing tasks in NLP, i.e., lemmatization, stemming,
and stopword removal we can not be unaware of the language specificity. However, there are some approaches,
like resampling, outlier detection, and ensembling which can be applied in other domains of class imbalance tasks
and for other languages as well, but due to some unavoidable language-specific routines, as mentioned earlier,
they may not necessarily perform in a similar manner in all such scenarios. For example, we will see in section
5 that despite being a generally well performant technique, outlier detection derives the worst result among all
the approaches in our work. The primary insight behind our work was that the class imbalance problem has
never been addressed in the Bengali language for any NLP task. Hence we attempt to tackle this problem for
the text classification task by experimenting with a bunch of techniques and evaluate their performance in reducing
the impact of class imbalance.

3 METHODOLOGY

This section discusses all of the techniques and methodologies that we utilized in this work to address the
class-imbalance issue in Bangla text classification.
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3.1 Dataset Augmentation

To deal with the scarcity of the minority class samples, we experiment with a couple of data augmentation
techniques that include several text generation schemes such as next word prediction, next character prediction,
and embedding generation schemes using Generative Adversarial Network, Variational Autoencoder, and LSTM
Autoencoder.

3.1.1 Text generation by next word prediction. Predicting the word which will come next in a context is
one of the most fundamental tasks in NLP [Ganai and Khursheed 2019]. We utilize this technique to generate
new text samples. Given a seed text in the first place, we repeatedly generate the subsequent word in the context,
supposing that the immediate previous word is predicted correctly. For this purpose, we train.a deep BiLSTM
architecture with the training samples from the minority class and reach an accuracy of around 70% for each of
the three datasets. The prevailing prediction error works as an additional noise to the newly generated texts. We
synthesize new fake samples of the same amount as the original fake samples so as to double the total number of
samples in the minority class.

Probability of Probability of
the 2nd word the 3nd word
given the correct given ‘the correct

1st word 1st & 2nd word

X
(o4

> a<1> »| a<2> » a<®> |—p ......
X<1> X<2> X<3>=y<2>
Correct /
1st word

Fig. 1. Next word prediction

3.1.2 Text generation by next character prediction. Next word prediction is not a feasible option concerning
memory usage when the vocabulary size of a corpus is very large. Instead, we can go for the next character
prediction scheme in this case, as the total number of unique characters is always much lower than the total number
of unique words in a dataset. Although the vocabulary size is not a concern for our respect, we also apply this
technique to generate new text samples. Just like the next word prediction task, here we deploy an LSTM model
and double the number of training samples of the minority class to use them for training the classifier models.

3.1.3 Text generation by Replacing with similar words. Common vector representation techniques of words
such as Word2vec [Goldberg and Levy 2014] and GloVe [Pennington et al. 2014] have an exclusive application in
finding words with the closest meaning or context from their cosine similarities. Our idea is to replace a bunch
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Fig. 2. Basic GAN mechanism for embedding synthesis

of words in the text with their closest counterparts, i.e., similar words in order to generate new text samples. In
our experiment, we train Word2vec embeddings with the three text corpus respectively and utilize it for finding
similar words for a given word. We perform our experimentation by replacing one-third and half of the total words
in a text, respectively in order to synthesize new samples. In this manner also, we synthesize new minority class
samples of the same amount as the original ones, doubling the total quantity.

3.1.4 Text embedding generation. Apart from the text generation methods mentioned above, we extend our
idea of synthesis to embedding generation. As we can feed the text embeddings [Levy and Goldberg 2014] to
the deep learning classifiers, we thought of synthesizing the embedding vectors instead of the raw texts and see
whether this approach leads to an improvement in balancing the train set. For this purpose, we utilize three deep
learning generative models, i.¢. Variational Autoencoder [Semeniuta et al. 2017], Generative Adversarial Network
[Li et al. 2018], and LSTM Autoencoder [Tang et al. 2018]. The first two models are traditionally used in computer
vision for generating image samples [Bao et al. 2017; Brock et al. 2018], and the last one is used for sequence
reconstruction.

Our idea is to train these models with the text embeddings occupied from the training samples and generate a new
set of embedding vectors that correspond to the minority class.

3.2 Minimizing Focal Loss

Due to the massive imbalance in the three datasets, an alternative approach may be to apply a different loss function
instead of binary cross-entropy. With that in mind, we train the four deep learning classifiers using focal loss.
Proposed by Lin et al. [2017], the focal loss was subsequently used in a wide variety of tasks in the Image domain
[Trichet and Bremond 2018; Wang et al. 2018a; Yang et al. 2018]. This loss function was designed to deal with the
huge class imbalance for Dense Object Detection. The primary objective of this custom loss function is to downplay
the importance of well-classified examples, thus making it easier and more efficient for the neural network to
learn the hard examples. Here, we briefly describe, per sample, the key difference in focal loss compared to binary
cross-entropy.

Assuming y to be the true labels, and g to be predicted labels, breaking down binary cross-entropy to per sample,
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we get:
—log(7) ify=1

—log(1 —17) else 0

BCE(y,9) = {

Breaking focal loss down to per sample, we get:
FL(y.5) = {—a(l —9log@)  ify=1 ®
—(1-a)j¥log(1-7) else
Equation 2 is also known as weighted focal loss, since o becomes the weighting factor in the case of binary
classification, balancing the importance of positive and negative labels. The focusing parameter y controls the
importance of misclassified examples. It adjusts the rate of down-weighting the easy samples. The higher its value,
the less amount of loss will be propagated from the easy samples. We train the deep neural network models by
setting y to 2 and « to be the ratio of the number of samples in the minority and the number of samples in the
majority.

3.3 Ensembling of Deep Learning Models

The Ensembling strategy aims to build a predictive model by integrating multiple models. Tt is well-known that
ensembling of various models helps improve the performance of separate usage of individual models. The two
common approaches for ensembling include bagging [Breiman 1996a] and boosting [Breiman 1996b]. Throughout
the years, various boosting algorithms have been introduced and successfully employed in the field of machine
learning, including AdaBoost [Freund and Schapire 1999], XGBoost [Chen and Guestrin 2016], LightGBM [Ke
et al. 2017] and CatBoost [Prokhorenkova et al. 2018]. Besides, employing ensembling for imbalanced data has
been prevalent for a while [Galar et al. 2012b; Nikulin et al. 2009; Sun et al. 2015]. By utilizing the strategy
of horizontal partitioning [Chawla et al. 2004], training the models on partitions of data samples and taking an
ensemble amongst them can augment the overall performance. Hence, we adopt this approach by using a subset
of the majority-class samples along with all of the minority-class samples to train each of the four deep-learning
models with simpler architectures.

Let T and F be our majority samples and minority samples, respectively. Also, let n and k be the number of
models used for training and consensus (while prediction), respectively. To train the model M; (V;¢,), we use a
subset of majority-samples T; (where |T;| = ||T|/n]) and all of minority samples F. For prediction, we employ a
consensus strategy which is a variant of majority-voting [Brown and Kuncheva 2010], depending on the value k
and A (global threshold for prediction of each model M;). Final prediction using consensus strategy is described in
the algorithm 1. For our experimentation, we varied k € [n/2,n] and A € [0.1,0.35,0.5].

3.4 Resampling

Data-level solutions are widely employed due to the benefit of being independent of the classification algorithms.
The main idea of data-level solutions is resampling which is a simple yet effective solution to the class imbalance
problems [Branco et al. 2015]. Random Over-Sampling (ROS) and Random Under-Sampling (RUS) are two of the
most straightforward approaches of resampling. Here, we employ both oversampling and random undersampling to
our class-imbalance problem.

3.4.1 Random Under-Sampling of majority class examples. Undersampling [Galar et al. 2012a] of majority
class samples is a very popular method that aims to relatively balance the class distribution by randomly eliminating
a chunk of majority class examples. This approach has the risk of losing valuable information, especially if a
significant proportion of samples is removed [He and Ma 2013]. In order to observe the performance of RUS, we
have varied the ratios of majority:minority samples by randomly eliminating majority-class samples while reserving
all the minority class examples for training.
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Algorithm 1: Ensembling Prediction

Inputs: x: Sample for prediction
My, M, ..., M,: n trained models
k: Consensus Number
A: Global threshold
Output: y: Final Binary Prediction (T/F)
fori e ndo
//CF; shows confidence of F class of sample x for model M; where CF; € [0, 1]

CF; « Predict(x);
if CF; > Athen Y; « F;

else YV; « T ;
end
if (3., 1Y;==F|)>kthen y < F;
else y < T;

3.4.2 Over-Sampling of minority class examples. Oversampling of minority classes aims to present a higher
representation of the minority class examples in the training set. Random Over-Sampling (ROS) also happens to be
one of the most popular methods of resampling. Randomly replicating copies may make the models more prone to
overfitting [Branco et al. 2015]. In this problem, however, instead of randomly replicating minority class examples,
we replicate those examples which have a good average dissimilarity with all of the majority class examples with
respect to their text embeddings.

Let minority-class/fake-news samples and majority-class/true-news samples be represented by F and T respec-
tively. Let s; ; denote the cosine-similarity obtained between the text embeddings of F; minority class sample and
T; majority class sample. Next, we compute Avg; using equation 3.

]l-ﬂ) Si,j
Avgi= = 3)
Then, we only choose those minority-class samples to oversample for whom Avg; > p. This implies that the overall
average cosine-similarity between the F; minority-class sample and all majority-class samples lies within [—1, u].
We have empirically determined p = —0.45.

3.5 Outlier Detection

Since the minority samples are very scarce in the dataset we are working with, one idea is to treat them as outliers
[Aggarwal 2015]. Then, we can focus on learning the pattern of our regular data (e.g., authentic samples for the
fake news dataset) and consider any major deviation from the regular pattern as an outlier. To implement this outlier
detection scheme, we train an LSTM autoencoder model with the training samples of the majority class standalone.
Later, we perform reconstruction on our test set with a view to differentiating the minority samples from the major
ones, as they would supposedly lead to a higher reconstruction loss.

3.6 Exploring the feature-space of a hidden layer of the DL model

Apart from directly using the BILSTM model as a classifier, we also use its hidden layer’s feature space to extract
the embeddings generated from the 32-Dimension layer. Then we feed this into linear and tree-based classifiers in
the hopes that they would be able to classify these compressed features (embeddings) better. For experimentation,
we have used state-of-the-art classifiers including Support Vector Classifier of SVM [Cortes and Vapnik 1995],
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Dataset Label Total Samples | Mean Sentence Count | Mean Word Count | Mean Character Count
Fake News Fake 1649 23 279 1437
[Hossain et al. 2020] | Authentic 48678 21 271 1479
Sentiment Analysis | Negative 1807 3 17 146
[Sazzed 2020] Positive 8500 3 16 139
Music Lyrics Rabindra 576 23 204 1444
[Kaggle] Others 3511 19 187 1292

Table 1. Corpus details

Bernoulli Naive Bayes [Friedman et al. 1997] for linear models and RandomForest [Breiman 2001], XGBoost
[Chen and Guestrin 2016], LightGBM [Ke et al. 2017] for tree-based models.

4 EXPERIMENTAL SETUP
41 Dataset

We utilize three benchmark datasets in this work. The idea behind experimenting with multiple datasets is to ensure
domain variety and reach a convincing conclusion, which are well-performing techniques for tackling the class
imbalance issue in Bangla text classification. The first dataset is Bangla fake news dataset developed by Hossain
et al. [2020]. It contains around 50K annotated news distributed in two classes, i.e., fake and authentic. The sample
ratio of the two classes in the original dataset is 97.41%-2.59%. In order to reduce this massive imbalance a little
bit, We added 350 new fake samples to that corpus which we have manually curated from Facebook, notification
click baits, and some disputed news portals. Consequently, the contribution from the true class measures to 96.73%,
and for the fake class, it is 3.27%. That clearly shows the existing imbalance in this dataset. Although the original
dataset has eight attributes, including various metadata (e.g., source, domain, headline), we only consider two of
them, i.e., Article and Label as our objective in this work exclusively focuses on content based classification.

The second dataset we used in this work is Bangla sentiment analysis classification benchmark dataset prepared
by Sazzed [2020]. This dataset contains 3307 Negative reviews and 8500 Positive reviews collected and manually
annotated from Youtube Bengali drama. To increase the class imbalance in that corpus, we randomly removed
1.5K negative reviews. It made the sample ratio 85%-15%. The reason behind choosing this dataset is that here the
text samples are comparatively shorter in length unlike the fake news dataset. So, we wanted to observe how our
proposed techniques perform in reducing the impact of class imbalance for such short text classification tasks.

The third dataset is Bangla Song Lyrics from Kaggle. This dataset consists of 4087 Bangla song lyrics from 21
different genres. We adopt an one versus all classification approach where we considered Rabindra songs versus all
other genres.In the original dataset, 19% of the lyrics are of Rabindra songs. To increase the class imbalance a
bit more, we randomly removed 200 samples from that minority class. It made the sample ratio 86%-14%. Song
lyrics are somewhat different from the regular text data. They have got their identical sentence pattern and usage
of words. We were particularly interested to see how the synthesis techniques work for such text data. Also, this
dataset has comparatively fewer samples in total than the other two datasets. Hence, it will help us observe how the
proposed models in this work perform in reducing the impact of class imbalance for such small datasets. Table 1
shows the details of the three datasets that we used in this work. During the experiments, we split our corpus into
75% train, 10% dev, and 15% test.
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4.2 Text Preprocessing

A couple of essential preprocessing steps need to be done before extracting some numerical representation from
the text, which we will feed to the classifier. First of all, punctuation marks, digits, English literals, and special
characters are removed. Then each document is tokenized using blank space, which results in a list of words.
Furthermore, we have done some lemmatizations and excluded the stop words from that list. We have collected
430 Bangla stopwords that hold no importance in classifying the documents rather than increasing haziness during
our models’ learning session. Since the sentiment text samples are short in length, they became shorter after the
stopword removal phase, and we need to remove some of the shortest text samples from the training set.

After the aforementioned preprocessing steps, we convert each document into a set of filtered words. Then we
one hot encode these words and feed this numerical representation of the documents into the learning models.

4.3 Training Models
We train three deep learning models as the benchmark classifiers in our work, i.e., LSTMs, GRUs, and CNNs.

LSTMs and GRUs: These are the two variants of RNN [Mikolov et al. 2011] that have ad-hoc applications
in text classification tasks. They are widely used for their AAY memoryaAZ features that can efficiently capture
sequential information. Apart from the classic LSTM [Hochreiter and Schmidhuber 1997], we also used Bidi-
rectional LSTM [Schuster and Paliwal 1997] that puts two independent LSTM networks together so as to have
both backward and forward information about the sequence at every time step. Besides, we also performed the
classification with both classic and bidirectional GRUs, but only mentioned the results occupied from the latter, as
classic GRU didnaAZt seem to perform well on this dataset.

For each model, we use five hidden layers with an embedding layer on top of them. We varied the number of
corresponding recurrent units in each hidden layer from 32 to 256. Apart from that, we also experimented with
different learning rates, batch sizes, number of epochs, and dropout regularization.

CNNs: Traditionally, CNNs are thought to be specialized for processing a grid of values such as image data
[Krizhevsky et al. 2012]. The idea behind using CNNs in NLP [Kim 2014] is to make use of their ability to extract
features. In this work, the CNN model is constructed by stacking four 1D Convolution layers, interleaved with four
1D Max-pooling layers, each having a pool size of 2 and one 1D Global average pooling layer followed by them.
For each convolution layer, we adjusted the number of filters up to 512 and window length up to 7 based on the
model’s performance.

For all of these deep learning models, we used adam optimizer and binary-cross-entropy loss function with sigmoid
activation. During training, we made use of a weighted version of binary cross entropy by assigning class
weights of inverse proportions to each label (F/T). Let w(F) and w(T) be the weights assigned to labels F and T
respectively. We set w(F) = % and w(T) = %

4.4 Dataset Augmentation models

For the next word prediction task, we use a BILSTM model that consists of two bidirectional LSTM, two vanilla
LSTM, and two fully connected layers with an embedding layer stacked on top of them. Here, each of the BiILSTM
layers has up to 60 recurrent units, and the LSTM layers have up to 200 units. We deal with the vocabulary size
of 23K, 12K, and 8K respectively for the three datasets and use adam optimizer with a learning rate of 0.01. It
derives around 70% of prediction accuracy. Later we take seed text of varying length from each of the minority
class documents based on their size and synthesize new texts by predicting next words. Since the sentiment corpus
texts are short in length, they showed somewhat lower prediction accuracy (66%). Also, their seed text length was
smaller than the other two which might have an impact on the quality of their synthetic samples.

We use almost the same model architecture as the next word prediction task for predicting next character. The
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only difference is that here we replace the bidirectional layers with LSTMs where each of them has up to 512
recurrent cells. After the preprocessing step, it yields a vocabulary of 368 unique characters for the fake news
dataset, which is much less than the number of unique words in that corpus. Training the model, therefore, derives

around 65% of accuracy in predicting the next character, which we utilize for synthesizing new text samples
subsequently.

4.5 Embedding generation models

Word embeddings provide a dense (vector) representation of words and their relative meanings. We adopted an
Embedding layer approach where we let the embeddings be learned jointly as a part of our deep learning models.
For this purpose, at first, each preprocessed word is one-hot encoded and then fed to the embedding layer. Output
of this layer is a vector of a certain length for each of the words. We specified the embedding dimension (D) to 128
and the number of words (W) for the embedding vectors to 200, 12, and 150, respectively, for fake news, sentiment
analysis, and song lyrics dataset. Hence, each document of the minority class is represented as a [D, W]dimensional
vector. Later we utilize them for synthesizing new embeddings by training three deep generative models, i.e.
variational autoencoder, Generative Adversarial Network, and LSTM autoencoder.

In this work, we tried to replicate the VAE model proposed by Bowman et al. [2016]. It is composed of one
recurrent LSTM encoder network, a standard fully connected network for the variational inference, and two
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Fig. 5. The generator model of AC-GAN

Recurrent LSTM decoder networks. All the network is trained simultaneously via SGD. Figure 3 shows the detailed
architecture of the variational autoencoder model used for fake news embedding generation. Moreover, we choose
to train the auxiliary classifier generative adversarial network (AC-GAN) for the embedding synthesis task. The
architecture of the discriminator and the generator of the AC-GAN model for fake news embedding generation are
separately demonstrated in Figure 4 and 5. Apart from that, we also utilize an LSTM autoencoder model for this
purpose, which consists of a basic encoder-decoder architecture made of six LSTMs, one repeat vector, and one
time distributed layer. Mean squared error is considered for the loss calculation along with adam optimizer, and the
number of recurrent units per LSTM layer is tuned empirically up to 512.

5 EXPERIMENTAL RESULTS
5.1 Metrics

There are quite a few metrics to choose from in order to evaluate the decisions of a classifier [Ferri et al. 2009].
Having a substantial difference in distributions of majority and minority class labels, evaluation using traditional
metrics such as precision, recall and Micro-F1 scores that include both classes may not reflect the best performance.
Moreover, all the experimental results in this work derive 99-100% of precision, recall, and fl-score with
respect to the majority class. Hence, we show the performance of each classification model throughout our
experiments only for the minority class using the metrics mentioned above.

5.2 Weighted binary cross entropy

For the original corpus, we can observe from Table 2 that CNN model outperforms all the deep models in terms of
both f1 and recall for each of the three datasets.

Using text synthesis with next word prediction (TGW), the f1 scores of all the deep models improve, suggesting
that using additional synthetic text corpus via TGW improves the performance of the classification task. In this
case, both CNN and Bidirectional LSTM models achieve 88% f1 score for the fake news dataset. Using text
synthesis with predicting next character (TGC), just like synthesis using TGW, the f1 scores improve in comparison
to the original corpus, with CNN model achieving the best f1 score (90%) for the fake news dataset. Using text
synthesis via similar words replacement(SWR), almost all models have a superior performance in regards to f1
with an improvement in recall compared to the original corpus. However, it did not perform as well as the other two
synthesis techniques for this dataset.
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Dataset Model P R F1 P R F1 P R F1 P R Fl1

Original Corpus | Original Corpus + TGW | Original Corpus + TGC | Original Corpus + SWR

BiLSTM | 0.94 | 0.73 | 0.82 | 0.95 | 0.81 0.88 0.89 | 0.85 0.87 0.89 | 0.77 0.83
CNN 093 | 0.77 | 0.85 | 0.93 | 0.84 0.88 0.95 | 0.84 0.90 0.94 | 0.81 0.87
BiGRU | 0.95 | 0.65 | 0.77 | 0.91 | 0.76 0.85 0.94 | 0.73 0.82 0.89 | 0.70 0.78
LSTM | 0.87 | 0.74 | 0.79 | 0.95 | 0.73 0.85 0.90 | 0.78 0.83 0.88 | 0.75 0.81

Fake News

BiLSTM | 0.94 | 0.83 | 0.88 | 0.90 | 0.82 0.86 0.92 | 0.84 0.88 0.95 | 0.85 0.90
Sentiment CNN 0.97 | 0.85 | 0.90 | 0.94 | 0.84 0.89 0.92 | 0.84 0.88 0.96 | 0.87 0.91
BiGRU | 095 | 0.76 | 0.84 | 0.92 | 0.79 0.83 0.88 | 0.75 0.81 0.92 | 0.81 0.85
LSTM | 0.90 | 0.82 | 0.86 | 0.94 | 0.80 0.85 0.89 | 0.82 0.85 0.91 | 0.81 0.86

BiLSTM | 0.88 | 0.78 | 0.83 | 0.90 | 0.81 0.87 0.89 | 0.81 0.86 0.88 | 0.76 0.82
CNN 0.90 | 0.80 | 0.85 | 0.92 | 0.84 0.88 0.94 | 0.83 0.89 0.92 | 0.81 0.86
BiGRU | 093 | 0.76 | 0.84 | 0.91 | 0.79 0.85 0.91 | 0.81 0.86 0.89 |1 0.77 0.83
LSTM | 0.86 | 0.79 | 0.82 | 0.88 | 0.81 0.84 0.90 | 0.81 0.85 0.88 | 0.78 0.83

Table 2. DL Models with binary cross entropy

Song Lyrics

There are some noticeable properties found in the results for the sentiment analysis dataset. Since this dataset has
a less severe class imbalance, its overall scores are better than the fake news dataset. However, as we mentioned in
section 4.4, due to the short seed texts, synthesis by word and character prediction did not add much improvement
to the performance in this case. Rather, we can see a better set of scores in Table 2 for synthesis by similar word
replacement than the other two techniques. Here the best score (91% f1) is derived by CNN with SWR. Apart from
that, performance of these three synthesis techniques for the song lyrics dataset is quite similar to the fake news
dataset. However, due to its smaller size, the overall scores for this dataset turn out to be slightly worse (best f1 of
89%) than sentiment classification. Analyzing the results of the synthesis techniques on different datasets, it can
be summarized that prediction-based text synthesis techniques require a considerable amount of text length. In
contrast, the synthesis by word replacement works fine even with short texts.

5.3 Weighted focal loss

Compared to the weighted binary cross-entropy in Table 2, all the deep models showed a superior performance
while trained to minimize focal loss. Consequently, we achieve the best scores in this work for each of the three
datasets by applying focal loss function with text synthesis techniques. As shown in Table 3, CNN model
along with TGW synthesis attains the best result (91% f1) for fake news classification, while the same classifier
derives the best fl of 94% with SWR for sentiment classification. Like the fake news dataset, CNN, along with
TGW synthesis, derives the best result (91% f1) for song lyrics classification as well. Among the other models,
bidirectional GRU also shows a promising performance for sentiment and song lyrics classification using focal
loss, having attained the best f1 of 88% for both cases, whereas the best possible f1 for this model using binary
cross-entropy was a mere 85%.

The striking improvements in both f1 and recall for all of the deep learning models using focal loss instead of
binary cross-entropy show that focal loss is a better custom loss to classify the samples on a significant amount of
class imbalance. Moreover, with the addition of synthesized text (TGW, TGC or SWR), the performance plateau
using focal loss suggests that it gets even better.
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Dataset Model P R F1 P R F1 P R F1 P R Fl1

Original Corpus | Original Corpus + TGW | Original Corpus + TGC | Original Corpus + SWR

BILSTM | 091 | 0.75 | 0.83 | 0.94 | 0.76 0.84 0.95 | 0.74 0.83 0.90 | 0.77 0.83
CNN 0.97 | 0.80 | 0.88 | 0.97 | 0.85 0.91 0.96 | 0.82 0.90 091 | 0.82 0.87
BiGRU | 0.89 | 0.80 | 0.84 | 0.94 | 0.73 0.82 0.93 | 0.75 0.83 0.97 | 0.73 0.83
LSTM | 0.88 | 0.79 | 0.83 | 0.93 | 0.75 0.83 0.88 | 0.76 0.82 095 | 0.73 0.83

Fake News

BiLSTM | 0.95 | 0.85 | 0.90 | 0.96 | 0.87 0.91 0.94 | 0.87 0.90 0.92 | 0.83 0.87
Sentiment CNN 0.97 | 0.87 | 0.92 | 0.96 | 0.87 0.92 0.94 | 0.86 0.91 0.97 |.0.92 0.94
BiGRU | 0.96 | 0.79 | 0.86 | 0.96 | 0.80 0.88 0.89 | 0.79 0.83 0.94 | 0.83 0.88
LSTM | 092 | 0.84 | 0.88 | 0.95 | 0.82 0.87 0.90 | 0.84 0.86 0.92 |-0.82 0.86

BiLSTM | 0.90 | 0.81 | 0.86 | 0.92 | 0.82 0.88 091 | 0.83 0.88 0.90 | 0.77 0.83
CNN 092 | 0.81 | 0.86 | 0.96 | 0.86 0.91 0.94 | 0.85 0.90 0.93 | 0.82 0.88

Song Lyrics 5 GRU 10,95 [ 0.79 [ 0.86 [ 0.93 | 081 | 087 093 [0.83 | 088 [090 079 085
LSTM | 0.89 | 0.81 | 0.84 | 0.90 | 0.82 0.85 0.93 | 0.82 0.87 0.90 | 0.80 0.85
Table 3. Deep models with Focal Loss
Dataset Model P R F1 P R F1 P R F1 P R F1
Original Corpus | Original Corpus + TGW | Original Corpus + TGC | Original Corpus + SWR
BiLSTM | 0.91 | 0.76 | 0.83 | 0.84 | 0.81 0.82 091 | 0.82 0.87 0.88 | 0.79 0.84
CNN 093 | 0.82 | 0.88 | 0.96 | 0.82 0.90 0.86 | 0.83 0.85 0.90 | 0.82 0.87
Fake News

BiGRU | 0.83 | 0.78 | 0.81 | 0.86 | 0.78 0.82 0.93 | 0.77 0.84 0.84 | 0.78 0.81
LSTM | 0.87 | 0.75 | 0.81 | 0.88 | 0.77 0.82 0.86 | 0.80 0.83 0.86 | 0.78 0.82

BiLSTM | 0.95 | 0.83 | 0.89 | 0.95 | 0.86 0.92 0.92 | 0.85 0.89 092 | 0.82 0.87
Sentiment CNN 0.95 | 0.86 | 0.90 | 0.97 | 0.88 0.92 0.95 | 0.84 0.90 0.91 | 0.86 0.89
Analysis BiGRU | 0.97 | 0.78 | 0.85 | 0.93 | 0.82 0.87 0.96 | 0.81 0.88 0.88 | 0.77 0.82
LSTM | 090 0.84 | 0.87 | 0.95 | 0.81 0.86 0.91 | 0.82 0.86 091 | 0.82 0.86

BiLSTM | 0.88 | 0.80 | 0.84 | 0.91 | 0.82 0.89 0.90 | 0.82 0.88 0.88 | 0.79 0.84
CNN 0.92 | 0.81 | 0.87 | 0.93 | 0.86 0.90 0.96 | 0.86 0.91 092 | 0.83 0.87
BiGRU | 0.94 |1 0.79 | 0.86 | 0.92 | 0.80 0.86 091 | 0.83 0.88 0.90 | 0.79 0.85
LSTM | 0.88 | 0.80 | 0.84 | 0.88 | 0.83 0.85 091 | 0.82 0.87 0.88 | 0.80 0.84

Table 4. Ensembling of smaller architecture Deep Models.

Song Lyrics

5.4 Ensembling

Observing from Table 4, for the original corpus, all the models showed a significant improvement using ensembling
(with simpler architectures) with respect to both f1 and recall in comparison to using binary cross-entropy as
observed in Table 2. Using ensembling, CNN model attained an impressive f1 of 88% for the fake news dataset
using a configuration of n=5, k=5, 1 =0.1.

In TGW, the f1-scores are very much similar with deep models using binary cross-entropy in Table 2, however,
the BILSTM model achieves a degrade in performance using ensembling, having attained 82% f1 as opposed to
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Dataset Model P R F1 P R F1 P R F1

Original Corpus + EG_LSTM-AE | Original Corpus + EG_AC-GAN | Original Corpus + EG_VAE

BiLSTM | 0.87 | 0.79 0.83 0.89 | 0.81 0.85 0.89 | 0.77 0.83

Fake News CNN 0.89 | 0.80 0.85 0.84 | 0.79 0.83 0.88 | 0.82 0.85

BiGRU | 0.85 | 0.81 0.83 0.86 | 0.80 0.83 0.84 | 0.78 0.81

LSTM | 0.91 | 0.78 0.84 0.91 | 0.84 0.88 0.87 | 0.81 0.84

BiLSTM | 0.86 | 0.81 0.84 0.89 | 0.82 0.87 0.87 | 0.81 0.85

Sone Lyrics CNN 0.90 | 0.82 0.86 0.90 | 0.86 0.89 0.94 | 0.86 0.92

e BiGRU | 0.91 | 0.79 0.85 0.90 | 0.79 0.84 0.92 | 0.82 0.87

LSTM | 0.84 | 0.80 0.81 0.89 | 0.81 0.85 0.90 | 0.82 0.86

Table 5. DL Models on Synthesized Embeddings

88% for the fake news dataset using binary cross-entropy. Additionally, ensembling of simpler architecture CNN
models achieved 90% f1 for the fake news dataset and 92% for the sentiment analysis dataset, which is the best
possible values attained using ensembling of any model, configuration.
In TGC, just like in TGW, the fl-scores for ensembling in Table 4 are also very much similar to those in Table 2.
Although the CNN model did not achieve performance improvement for the first two datasets, in this case, there is,
however, a boost in f1 for the song lyrics dataset, increasing from 87% to 91%. On the other hand, using SWR, as
observed in Table 4, all deep classifier models attained a superior performance with respect to both f1 and recall
compared to using binary cross-entropy.

These results suggest that ensembling of smaller architecture deep models obtained by training a subset of
majority label samples and all minority label samples cause a substantial improvement, especially in the original
corpus, as opposed to training single models with weighted binary cross-entropy.

5.5 Embedding Generation Techniques

This technique was performed using a cascading models approach, where M;, a Bidirectional LSTM model, was
trained on original corpus embeddings, and M,, a deep classifier model, was trained on both original corpus
embeddings as well as the embeddings obtained by using LSTM AE, LSTM VAE, AC-GAN on M; embeddings.
The performance variation of M5 is shown in Table 5. Compared to deep learning models trained on original corpus
using binary cross-entropy as in Table 2, we can see that almost all the classification models M, achieved superior
performance with respect to both f1 and recall when trained on additional synthetic embeddings. Especially, the
LSTM and Bi-LSTM model with AC-GAN embeddings achieves more than 87% of f1 score as shown in Table
5. However, the embedding vectors have a very small number of words (12) for the sentiment analysis dataset.
As a result, each of the three generative models underfits while trained with these embeddings producing some
low-quality synthetic samples. Subsequently, these synthetic embeddings did not add any improvement to the
classification performance; rather, it resulted in less than 40% f1 for all of the deep learning models. Hence, we did
not include these results in Table 5.

5.6 Outlier Detection

Treating minority class samples as outliers using LSTM Autoencoder does not yield good scores for any of the
classification tasks as observed in Table 6. It may indicate the limitations on the embeddings generated by the first
model M, as if it produces embeddings which is not good enough for the outlier strategy to perform well.
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Threshold P R F1 P R F1 P R F1

Fake News Sentiment Analysis Song Lyrics

0.0007 0.64 | 0.81 | 0.70 | 0.67 | 0.83 | 0.73 | 0.65 | 0.78 | 0.69

0.001 0.70 | 0.67 | 0.68 | 0.72 | 0.70 | 0.71 | 0.68 | 0.70 | 0.69

0.004 0.89 | 048 | 0.62 | 0.86 | 0.61 | 0.71 | 0.84 | 0.43 | 0.57
Table 6. Outlier Detection

Model P R F1 P R F1 P R F1

Fake News Sentiment Analysis Song Lyrics

BiLSTM | 0.96 | 0.70 | 0.81 | 0.93 | 0.75 | 0.83 | 0.91 | 0.75 | 0.82

CNN 094 | 0.68 | 0.79 | 0.92 | 0.75 | 0.83 | 0.88 | 0.74 | 0.80

BiGRU | 096 | 0.72 | 0.82 | 0.93 | 0.77 | 0.84 | 0.89 | 0.74 | 0.81

LSTM | 0.81 | 0.78 | 0.79 | 0.84 |-0.79 | 0.82 | 0.81 | 0.73 | 0.77
Table 7. Performance of oversampling of minority class samples using p = —0.45

5.7 Resampling Techniques

Here, we explore Oversampling and Random Undersampling (RUS) respectively described in subsections 3.4.2
and 3.4.1.

Oversampling: Using the strategy of oversampling, we observe from Table 7 that apart from Bidirectional GRU
model, there is no significant improvement compared with training on original corpus as observed in Table 2.
RUS: After comparing RUS performances from Table 8 with the original corpus of Table 2, we observe that only
using 15K majority samples and all minority samples, there is a significant improvement in both f1 and recall for
the fake news dataset. However, all other combinations of subsets of majority samples do not yield good results in
this case. Apart from that, since both the sentiment classification and song lyrics datasets have smaller data samples,
applying the undersampling strategy further worsened the overall results instead of improving.

5.8 Tree and Linear Models

Comparing the Bidirectional LSTM model in Table 2 with the tree models trained on 32-D feature space of this
BiLSTM model as shown in Table 9, we observe that for the original corpus, RandomForest (RF), Bernoulli Naive
Bayes (BNB), and LightGBM (LGBM) outperform the BiLSTM model for all three datasets in terms of f1 and
recall.

For synthetic texts using TGW and TGC, the linear and tree models do not show superior performance compared to
the BiLSTM model. However, they do show an improvement with respect to their original corpus performance,
achieving an f1 score of 88% (Random Forest with TGW) for the fake news dataset and 89% (BernouliNB with

ACM Trans. Asian Low-Resour. Lang. Inf. Process.



111:16 o

Dataset Model P R F1 P R F1 P R F1
30k majority class samples | 15k majority class samples | 10k majority class samples
BiLSTM | 0.82 | 0.70 0.75 0.86 | 0.75 0.80 0.66 | 0.76 0.71
Fake News CNN 0.90 | 0.75 0.82 0.92 | 0.78 0.85 0.80 | 0.79 0.80
LSTM | 0.80 | 0.71 0.75 0.83 | 0.76 0.79 0.78 | 0.78 0.78
6.5k majority class samples | Sk majority class samples | 3.5k majority class samples
BILSTM | 0.95 | 0.86 0.91 0.88 | 0.79 0.83 0.84 | 0.75 0.80
Sentiment CNN 0.95 | 0.86 0.90 0.89 | 0.83 0.87 0.81 | 0.82 0.81
LSTM | 0.90 | 0.86 0.89 0.88 | 0.76 0.82 0.82 | 0.70 0.76
3k majority class samples 2k majority class samples | 1.5k majority class samples
BIiLSTM | 0.85 | 0.81 0.83 0.83 | 0.78 0.80 0.81 0.72 0.76
Sone Lyrics CNN 0.93 | 0.86 0.91 0.90 | 0.75 0.82 0.83 | 0.74 0.79
& LSTM | 0.88 | 0.82 0.85 083 0.75 0.79 [ 080 0.71 0.74

Table 8. Variation in performance of DL models after undersampling & keeping various subsets of majority samples
(along with all minority samples)

Dataset Model P R F1 P R F1 P R F1

Original Corpus | Original Corpus + TGW | Original Corpus + TGC

Random Forest | 0.94 | 0.75 | 0.83 | 0.95 | 0.82 0.88 0.96 | 0.79 0.87
SvVC 0.97 | 0.65 | 0.78 | 0.97 | 0.71 0.82 0.95 | 0.73 0.83
Fake News BernoulliNB 095 | 0.75 | 0.84 | 0.88 | 0.82 0.85 0.89 | 0.79 0.84
XGBoost 0.96 | 0.66 | 0.78 | 0.98 | 0.71 0.82 0.95 | 0.72 0.82
LightGBM 096 | 0.72 | 0.82 | 0.95 | 0.77 0.84 0.95 | 0.74 0.83

Random Forest | 0.93 | 0.81 | 0.87 | 0.95 | 0.82 0.89 0.94 | 0.80 0.87
SVC 0.90 | 0.77 | 0.83 | 0.92 | 0.78 0.84 0.90 | 0.78 0.83
Sentiment BernoulliNB | 0.92 | 0.81 | 0.86 | 0.93 | 0.83 0.89 0.93 | 0.81 0.87
XGBoost 0.89 | 0.76 | 0.82 | 0.92 | 0.79 0.84 0.92 | 0.78 0.83
LightGBM 0.90 | 0.81 | 0.85 | 0.91 | 0.83 0.87 0.90 | 0.82 0.86

Random Forest | 0.88 | 0.78 | 0.82 | 0.90 | 0.81 0.85 0.91 | 0.79 0.83
SvC 0.90 | 0.74 | 0.82 | 0.90 | 0.78 0.83 0.89 | 0.79 0.83
Song Lyrics | BernoulliNB | 0.90 | 0.79 | 0.83 | 0.92 | 0.80 0.85 0.89 | 0.80 0.83
XGBoost 0.87 | 0.75 | 0.80 | 0.89 | 0.78 0.82 0.91 | 0.77 0.82
LightGBM 0.92 | 0.80 | 0.84 | 0.93 | 0.82 0.86 0.92 | 0.81 0.85
Table 9. Linear and Tree based models on 32-D feature space

TGW) for sentiment classification. Again, none of the classifier models show promising results using SWR; hence
it is not included in Table 9.
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Fig. 6. Performances of the best models for fake news classification

5.9 Results Summary

In this work, we have experimented with three different datasets. All the techniques that we applied to tackle class
imbalance did not perform equally for these datasets. From the experimental results we have just discussed, there
are certain observations that we can summarize as follows:

The text synthesis techniques we applied in this work turn out to be well performant for all three datasets. TGW and
TGC methods, however, seem to work good only for long texts, where SWR performs well for both short and long
text data. In addition, the deep learning classifiers achieve better training to reduce the impact of class imbalance
with focal loss function instead of binary-cross-entropy loss. In fact, we obtained the best results (more than 90
% f1) for each of the three classification tasks by applying focal loss along with the text synthesis techniques.
Apart from that, ensembling of simple architectures added some improvement to the performance showing its ability
to reduce the impact of class imbalance for each of the datasets. Although the embedding synthesis techniques
derived some good scores, especially with the AC-GAN model, they did not hold good for the sentiment analysis
dataset due to the small number of words per text. In almost all scenarios, CNN outperformed the other RNN based
deep classifiers with respect to their minority f1. On the other hand, outlier detection and resampling strategies
did not show any potential to reduce the impact of class imbalance in Bangla text classification. Finally, among
the state-of-the-art machine learning classifiers, random forest, Bernoulli naive Bayes, and light gradient boosting
machine showed some noticeable improvement in the performance, particularly with synthetic text samples for all
three datasets. Since the fake news dataset has the highest class imbalance among the three, we demonstrate the
summary of the best-performing methods for this particular corpus in Figure 6.

6 CONCLUSION

In this work, we used three benchmark datasets as the use case for addressing the class imbalance issue in Bangla
text classification. We have experimented with various techniques to tackle the class-imbalance problem. Firstly,
we performed a few synthesis techniques on both raw texts and embeddings for dataset augmentation. Next, we
trained four deep learning models, i.e., BILSTM, CNN, BiGRU, and LSTM, using weighted binary cross-entropy
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and weighted focal loss. Moreover, we experimented with a horizontal ensembling strategy using the simpler
architecture of the deep learning models. Apart from that, we trained several linear and tree models using the
hidden feature space of a BILSTM model. Finally, we made a thorough analysis on the performance of each of
these techniques for the three text classification tasks achieving more than 90% f1-score for the minority class
without hampering the overall performance.

As a future extension of this work, we look forward to applying relatively newer text generation methods for data
augmentation. These techniques can be applied to some other class imbalanced datasets of different low resource
languages to evaluate their general use-cases. Besides, the enforcement of several discriminative models with
attention mechanisms on such a class-imbalanced dataset can be a potential target for future research.
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