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Evaluation of 15 years of modeled atmospheric
oxidized nitrogen compounds across the contiguous
United States

Claudia Toro1, Kristen Foley2,*, Heather Simon2, Barron Henderson2, Kirk R. Baker2,
Alison Eyth2, Brian Timin2, Wyat Appel2, Deborah Luecken2, Megan Beardsley1,
Darrell Sonntag1, Norm Possiel2, and Sarah Roberts1

Atmospheric nitrogen oxide and nitrogen dioxide (NO þ NO2, together termed as NOX) estimates from annual
photochemical simulations for years 2002–2016 are compared to surface network measurements of NOX and
total gas-phase-oxidized reactive nitrogen (NOY) to evaluate the Community Multiscale Air Quality (CMAQ)
modeling system performance by U.S. region, season, and time of day. In addition, aircraft measurements from
2011 Deriving Information on Surface Conditions from Column and Vertically Resolved Observations Relevant
to Air Quality are used to evaluate how emissions, chemical mechanism, and measurement uncertainty each
contribute to the overall model performance. We show distinct seasonal and time-of-day patterns in NOX
performance. Summertime NOX is overpredicted with bimodal peaks in bias during early morning and evening
hours and persisting overnight. The summertime morning NOX bias dropped from between 28% and 57% for
earlier years (2002–2012) to between –2% and 7% for later years (2013–2016). Summer daytime NOX tends to
be unbiased or underpredicted. In winter, the evening NOX overpredictions remain, but NOX is unbiased or
underpredicted overnight, in the morning, and during the day. NOX overpredictions are most pronounced in the
Midwestern and Southern United States with Western regions having more of a tendency toward model
underpredictions of NOX. Modeled NOX performance has improved substantially over time, reflecting
updates to the emission inputs and the CMAQ air quality model. Model performance improvements are
largest for years simulated with CMAQv5.1 or later and for emission inventory years 2014 and later,
coinciding with reduced onroad NOX emissions from vehicles with newer emission control technologies and
improved treatment of chemistry, deposition, and vertical mixing in CMAQ. Our findings suggest that
emissions temporalization of specific mobile source sectors have a small impact on model performance,
while chemistry updates improve predictions of NOY but do not improve summertime NOX bias in the
Baltimore/DC area. Sensitivity runs performed for different locations across the country suggest that the
improvement in summer NOX performance can be attributed to updates in vertical mixing incorporated in
CMAQv5.1.
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Introduction
Exposure to nitrogen oxides (NOX ¼ NO þ NO2) can lead
to the development of asthma and asthma exacerbation
and has been associated with cardiovascular effects, dia-
betes, cancer, and premature mortality (e.g., U.S. Environ-
mental Protection Agency [EPA], 2016a). In addition, NOX

is a precursor to other detrimental air pollutants such as
ozone (O3) and particulate matter less than 2.5

micrometers in diameter (PM2.5; Seinfeld and Pandis,
1997). Consequently, understanding NOX sources, chemis-
try, and deposition contributes to sound air quality man-
agement decisions. Emission inventories that quantify
NOX emissions from different sources are often used as
input to photochemical models which simulate the atmo-
spheric fate and transport of NOX and its reaction products
(HNO3, N2O5, HONO, HO2NO2, ClNO2, peroxyl acetyl
nitrate [PAN], NO3, and organic nitrates), together referred
to as total gas-phase-oxidized reactive nitrogen or NOY.
Evaluation of NOX emissions inventories, as well as
photochemical model treatment of physical and chemical
processes which impact atmospheric NOY budgets, is
essential for building confidence in the tools that inform
regulatory decisions.
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Evaluation of the National Emission Inventory (NEI) is
challenging due to the large number of sources contrib-
uting to NOX emissions in the United States. Emissions of
NOX originate from many different types of source cate-
gories, and the emission contributions vary both between
and within sectors. Furthermore, variations in emissions
timing (diurnal and seasonal), location, and technology
are important for interpreting model performance and
making appropriate choices for emissions control
programs.

Nationally, the majority of NOX emissions come from
mobile sources that are split in the NEI into different
categories (see Figure 1). Within the onroad category,
running emissions are defined as emissions resulting from

vehicle operations on the road either under load or idling.
NOX emissions that occur when the engine catalyst is not
fully warmed up during the start-up of the vehicle are
particularly important in gasoline vehicles. Emissions asso-
ciated with extended idling operation result from the
activity of heavy-duty trucks with the engine idling to
power vehicle accessories (such as air conditioning, heat,
television, etc.) during the mandatory rest period. These
accessories generally require more engine power than reg-
ular idling on the road which is why the process is differ-
entiated in the inventory.

Other large contributors to U.S. NOX inventory include
emissions from fuel combustion (boilers and internal com-
bustion engines, power plants, and residential combustion

Figure 1. National Emission Inventory of nitrogen oxides for 2014. Top panel shows pie charts with the proportion of
each sector for (a) all sources, (b) mobile, (c) onroad, (d) nonroad, and (e) nonroad diesel categories. Bottom panel
shows seasonal emissions for the major sectors contributing to NOX emissions in 2014. Summer represents June–
July–August and Winter represents December–January–February. DOI: https://doi.org/10.1525/
elementa.2020.00158.f1
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of coal, oil, natural gas, and wood), industrial processes (oil
and gas, manufacturing, and mining), nonroad equipment
(including construction, mining, agricultural, and lawn
and garden equipment), commercial marine vessels, and
biogenic sources.

In addition to the spatial and temporal variability asso-
ciated with emissions from different emission sectors,
transport, chemistry, and deposition can impact observed
and modeled NOX mixing ratios. A variety of approaches
have been used to assess NOX emissions, including com-
paring emission ratios with ambient (surface and aircraft)
or remotely sensed (satellite) information, fuel-based anal-
ysis, and the application of photochemical grid models
using NEI data (U.S. EPA, 2015a; U.S. EPA, 2016b) as input.

Anderson et al. (2014) and Canty et al. (2015) compared
NEI emission ratios with measurements from a July 2011
mid-Atlantic intensive field measurement campaign and
concluded that NOX emissions from mobile sources were
overpredicted by a factor of 2. Simon et al. (2018) also
compared 2011-based model predictions with the same
field data and suggest that attribution of model perfor-
mance to a specific sector is challenging using only emis-
sion ratios and that measurement uncertainty also
confounds emissions evaluation. Fuel-based analysis of
the mobile emission inventory for 2013 suggests that
mobile source emissions of NOX are overestimated by
28% (McDonald et al., 2018). Other researchers used mea-
surements from various field campaigns that took place
during the summer of 2013 in Texas (Souri et al., 2016)
and across the Southeastern United States (Li et al., 2016;
Travis et al., 2016) and suggested that NOX emissions from
anthropogenic sources other than power plants were over-
predicted by between 30% and 60%. Appel et al. (2017)
used NOX measurements from ambient monitoring net-
works across the United States to evaluate modeled NOX

mixing ratios in 2011 and found model overpredictions
of NOX mixing ratios overnight and during the morning
and evening hours during the summer but not during
winter or during the middle of the day. Salmon et al.
(2018) and Jaeglé et al. (2018) found reasonable agree-
ment between model predictions based on an EPA emis-
sions inventory and measured ambient NOX in the mid-
Atlantic and Northeast, respectively, during the winter of
2015.

Here, photochemical model predictions of NOX for 15
annual simulations (2002–2016) were compared with rou-
tine surface network measurements to illustrate the mod-
eling systems’ ability to replicate observed patterns across
space, season, and time of day. NOX emissions are pre-
sented from the 2014 NEI to provide broader context
about the largest sectors. Because meteorology can affect
evaluation results for a single year (e.g., years with cool
wet summers can reveal different model biases compared
to years with more hot, stagnant summer conditions),
evaluation across multiple years provides the chance to
identify systematic biases in the Community Multiscale
Air Quality (CMAQ) estimates. In addition, during this
15-year time period, there have been improvements in the
input data sets and parameterizations used by the mete-
orology, emissions, and air quality models applied in this

study. Dynamic evaluation studies, such as this one, offer
the chance to analyze the cumulative impacts of these
improvements on NOX performance. Diagnostic evalua-
tion is also used to isolate and test specific hypotheses
about the causes of model biases. Aircraft measurements
(Crawford et al., 2014; Crawford and Pickering, 2014) were
compared to model estimates to further explore how
model formulation (e.g., chemistry) and measurement
uncertainty contribute to bias in model estimates of NOX.

Methods
The CMAQ model (U.S. EPA Office of Research and Devel-
opment, 2014) was applied for multiple annual simula-
tions covering 2002–2016. Meteorological inputs were
developed using the Weather Research and Forecasting
(WRF) model (Skamarock and Klemp, 2008). These simu-
lations were developed over several years to support mul-
tiple projects, so model versions and assumptions about
inputs vary. However, this collective data set has the
advantage of demonstrating how the state-of-the-science
models were performing at the time that EPA and others
were modeling each historic year, as well as for the most
recent years. The 2002–2012 CMAQ v5.0.2 simulations are
described in Zhang et al. (2019). A complete list of annual
simulations, model versions, and other key information is
provided in Table 1. All simulations were performed for
a model domain covering the contiguous United States
using 12-km horizontal grid spacing. Lateral boundary
inflow for chemical species was extracted from coarser
scale hemispheric air quality model simulations (Hender-
son et al., 2014). Additional model sensitivity simulations
were conducted to test several hypotheses on drivers of
modeled NOX bias for the period coincident with the 2011
Deriving Information on Surface Conditions from Column
and Vertically Resolved Observations Relevant to Air Qual-
ity (DISCOVER-AQ) field study.

Air quality model-ready emissions were prepared using
the Sparse Matrix Operator Kernel Emissions (SMOKE;
Baek and Seppanen, 2021) modeling system. Biogenic
emissions were estimated with the Biogenic Emission
Inventory System (Pierce et al., 1998; Schwede et al.,
2005). Wildland fire emissions were developed using
SmartFire for fire timing and location and BlueSky Frame-
work for fuels and emissions (Baker et al., 2016). NO from
lightning production was calculated online in CMAQ
using year-specific lightning strike data from the National
Lightning Detection Network (Kang, 2019a, 2019b).

Year-specific information for anthropogenic emissions
was used where possible for each model simulation. Elec-
trical Generating Unit (EGU) emissions were based on
hourly data submitted to the Continuous Emissions Mon-
itor system. Other (non-EGU) anthropogenic point and
area source emissions were based on EPA’s triennial NEI
(U.S. EPA, 2016b). Onroad mobile emissions were esti-
mated using the most current version of the Motor Vehi-
cle Emission Simulator (MOVES; U.S. EPA, n.d.-b) available
at the time of NEI development (see Table 1). Nonroad
mobile emissions were developed using the most current
version of the Nonroad component of MOVES model avail-
able at the time of NEI development. MOVES emissions of
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onroad and nonroad emissions for California were
adjusted to the inventory estimates provided by that state.
For years between NEIs, the sectors without specific data
(such as EGUs) were interpolated from the nearest avail-
able NEI at the time the inventory was developed.

Meteorological input data were evaluated against ob-
servations from meteorological aerodrome reports (ME-
TAR) available from the Meteorological Assimilation and
Data Ingest System (National Oceanic and Atmospheric
Administration [NOAA], n.d.) Model and observed meteo-
rological data were paired in time and space using the
Atmospheric Model Evaluation Tool version 1.4 (U.S. EPA,
2019).

Nitrogen oxides (NOX) monitor sites included in the
analysis used a standard chemiluminescence instrument.
Ambient data from national networks included in the
EPA’s Air Quality System (AQS; U.S. EPA, n.d.-a) for hourly
gas species were matched to model predictions in time
and space based on the grid cell where the monitor was
located. These comparisons were made for whichever set
of monitors was operational on each day from 2002 to
2016, so different locations and numbers of monitors are
included in comparisons for different years and seasons
(see Figures S1, S3, and S7). Monitors in EPA’s near-road
monitoring network were excluded from this analysis
because 12-km resolution grid boxes are not expected to
accurately capture near-road conditions. Mean bias (MB)
and normalized mean bias (NMB) were calculated as
described in Simon et al. (2012). Ambient NOX monitors
have known artifacts and often pick up additional NOY

species in their measurements (Dunlea et al., 2007; Dick-
erson et al., 2019). This problem is most pronounced at
times and locations with higher fractions of aged NOY

species compared to NOX. To bound this measurement
uncertainty, we compared measured NOX both to modeled
NOX and to modeled NOY. In addition, we focus analysis on
morning hours (4–9 AM LST) when fresh NOX emissions
are expected to dominate NOY, thus limiting the impact of
measurement artifacts.

Oxidized nitrogen gas field measurements were made
as part of the July 2011 DISCOVER-AQ field study over the
Baltimore, Maryland, region (Crawford et al., 2014; Craw-
ford and Pickering, 2014). This field study includes surface
and upper air measurements of NOX and NOY, which pro-
vides greater spatial and temporal coverage of the metro-
politan area than available from routine ground-based
monitors. In this analysis, NOY is examined to more fully
characterize oxidized nitrogen gases to reduce model and
measurement incommensurability solely related to the
operational definition of NOX. Aircraft measurements of
oxidized nitrogen gases from DISCOVER-AQ were matched
to the model predictions in time and space (Simon et al.,
2018). Specifically, hourly 3D gridded model mixing ratios
were matched to 5-min aircraft measurements using the
grid-cell center closest to the aircraft latitude, longitude,
and altitude and the modeled mixing ratio at the top-of-
the-hour closest to the measurement time. Model species
that were mapped to each measured species are listed in
Table S1.

Results and discussion
Emission inventory characterization

Figure 1 provides an annual and seasonal breakout of
NOX in the 2014 NEI by sector and further breaks out
subsectors for mobile sources. Sector definitions are avail-
able in the 2014 NEI technical support document (U.S.
EPA, 2018). The national trend between 2002 and 2016
for NOX emissions from onroad and off-road vehicles esti-
mated using MOVES2014b consistently for all years is
shown in Figure 2. Note that this trend is different than
the emissions used in the CMAQ runs, as shown in Table
1, since each of the CMAQ simulations used different
emissions model versions, local inputs, and activity.
Nationally, onroad and off-road emissions have decreased
significantly each year, and these differences vary among
vehicles/equipment with different emission control tech-
nologies, as older vehicles/equipment are phased out
from the fleet and as vehicles/equipment meeting more
stringent standards come into the fleet. Nonetheless, it
should be noted that relative contributions from different
mobile source sectors will vary spatially within the United
States. Past studies have pointed toward onroad vehicles
as a major source of NOX emissions overpredictions (An-
derson et al., 2014; Travis et al., 2016). Figure 1 shows
that while mobile sources account for over half of U.S.
NOX emissions and onroad vehicles contribute over half
of U.S. mobile source emissions, onroad vehicles only con-
tribute about one-third of total U.S. NOX emissions with
roughly equal parts coming from gasoline and diesel ve-
hicles for the calendar year 2014.

NOX emissions can vary by season (Figure 1, bottom
panel) due to environmental reasons (e.g., wildfires) or
due to changes in anthropogenic activities. Total NOX

emissions vary by approximately 15% between summer
(June–July–August) and winter (December–January–Feb-
ruary), with summer emissions generally higher due to
seasonal activity. For example, EGU usage varies depend-
ing on electricity demand, which is generally highest in
summer. This peak demand generally results in 14%–16%
increase in NOX emissions for this sector during the sum-
mer season. However, 2014 had a particularly cold winter
and the 2014 NEI reflects this by estimating less than 5%
change in NOX emissions between summer and winter
(Figure 1). Nonroad equipment usage also changes
through the year with sectors like Construction and Lawn
& Garden significantly increasing during summer months,
resulting in summer emissions estimates that are more
than twice the winter NOX emissions estimates for 2014.
Onroad emissions do not show large differences in activity
between seasons, but emissions of NOX from gasoline
vehicles are influenced by the increase in engine load
caused by A/C usage during the summer season. On
a national scale, the seasonal difference in total onroad
emissions is small (approximately 6% higher in summer).
Nonetheless, it is important to highlight that temperature
adjustments of onroad gasoline running emissions are
dependent on local conditions. EPA’s SMOKE-MOVES
modeling system predicts that absolute NOX gasoline run-
ning emissions increase slightly during summer afternoon
hours in some locations compared to winter months. The
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change in light-duty running emissions estimated in sum-
mer is a balance between the impact of humidity on com-
bustion temperature, which effectively reduces NOX

emissions, and the increase in engine load due to the use
of air conditioning which increases NOX emissions (U.S.
EPA, 2015c). The net result depends on the meteorological
conditions of each location. Ambient temperature also has
an impact on start emissions. Colder temperatures impact
the time that the catalyst requires to reach a functional
temperature which results in higher NOX start emissions
during winter season (U.S. EPA, 2015c), but as noted in
Figure 1, these emissions are a small part of the total NOX

inventory and more relevant at a local scale. Ambient
temperature has not been shown to impact running emis-
sions significantly in laboratory tests as the exhaust air
temperature is on the order of 300 �C (U.S. EPA, 2015c).
Nonetheless, seasonal variability of onroad emissions due
to ambient temperature, particularly from heavy-duty

trucks, has been suggested as a reason to explain a disagree-
ment of a factor of 2 between comparisons of near-road
NOXmeasurements andMOVES2014 (Hall et al., 2020) and
aircraft measurements with the onroad sector of the 2011
NEI during summer season (Salmon et al., 2018).

Modeled spatial patterns of NOX, NOY, and NOZ

Modeled annual average NOX is highest in urban areas and
near large industrial sources (Figure 3). Major transporta-
tion corridors are a large source of NOX in both urban and
rural areas (Figure 3). Annual average NOY has a very
similar spatial pattern as NOX but is always slightly higher
since NOX is a subset of NOY. Oxide nitrogen species other
than NOX (NOZ) comprise the difference between NOY and
NOX. NOZ species come from atmospheric aging of NOX

and tend to be more regionally homogeneous than NOX

but still highest in places with high NOX emissions (e.g.,
urban areas, large transportation corridors). Major NOZ

Figure 2. National trend between 2002 and 2016 for total NOX emissions (top row) and for onroad and nonroad
vehicles (bottom row). Trends are shown as absolute emissions (left column) and as fractional contribution to total
NOX emissions (top right) and to onroadþ nonroad NOX emissions (bottom right). Bottom row figures were estimated
using MOVES2014b. The light-duty sector (passenger cars, passenger trucks, and commercial trucks) is divided to
represent the contribution of vehicles manufactured under specific emission standards (Tier 1¼model years between
1994 and 2000; National Low Emissions Vehicle ¼ model years 2000–2003; Tier 2 ¼ model years after 2004). DOI:
https://doi.org/10.1525/elementa.2020.00158.f2
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components include nitric acid which has a short atmo-
spheric lifetime due to a high dry deposition velocity and
alkyl nitrates (ANs) and PANs which can travel farther
downwind and contribute to O3 production days after
formation in NOX-limited areas. In many urban areas of
the United States, where NOX mixing ratios tend to be the
highest, NOX comprises more than 90% of NOY annually
on average (Figure 3). Figure S2, which maps NOX and
NOYmixing ratios in summer and winter, shows that mod-
eled NOX mixing ratios are larger in the winter while
modeled NOZ mixing ratios are larger in the summer. As
a result, the NOX/NOY fraction is substantially larger in the
winter than in the summer. In the summer, NOX often
makes up less than 80% of the NOY in urban core areas,
around 70% of NOY near large transportation corridors,
and between 40% and 60% of NOY regionally across the
Eastern United States. In contrast, wintertime NOX makes
up over 90% of NOY in urban core areas and between 60%
and 80% of NOY regionally across the Eastern United
States. As a consequence, NOX measurement artifacts are
expected to add more uncertainty to model bias calcula-
tions in the summer and outside of urban core areas.

2002-2016 model performance

The diurnal pattern of mean NOX mixing ratio and NOX

bias for monitors in the United States for the summer and
winter season is shown in Figure 4 for each annual

simulation. During summer months, there is a distinct
morning and evening peak in MB from 4 to 9 AM and 4
to 9 PM, respectively, while at midday hours, the model
underestimates NOX mixing ratios. The morning biases
track the hourly observations well, while the timing of the
peak in the evening biases occurs during the rise in even-
ing NOX and subsides when the evening NOX peaks. These
two different behaviors are the result of competing effects
of emissions versus planetary boundary layer (PBL) depth
which may coincide temporally more closely in the morn-
ing than in the evening. We explore the interplay of these
two factors in more depth in the following section. During
winter months, the morning peak in bias observed in
summer is absent while the evening peak shifts to earlier
hours. The morning and evening periods of model overes-
timation (MB and NMB) of NOX have been reduced
between the 2002 and 2016 simulations. As discussed
in more detail below and shown in Table 1, several shifts
in the modeling platform may contribute to the year-to-
year trends in NOX bias shown in Figure 4 including
a change in CMAQ model version to CMAQv5.1 in the
2013 simulation and a change in the underlying NEI ver-
sion in the 2014 simulations and later. Nationally, sum-
mertime morning NOX bias (4–9 AM) was between 28%
and 57% from 2002 to 2012 (Figure S4). This bias
dropped to 7% in 2013 and further to between –2% and
2% in the 2014–2016 time period. Similar improvements

Figure 3. Modeled annual average of oxidized nitrogen species for 2015. (a) NOX (NOþ NO2), (b) NOZ (the difference
between NOY and NOX), (c) NOY (all oxidized species), and (d) the ratio of NOX to NOY. Spatial maps for winter and
summer are shown in Supplemental Material (Figure S2). DOI: https://doi.org/10.1525/elementa.2020.00158.f3
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in summertime evening overpredictions are also shown in
Figure 4. However, modest daytime (10 AM–3 PM) over-
predictions in 2012 and prior (5%–34%) become modest
underpredictions in 2013 and later simulations (–24% to
–32%; see Figure S5). During the winter of these years, the
model tends to underpredict the morning commute and
midday hours and is less biased during the evening

commute. The wintertime morning NOX underpredictions
increased from a bias between –17% and –33% in 2002–
2012 simulations to a bias between –41% and –43% in
2013–2016 simulations (Figure S4). In contrast, winter-
time evening NOX overpredictions shifted from between
92% and 142% in 2002–2012 simulations to 12%–27%
in 2013–2016 simulations (Figure S6).

Figure 4. Diurnal mean NOX observations (top) and bias (bottom). Profiles for winter (left) and summer (right) are
shown by year. Modeled years include 2002–2016. DOI: https://doi.org/10.1525/elementa.2020.00158.f4
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NMB based on hourly NOX data from 4 to 9 AM LST
aggregated by season and region for each annual simulation
is shown inFigure5.Thenumber ofmonitoring sites used to
calculate NMB for each region/season/year combination is
provided in Figure S7, and othermodel performancemetrics
(normalized mean error and correlation) are shown in Fig-
ures S12–S14. Performance features vary by region of the
United States, season, and modeled year. The modeling sys-
tem tended to overpredict NOX during the summer, partic-
ularly in the Midwest and Southern United States.

The summertime NMB decreased substantially across
the country beginning with the 2013 simulation with the
switch to more recent CMAQ versions. Several major up-
dates were made to science processes in the CMAQ model
starting in v5.1 including changes in the treatment of
vertical mixing in urban areas that resulted in more

mixing and less pollutant buildup near the surface, an
update of the underlying chemical mechanism from Car-
bon Bond 5 (CB05) to CB05e51, improved calculations of
photolysis with a more detailed treatment of cloud and
aerosol interactions, and updates to the dry deposition
scheme (Appel et al., 2017). There was an additional incre-
mental improvement in the NMB from 2013 to 2014–
2016 simulations since they were simulated using an even
more recent version of CMAQ (v5.2) and included emis-
sions based on different NEI inventory—2011 NEI for 2013
simulation and 2014 NEI with improved methodology and
data for the 2014–2016 simulations.

The version of WRF that was used to provide meteoro-
logical inputs also changed across the simulations. WRF
version 3.4 was used for the 2002–2012 simulations, ver-
sion 3.7.1 for 2013, and version 3.8 for 2014–2016.
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Figure 5. Normalized mean bias of morning modeled NOX – observed NOX. Morning hours are 4–9 AM LST. Morning
bias is aggregated by season for each annual simulation across monitors in multiple regions defined by National
Oceanic and Atmospheric Administration climate region (Figure S1). Community Multiscale Air Quality model version
used for each simulated year is shown in parentheses. Reds indicate model overprediction, and blues show model
underprediction. West ¼ CA and NV; Northwest (combined with the Northern Rockies and Plains) ¼ OR, WA, ID, MT,
NE, ND, SD, and WY; Upper Midwest¼ IA, MI, MN, and WI; Ohio Valley¼ IL, IN, KY, MO, OH, TN, and WV; Northeast¼
CT, DE, ME, MD, MA, NH, MJ, NY, PA, RI, and VT; Southwest ¼ AZ, CO, NM, and UT; South ¼ AR, KS, LA, MS, OK, and
TX; and Southeast ¼ AL, FL, GA, NC, SC, and VA. DOI: https://doi.org/10.1525/elementa.2020.00158.f5
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Evaluation of estimated temperature, windspeed, and mix-
ing ratio against METAR observations shows the MB in
these variables tends to be low and fairly stable across the
16 years for all regions (e.g., less than +0.5 �C tempera-
ture bias; �1 m/s windspeed bias, see Figures S8–S11).
This is to be expected since the WRF simulations used data
assimilation to adjust model values toward surface and
upper-level meteorological data. Even with the use of data
assimilation for all simulation years, meteorological up-
dates can still impact NOX mixing ratios, as discussed fur-
ther in the next section.

Another potential contributing factor to the reduced
NMB is that NOX emissions from various types of sources
have decreased at different rates (see Figure 2), so any
emissions bias that resulted from a subset of sources may
become less pronounced if that group of sources makes
up a smaller portion of the total NOX emissions. Figure 2
shows annual trends in total and relative NOX emissions
magnitudes from different source sectors and further
breaks out for onroad vehicles and off-road equipment.
While onroad and nonroad NOX emissions have continu-
ously decreased throughout the entire time series (Figure
2), older gasoline vehicles with higher NOX emissions
(manufactured in years without federal NOX emissions
standards) contribute less to onroad NOX steadily in later
years as newer gasoline vehicles meeting more stringent
NOX emissions standards (Tier 2) have become more prev-
alent. For instance, vehicles without any federal NOX emis-
sions standards made up 16% of the total onroad and
nonroad NOX emissions in 2002 and only 5% in 2016.
Even though their share of the total on- and nonroad NOX

emissions is not the largest, changes in gasoline vehicle
NOX contribution are relevant to the morning and evening
overprediction since these are the times of the day when
their activity is highest in urban areas. While all of these
factors likely contribute to a large reduction in NMB
beginning with the 2013 simulation, the correlation
between modeled and observed NOX was not similarly
improved (Figure S13). R2 values were below 0.6 for all
seasons, even in the most recent simulation years with
values in the range of 0.3 for most regions, seasons, and
simulation years. The correlation values reflect the model’s
ability to capture both spatial and temporal (daily) vari-
ability. The temporal variability is impacted both by emis-
sions timing and meteorology. Past studies have shown
CMAQ generally does a reasonable job of capturing day-
to-day variability for other primary pollutants (Appel et al.,
2012; U.S. EPA, 2012), so it is likely that comparatively low
R2 values are due to the model’s inability to fully capture
the spatial variability of NOX which may have steep gra-
dients in urban areas near sources. It may not be possible
to capture these NOX gradients in urban areas with 12-km
resolution modeling.

In contrast to the summer overestimation, the model-
ing system tended to underestimate NOX in the winter.
The underestimation occurred mainly in the three western
regions and the northeast, but all eight regions had neg-
ative NMB values for the most recent 2013–2016 simula-
tions. Maps of summer and winter season MB for all
simulations are provided in Figure S15 to illustrate

regional and within-region differences in NOX perfor-
mance. For the most recent model simulation (2016 using
CMAQv5.3), the winter season underpredictions occur
throughout the United States and most notably in large
urban areas. Modeled NOX summer overestimation per-
sists in this simulation in states along the Gulf of Mexico,
while large metropolitan areas such as New York and Los
Angeles have monitors with both over and underpredic-
tion of NOX (Figure S15).

In addition to the model performance for NOX shown
in Figure 5, we investigated the impact of measurement
uncertainty from routine network NOX monitors on model
performance by comparing modeled NOY to measured
NOX as recommended by Dickerson et al. (2019). The eval-
uation in Figure S14 treats the AQS measurements as
capturing all NOY species rather than NOX. This compari-
son shows generally larger modeled NOY overpredictions
(as expected since monitors are unlikely to capture total
NOYmixing ratios) but with the same temporal trends and
spatial patterns as were shown in Figure 5.

Diagnostic evaluation using 2011 model sensitivity

simulations and evaluation against field data

Multiple processes could be driving the seasonal differ-
ences in biases seen in Figures 4 and 5. Due to the
available modeling simulations that represent the evolu-
tion of state-of-the-science modeling over time, it is diffi-
cult to isolate causes of NOX bias and the main drivers for
changing model performance over this set of simulations.
Major aspects of the modeling system which may contrib-
ute to NOX bias include modeled temperature depen-
dence of mobile emissions in MOVES or other NOX

sources (e.g., soil NO), the temporal allocation of emis-
sions used to convert annual or daily total emissions to
hourly estimates, the parameterization of vertical mixing
in WRF and CMAQ, and the seasonal differences in the
impact of chemistry and deposition on NOX atmospheric
lifetime. In this section, we use additional detailed model
and measurement data to explore the potential impacts of
these various phenomena for the 2011 modeling year.

Figures 4 and 5 showed some distinct temporal pat-
terns in NOX bias including higher bias at night and dur-
ing morning/evening rush hour and a tendency for the
model to overpredict NOX mixing ratios in the summer
and underpredict NOX mixing ratios in the winter. In order
to test the impact of emissions timing on these bias pat-
terns, we first identified several emissions sectors with
large contributions to total NOX emissions (Figure 2) and
uncertain or potentially inaccurate temporal profiles.
These included heavy-duty onroad vehicles, nonroad
equipment, and the subset of EGUs without continuous
emissions monitoring systems. We conducted three sensi-
tivity simulations for 2011 in which we updated the tim-
ing of emissions from each of these sectors using the best
current information which is described in detail in the
supplemental information. These updates often resulted
in more emissions being allocated to times of day and year
with higher PBL heights and more mixing and fewer emis-
sions being allocated to times of day and year with lower
PBL heights and less vertical mixing. As a result of these
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updates, NOX mixing ratios across the United States
decreased generally by less than 1 ppb on average (Figure
S19) although decreases were more pronounced at spe-
cific times and locations. The results of these sensitivity
simulations indicate that the emissions timing updates
did not systematically change modeled NOX mixing ratios
in a way that could explain the modeled NOX bias.

In Figure 6, we further explore the diurnal patterns of
two important model processes (PBL height and mobile
source emissions) and their temporal relationship to
observed and modeled NOX mixing ratios and the result-
ing modeled NOX bias in four urban areas for summer and
winter of 2011. This figure includes modeled values from
CMAQ v5.0.2 (i.e., the model version used in the 2011
simulation shown in Figures 4 and 5) as well as CMAQ
v5.1 (the model version used starting in 2013 in Figures 4
and 5). The four urban areas in Figure 6 represent

different regions of the country impacted by different types
of meteorology: a location in the Northeast impacted by
strong seasonal changes in temperature (Bronx, NY), a loca-
tion in the mid-Atlantic (Washington, DC) with more mod-
est seasonal variations, a location on the gulf coast
(Houston, TX), and an inland location in the Central United
States (St. Louis, MO). The grid cells chosen also illustrate
emissions variability between grid cells representing down-
town urban areas with high traffic (e.g., DC, Bronx, Hous-
ton) and grid cells that include highways (St. Louis, MO).We
focus on mobile NOX emissions for these figures since
mobile sources are generally the dominant NOX source in
urban areas.We note that vehicle running emissions make
up the majority of mobile source emissions for each of the
four urban locations included in Figure 6.

Similar to comparisons across the contiguous United
States shown in Figure 4, modeled NOX mixing ratios in

Figure 6. Seasonal differences in diurnal profiles of NOX bias, mobile NOX emissions, and modeled boundary layer.
Summer and winter diurnal profiles for modeled average boundary layer height, NOX onroad þ nonroad emissions
(left panel), NOX observations, NOX modeled mixing ratios, and calculated bias (right panel). NOX bias and mixing
ratios are shown for two Community Multiscale Air Quality (CMAQ) versions (v5.02 and v5.1) for multiple urban areas
in 2011. Emissions are scaled by 0.1 for all sites. The boundary layer height values for CMAQv5.0.2 come from
WRFv3.4. DOI: https://doi.org/10.1525/elementa.2020.00158.f6
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these areas are highest in the early morning and late
evening hours when mobile activity is high and the sur-
face mixing layer is relatively shallow. It is during these
same times of day when summertime NOX overpredictions
are largest. Additionally, in the Bronx and St. Louis loca-
tions, the MB remains elevated overnight in the
CMAQv5.0.2 simulation compared to daytime bias. When
comparing summer and winter NOX mixing ratios, we see
higher observed and modeled mixing ratios in winter due
to a combination of shallower boundary layer heights
(Seidel et al., 2010) and a longer atmospheric NOX lifetime
(Beirle et al., 2011) in winter. We note that the modeled
local nonroad and running NOX emissions shown in
Figure 6 do not change substantially from summer to
winter, with summer emissions being 6%–18% higher
than winter emissions depending on the city. Nationally,
the seasonal behavior of emissions also does not change
significantly (with exception of the EGU anomaly captured
in 2014 and explained earlier), thus we use Figure 1 to
show that the nonpoint sector is the only sector for which
NOX emissions increase in winter versus summer. There-
fore, emissions are unlikely to explain higher modeled win-
tertime NOX mixing ratios. The diurnal pattern of NOX bias
changes during winter, where the morning period shows
a smaller peak overprediction than in summertime (and an
underprediction at some hours in DC) while the peak even-
ing bias is more pronounced than was seen in the summer-
time for three of the four cities (Bronx, Houston, and DC).
These seasonal changes in the NOX bias suggest that the
modeling system is not capturing the real-world seasonality
in one or more of the following processes: emissions mag-
nitudes, atmospheric mixing, or processes that affect NOX

lifetime such as chemistry and deposition.
The right-hand panels in Figure 6 show a change in

the 2011 model estimated NOX with the shift from the
CMAQ5.0.2 to CMAQv5.1 simulation, with emissions in-
puts held constant. The version CMAQv5.1 sensitivity also
included updated WRF meteorology inputs (from version
3.4 to 3.7). Similar to the results in Figures 4 and 5 when
comparing 2012–2013 results, Figure 6 shows this system
update had a substantial impact on the 2011 NOX bias at
these sites. In all four cities, NOX mixing ratios predicted
by CMAQv5.1 are lower than those predicted by
CMAQv5.0.2 in both summer and winter. In the summer,
peak morning NOX overpredictions are reduced by a factor
of 2–4 and peak evening NOX overpredictions are reduced
by a factor of 3–6 when updating to the more recent
model version. The wintertime peak morning overpredic-
tion is reduced by a factor of 6–10 in the Bronx, Houston,
and St. Louis, with morning bias becoming an underpre-
diction in DC using the newer modeling system. Similarly,
the peak evening overprediction is reduced by a factor of
approximately 2–5 in each of the four cities with the new-
er v5.1 modeling system compared to v5.0.2.

To better explain the change in NOX bias seen at these
sites, we leverage the evaluation of CMAQv5.1 presented
in Appel et al. (2017). The incremental testing in that
study included a CMAQ sensitivity to updates in WRF and
CMAQ related to transport and vertical mixing (U.S. EPA,
2015b). The evaluation of this sensitivity found the net

effect of these model changes in summer was an increase
in vertical mixing, particularly in the late afternoon and
early evening. This resulted in a decrease in PM2.5 at many
urban locations which was attributed to a decrease in
primary emitted elemental carbon and organic carbon and
an increase in maximum daily 8-h average ozone attrib-
uted to a decrease in NOX titration. Changes in PM2.5 and
ozone in winter were found to be generally small with the
exception of a relatively large increase in PM2.5 (>2.5 mg
m�3) in the San Joaquin Valley of California. Using this
sensitivity simulation, Figure S20 maps the change in 4–9
AM average NOX between CMAQv5.0.2 and CMAQv5.1 and
shows how much of this change is from the meteorology
updates (S20e and f) and how much is from chemistry and
other updates in CMAQv5.1 (S20g and h). In both summer
and winter, the impacts from the more aggressive vertical
mixing are most pronounced in urban areas while the
impacts from chemistry and other model updates are
spread out more regionally. While the winter decrease in
NOX is driven both by the mixing updates and by chem-
istry and other model updates, the largest decreases in
summer NOX, particularly in urban areas, are almost exclu-
sively from the more aggressive mixing within the bound-
ary layer. This result is reflected in Figure 7 which shows
the diurnal profile of the summer NOX bias from Figure 6
but with the addition of the NOX bias from the sensitivity
(Bias_v502_met_updates).

The evaluation in Figures 4–7 focused on model esti-
mated NOX at surface monitoring locations. Another of
the major updates in CMAQv5.1 was the change in che-
mical mechanism from CB05 to Carbon Bond 05 EPAv5.1
(CB05ev1). While this update did not impact the NOX at
the sites in Figures 6 and 7, evaluation against aloft

Figure 7. Sensitivity results showing diurnal profiles of
summer mean NOX observations and model mean bias
for sites shown in Figure 6. The Community Multiscale
Air Quality model version for both the base case and the
sensitivity case is v5.0.2. DOI: https://doi.org/10.1525/
elementa.2020.00158.f7
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measurements shows the importance of the chemistry
changes on the NOY budget. Here, we present additional
results from several July 2011 simulations testing the im-
pacts of chemistry changes as described in Luecken et al.
(2019), including a comparison against the chemistry in
Carbon Bond 6 (CB6) which was first implemented in
CMAQv5.2 (the model version used starting in the 2014
simulation). For this evaluation, modeled NOY aloft is
compared to data from aircraft measurements taken dur-
ing the DISCOVER-AQ field study to complement the eva-
luations using ground-level measurements from routine
NOX monitoring network sites. Measured NOY is shown in
two ways: (1) as NOYmeasured using a chemiluminescence
instrument (Ridley and Grahek, 1990), referred to in this
article simply as “NOY”, and (2) as the sum of NOY com-
ponent species measured using a thermal dissociation
laser-induced fluorescence instrument (Thornton et al.,
1999), referred to as

P
NOYi in this article as was done

in Simon et al. (2018). High temporal resolution time
series of these paired modeled and observed NOY mixing
ratios are available in the Supplement Figures S21–S34.
These plots show large variability in measured NOYmixing
ratios as the aircraft traveled between the free troposphere
with relatively lower mixing ratios and into the planetary
boundary layer with higher mixing ratios. Smaller variabil-
ity in measurements made within the boundary layer was
mostly driven by the aircraft’s location within or outside of
the Baltimore and Washington, DC, urban plumes. Table 2
provides statistics (correlation, MB, and NMB) for model
performance across all measured data pairs and also for
pairs only within the measured boundary layer. Correla-
tion across all data points ranges between 0.65 and
0.78 depending on which measurements and model simu-
lations are used, with

P
NOYi measurements having

higher correlation with modeled NOY than the

chemiluminescence NOY. Correlation drops somewhat
(0.5–0.66) when using the subset of measurements taken
within the boundary layer demonstrating that the model is
doing a good job of simulating the boundary layer height
and the resulting change in NOY mixing ratio between the
boundary and the free troposphere. Luecken et al. (2019)
also compared these model simulations to vertical profiles
from the DISCOVER-AQ campaign and showed that the
models capture the boundary layer height reasonably well
and that the CB05e51 and CB6 chemical mechanisms gen-
erally simulate the vertical profile of several NOY compo-
nents (ANs and peroxy nitrates [PNs]) better than the CB05
chemical mechanism. Correlations above 0.5 within the
boundary layer suggest that thatmodel is doing a reasonable
job of capturing the location of the urban plume.While MB
numbers differ above and within the boundary layer due to
higherNOYmixing ratioswithin theboundary layer, theNMB
is almost identical within the boundary layer and above the
boundary layer (Table 2). This further suggests that any NOY

biases are driven by systematic processes within the model-
ing system and are not isolated to localized emissions
or meteorological processes in the Baltimore/DC area.

It is informative to look more closely at the measure-
ments made within the boundary layer to understand
model performance and impacts of chemistry on locations
that are most representative of NOYmixing ratios near the
surface. Figure 8 shows daily averages of NOY from all
model and measurement pairs that occurred within the
measured PBL. The modeling system tends to overpredict
the average aircraft measurements of NOY for most days of
the field study. Predictions using CB6 and CB05e51 che-
mical mechanisms are very similar to each other. In addi-
tion, NOY predictions are closer to measurements using
CB6/CB05e51 gas-phase chemistry compared to CB05,
which is generally consistent with other studies (Qin

Table 2. Model NOY performance statistics compared to aircraft measurements during 2011 DISCOVER-AQ Baltimore.
DOI: https://doi.org/10.1525/elementa.2020.00158.t2

Model Chemical Mechanism Versus Measurement Method Subset Correlation MB (ppb) NMB (%)

CB05 versus chemiluminescence NOY Boundary layer only .50 2.6 74.9

All measurements .65 1.8 76.9

CB05 versus
P

NOYi Boundary layer only .63 1.9 47.9

All measurements .76 1.5 51.0

CB05e51 versus chemiluminescence NOY Boundary layer only .55 1.8 54.0

All measurements .68 1.3 53.7

CB05e51 versus
P

NOYi Boundary layer only .66 1.2 30.0

All measurements .78 0.9 30.8

CB6 versus chemiluminescence NOY Boundary layer only .55 1.7 49.8

All measurements .68 1.2 49.0

CB6 versus
P

NOYi Boundary layer only .66 1.1 26.5

All measurements .78 0.8 26.8

DISCOVER-AQ ¼ Deriving Information on Surface Conditions from Column and Vertically Resolved Observations Relevant to Air
Quality; MB ¼ mean bias; NMB ¼ normalized mean bias; CB ¼ carbon bond.
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et al., 2019). In addition, the model predictions matchP
NOYi more closely than NOY. Together, the chosen mea-

surement method and the chemical mechanism imple-
mented in the modeling can substantially impact the
magnitude of the estimated model NOY overpredictions:
NMB ¼ 75% when comparing CB05 modeling to

measured NOY (the worst-performing combination); NMB
¼ 27% when comparing CB6 modeling to measuredP

NOYi (the best performing combination).
Figure 9 shows the comparison of modeled NOY spe-

cies against average DISCOVER-AQ aircraft measurements
of NOY components averaged across all boundary layer

Figure 8. Daily averages of model NOY predictions compared to daily averages of aircraft measurements made during
the July 2011 DISCOVER-AQ field study. Plotted data represent the subset of measurements taken within the observed
boundary layer near Baltimore, MD. Model predictions are provided from simulations using three different chemical
mechanisms: CB05, CB05e51, and CB6. Measurements are presented both as observed NOY from the
chemiluminescence instrument and as the sum of measured NOY species from the thermal dissociation laser-
induced fluorescence instrument. DISCOVER-AQ ¼ Deriving Information on Surface Conditions from Column and
Vertically Resolved Observations Relevant to Air Quality; CB ¼ carbon bond. DOI: https://doi.org/10.1525/
elementa.2020.00158.f8

Figure 9. Aggregated model predictions and measurements of NOY species. All measurements considered are within
the boundary layer over all flight days part of the July DISCOVER-AQ 2011 field study near Baltimore, MD. Bars
representing observations are derived from both LIF (NO2, HNO3, alkyl nitrates, peroxy nitrates) and
chemiluminescence (NO and NOY) instruments. NOY is shown as a gray bar. DISCOVER-AQ ¼ Deriving Information
on Surface Conditions from Column and Vertically Resolved Observations Relevant to Air Quality. DOI: https://
doi.org/10.1525/elementa.2020.00158.f9
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measurements on all July 2011 flight days for model sen-
sitivity simulations with the three chemical mechanisms
tests. The mechanisms generally show relatively good
agreement between modeled and measured NOX mixing
ratios but overestimates ANs (

P
RNO2), PNs (

P
RO2NO2),

and HNO3. Changes in total NOX mixing ratios between
mechanisms (also shown in the map on Figure S19d) are
quite small. The slight decrease in NOX is due to the fact
that CB6 has fewer pathways for recycling NOX from
nitrate (Luecken et al., 2019). These impacts occur on long
enough timescales to result in a regional signal that is not
localized to areas with high emissions (Figure S19d). The
more substantial changes in the mechanism involve the
aged NOY species. The CB6 chemical mechanism adds new
pathways to transform ANs to HNO3 which is lost quickly
from the atmosphere and also includes updates to the
volatile organic compound and peroxy radical chemistry
which impact PN levels. Consequently, AN and PN over-
predictions improved from the CB05 to CB6 mechanism.
The conversion of more NOY to HNO3 results in a shorter
NOY lifetime and decreases the total NOY overprediction
when compared against the aircraft measurements. Lueck-
en et al. (2019) report that CB6 chemistry leads to 30%–
40% more NOY removal through HNO3 deposition than
CB05 chemistry. However, Figure 9 shows that HNO3 in
the CB6 simulation is slightly overpredicted.

Conclusions
Air quality model evaluation of NOX was presented for
simulations spanning the years 2002–2016 to provide
context for other model applications and to better under-
stand how model performance has changed over time
throughout the evolution of the modeling system (i.e.,
model version, configuration, and inputs). Annual simula-
tions show consistent wintertime underpredictions and
a complex pattern of model bias for the summertime. The
summertime performance and performance improve-
ments highlight the importance of improvements to many
parts of the modeling system.

The modeling system representation of NOX has shown
dramatic improvements in the performance of summer-
time predictions for more recent annual simulations com-
pared to earlier (2002–2011) annual simulations. NOX

overpredictions are most severe when emissions are high
and near-surface mixing is lowest, which often coincides
with early morning and evening rush hours. The summer-
time morning NOX bias dropped from between 28% and
57% for earlier years (2002–2012) to between –2% and
7% for later years (2013–2016). While multiple aspects of
the modeling system and inputs were updated through-
out the 15-year time series, sensitivity simulations for
2011 suggest that the update between the CMAQv5.0.2
version and the CMAQv5.1 version was a driving factor in
the improved summertime model performance and in-
creases in wintertime underpredictions. Major updates
in CMAQv5.1 included improved treatment of vertical
mixing, the treatment of alky nitrate chemistry, more
sophisticated treatment of photolysis rates, and updates
to the treatment of deposition. Sensitivity exercises to
explore the impact of emissions timing of important

sectors showed minimal impact on model performance.
Investigation into the impacts of the chemistry changes
showed that these were important for improving predic-
tions of NOY (i.e., chemistry updates alone could reduce
NOY MB by 35%–45%). However, the chemistry updates
did not substantially impact summertime NOX estimates
in the Baltimore/DC urban area. Finally, sensitivity per-
formed on locations used as case study showed that the
model performance improvement observed for years 2013
and after can be attributed to updates in transport pro-
cesses, particularly vertical mixing.

Different aspects of the modeling system can impact
overall NOX and NOY mixing ratios including the magni-
tude of annual emissions from multiple source types and
the timing and location of those emissions. The method-
ology and underlying input data for estimating emissions
have improved throughout the time series with major
updates associated with the 2011 NEI (used as a basis for
the 2011–2013 model simulations) and the 2014 NEI
(used as a basis for the 2014–2016 model simulations).
Different regulations have facilitated reductions in many
of the important contributors to total NOX. In particular,
the steep decreasing trend of mobile emissions over time
and the differential nature of these decreases depend on
the fleet composition (e.g., age of vehicles and their emis-
sion controls) and highlight the importance of using emis-
sions that match the year of the model simulation. We
recommend that studies evaluating air quality models rec-
ognize the limitations of using NOX emissions that do not
match the year of the model simulation to reduce the
uncertainty on their diagnosis of model-observation
comparisons.

Furthermore, future studies focused on NOX model
performance should include satellite total column mea-
surements of NO2 in addition to in situ measurements to
minimize the confounding impact of vertical mixing pro-
cesses. Total column measurements can provide additional
spatial and temporal coverage not available from surface
monitoring networks; however, they also have their own
uncertainties and use assumptions about vertical profiles
of NO2 through the boundary layer, the free troposphere,
and the stratosphere that are generally based on a priori
model predictions. Additionally, evaluation of PBL height
and mixing within the PBL against ceilometer or lidar
measurements would provide more information on the
model’s ability to capture these features of the atmo-
sphere. Further analysis could also focus on whether finer
resolution modeling could better capture spatial NOX gra-
dients in urban areas and improve model correlation sta-
tistics. Finally, research studies focused on isolating NOX

emissions from specific sources and source categories
would be valuable toward evaluating specific components
of the inventory. This includes fieldwork characterizing
natural emissions sources (e.g., lightning and biogenic)
and the anthropogenic categories discussed in this
analysis.

Data accessibility statement
The NOX output for the 2012–2014 Community Multi-
scale Air Quality (CMAQ) simulations can be found on the
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CMAS Data Warehouse (https://dataverse.unc.edu/
dataverse/cmascenter). Specific links for each year are pro-
vided in Table 1.

The 2002–2016 files with CMAQ simulation values
matched to air quality observations, as well as the data
behind all figures presented are available at https://doi.
org/10.5281/zenodo.4633517.

Supplemental files
The supplemental files for this article can be found as
follows:

Figure S1. NOX monitoring sites by National Oceanic
and Atmospheric Administration (NOAA) Climate Regions
(top) and data availability by site (bottom). Bottom figure
shows the number of years with data available by site for
the period 2002–2016. Note that the NOAA Climate
Region Northern Rockies and Plains (MT, WY, ND, SD, and
NE) has been combined with the Northwest Region (WA,
OR, and ID) due to the limited number of available moni-
tors in many of these states.

Figure S2. Modeled annual average of oxidized nitro-
gen species for winter (top four-plot panel, labeled as Q1)
and summer (bottom 4-plot panel, labeled as Q3) of 2015.
For each four-plot panel, top left represents NOX (NO þ
NO2), top right represents NOZ (the difference between
NOY and NOX), bottom left represents NOY (all oxidized
species), and bottom right the ratio of NOX to NOY.

Figure S3. Number of sites used to calculate the nor-
malized mean bias of morning NOX in Figures S4–S6.
Morning hours considered are 4–9 AM LST. Number of
sites is shown by year and season.

Figure S4. Normalized mean bias of morning mod-
eled NOX and observed NOX. Morning hours are 4–9 AM
LST. Data have been aggregated by season for each
annual simulation across all monitors in U.S. domain
(Figure S1).

Figure S5. Normalized mean bias of midday modeled
NOX and observed NOX. Midday hours are 11 AM–3 PM
LST. Data have been aggregated by season for each annual
simulation across all monitors in U.S. domain (Figure S1).

Figure S6. Normalized mean bias of evening modeled
NOX and observed NOX. Evening hours are 4–9 PM LST.
Data have been aggregated by season for each annual
simulation across all monitors in U.S. domain (Figure S1).

Figure S7. Number of sites used to calculate normal-
ized mean bias of morning NOX in Figure 4. Morning
hours considered are 4–9 AM LST. Number of sites is
shown by region and year/season. West ¼ CA and NV;
Northwest ¼ OR, WA, ID, MT, NE, ND, SD, and WY; Upper
Midwest ¼ IA, MI, MN, and WI; Ohio Valley ¼ IL, IN, KY,
MO, OH, TN, and WV; Northeast ¼ CT, DE, ME, MD, MA,
NH, MJ, NY, PA, RI, and VT; Southwest ¼ AZ, CO, NM, and
UT; South ¼ AR, KS, LA, MS, OK, and TX; Southeast ¼ AL,
FL, GA, NC, SC, and VA.

Figure S8. METAR stations. Weather stations used to
evaluate the Weather Research and Forecasting meteoro-
logical model in Figures S9–S11.

Figure S9. Mean bias of 2 m temperature. Data have
been aggregated by season for each annual simulation
across all METAR stations in U.S. domain (Figure S8).

Figure S10. Mean bias of 10-m windspeed. Data have
been aggregated by season for each annual simulation
across all METAR stations in U.S. domain (Figure S8).

Figure S11. Mean bias of 2 m water vapor mixing ratio.
Water vapormixing ratio is ameasure of themoisture in the
air and is approximately equal to specific humidity. Data
have been aggregated by season for each annual simulation
across all METAR stations in U.S. domain (Figure S8).

Figure S12. Normalized mean error of morning mod-
eled NOX and observed NOX. Morning hours are 4–9 AM
LST. Data have been aggregated by season for each annual
simulation across monitors in multiple regions defined by
National Oceanic and Atmospheric Administration climate
region (Figure S1). West ¼ CA and NV; Northwest ¼ OR,
WA, ID, MT, NE, ND, SD, and WY; Upper Midwest ¼ IA, MI,
MN, and WI; Ohio Valley ¼ IL, IN, KY, MO, OH, TN, and WV;
Northeast ¼ CT, DE, ME, MD, MA, NH, MJ, NY, PA, RI, and
VT; Southwest ¼ AZ, CO, NM, and UT; South ¼ AR, KS, LA,
MS, OK, and TX; Southeast ¼ AL, FL, GA, NC, SC, and VA.

Figure S13. Correlation (R2) of morning modeled NOX

and observed NOX. Morning hours are 4–9 AM LST. Data
have been aggregated by season for each annual simula-
tion across monitors in multiple regions defined by
National Oceanic and Atmospheric Administration cli-
mate region (Figure S1). West ¼ CA and NV; Northwest
¼ OR, WA, ID, MT, NE, ND, SD, and WY; Upper Midwest ¼
IA, MI, MN, and WI; Ohio Valley ¼ IL, IN, KY, MO, OH, TN,
and WV; Northeast ¼ CT, DE, ME, MD, MA, NH, MJ, NY, PA,
RI, and VT; Southwest ¼ AZ, CO, NM, and UT; South ¼ AR,
KS, LA, MS, OK, and TX; Southeast ¼ AL, FL, GA, NC, SC,
and VA.

Figure S14. As in Figure 5 of the main paper, but for
modeled NOY – observed NOX.

Figure S15. Mean bias of morning modeled NOX and
observed NOX at surface monitors for 2002–2016. Morn-
ing hours are 4–9 AM LST. Data have been aggregated for
winter (left column) and summer (right column) months.
Warm colors indicate model overprediction and cool col-
ors underprediction.

Figure S16. Nonroad diurnal emissions profiles used
in the sensitivity test. The 2011 base simulation (“old”) and
sensitivity simulation are shown for the following sectors:
construction equipment, residential lawn and garden
equipment, commercial lawn and garden equipment, and
agricultural equipment.

Figure S17. Map of counties and parishes depicting
the source of temporal data. Locations shown in gray indi-
cate that Environmental Protection Agency (EPA) default
data (derived from vehiclen travel information system
[VTRIS]) were used versus state submitted data (green and
yellow). Sensitivity run #2 replaced all state-submitted
temporal profile data with EPA VTRIS derived profiles
(except California).

Figure S18. Example day-of-year temporal profile for
Electrical Generating Unit sources (fuel ¼ “other”) in East-
ern Virginia. Up to 7% of the annual emissions are emit-
ted on a single day.

Figure S19. Change in the July 2011 average of mod-
eled NOX mixing ratios (ppb) resulting from sensitivity
tests. (a) Nonroad emissions adjustments, (b) alternative
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heavy-duty onroad temporal profiles, (c) alternative tem-
poral allocation of Continuous Emissions Monitors for
year 2011 (12-km horizontal grid resolution, all hours
averaged), and (d) CB6 chemical mechanism versus CB05
chemical mechanism (12-km horizontal grid resolution, all
hours averaged). CB ¼ carbon bond.

Figure S20. Change in modeled NOX mixing ratio
(ppb) resulting from updating from CMAQv5.0.2 to
CMAQv5.1 Maps show the spatial distribution of this
change for (a) January 2011 average 4–9 AM LST NOX

from CMAQv5.0.2 simulation, (b) same as (a) but for
July 2011, (c and d) difference between CMAQv5.1 and
CMAQv5.0.2, (e and f) difference between meteorology
sensitivity and CMAQv5.0.2, and (g and h) difference
between CMAQv5.1 and meteorology sensitivity. CMAQ
¼ Community Multiscale Air Quality.

Figure S21. Paired model and observed NOY from
Deriving Information on Surface Conditions from Column
and Vertically Resolved Observations Relevant to Air Qual-
ity Baltimore flight on July 1, 2011.

Figure S22. Paired model and observed NOY from
Deriving Information on Surface Conditions from Column
and Vertically Resolved Observations Relevant to Air Qual-
ity Baltimore flight on July 2, 2011.

Figure S23. Paired model and observed NOY from
Deriving Information on Surface Conditions from Column
and Vertically Resolved Observations Relevant to Air Qual-
ity Baltimore flight on July 5, 2011.

Figure S24. Paired model and observed NOY from
Deriving Information on Surface Conditions from Column
and Vertically Resolved Observations Relevant to Air Qual-
ity Baltimore flight on July 10, 2011.

Figure S25. Paired model and observed NOY from
Deriving Information on Surface Conditions from Column
and Vertically Resolved Observations Relevant to Air Qual-
ity Baltimore flight on July 11, 2011.

Figure S26. Paired model and observed NOY from
Deriving Information on Surface Conditions from Column
and Vertically Resolved Observations Relevant to Air Qual-
ity Baltimore flight on July 14, 2011.

Figure S27. Paired model and observed NOY from
Deriving Information on Surface Conditions from Column
and Vertically Resolved Observations Relevant to Air Qual-
ity Baltimore flight on July 16, 2011.

Figure S28. Paired model and observed NOY from
Deriving Information on Surface Conditions from Column
and Vertically Resolved Observations Relevant to Air Qual-
ity Baltimore flight on July 20, 2011.

Figure S29. Paired model and observed NOY from
Deriving Information on Surface Conditions from Column
and Vertically Resolved Observations Relevant to Air Qual-
ity Baltimore flight on July 21, 2011.

Figure S30. Paired model and observed NOY from
Deriving Information on Surface Conditions from Column
and Vertically Resolved Observations Relevant to Air Qual-
ity Baltimore flight on July 22, 2011.

Figure S31. Paired model and observed NOY from
Deriving Information on Surface Conditions from Column
and Vertically Resolved Observations Relevant to Air Qual-
ity Baltimore flight on July 26, 2011.

Figure S32. Paired model and observed NOY from
Deriving Information on Surface Conditions from Column
and Vertically Resolved Observations Relevant to Air Qual-
ity Baltimore flight on July 27, 2011.

Figure S33. Paired model and observed NOY from
Deriving Information on Surface Conditions from Column
and Vertically Resolved Observations Relevant to Air Qual-
ity Baltimore flight on July 28, 2011.

Figure S34. Paired model and observed NOY from
Deriving Information on Surface Conditions from Column
and Vertically Resolved Observations Relevant to Air Qual-
ity Baltimore flight on July 29, 2011.

Table S1. List of model chemical mechanism species
that were assigned to each measured NOY species.
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Jaeglé, L, Shah, V, Thornton, JA, Lopez-Hilfiker, FD,
Lee, BH, McDuffie, EE, Fibiger, D, Brown, SS,
Veres, P, Sparks, TL, Ebben, CJ. 2018. Nitrogen
oxides emissions, chemistry, deposition, and export
over the Northeast United States during the WINTER
Aircraft Campaign. Journal of Geophysical Research:
Atmospheres 123(21): 12368–12393. DOI: http://
dx.doi.org/10.1029/2018JD029133.

Kang, D, Foley, KM, Mathur, R, Roselle, SJ, Pickering,
KE, Allen, DJ. 2019. Simulating lightning NO pro-
duction in CMAQv5.2: Performance evaluations.
Geoscientific Model Development 12(10): 4409–
4424. DOI: http://dx.doi.org/10.5194/gmd-12-
4409-2019.

Kang, D, Pickering, KE, Allen, DJ, Foley, KM,Wong, DC,
Mathur, R, Roselle, SJ. 2019. Simulating lightning
NO production in CMAQv5.2: Evolution of scientific
updates. Geoscientific Model Development 12(7):
3071–3083. DOI: http://dx.doi.org/10.5194/gmd-
12-3071-2019.

Kelly, JT, Koplitz, SN, Baker, KR, Holder, AL, Pye, HOT,
Murphy, BN, Bash, JO, Henderson, BH, Possiel,
NC, Simon, H, Eyth, AM. 2019. Assessing PM2.5
model performance for the conterminous U.S. with
comparison to model performance statistics from
2007–2015. Atmospheric Environment 214(May):
116872. DOI: http://dx.doi.org/10.1016/j.atmo
senv.2019.116872.

Li, J, Mao, J, Min, KE, Washenfelder, RA, Brown, SS,
Kaiser, J, Keutsch, FN, Volkamer, R, Wolfe, GM,
Hanisco, TF, Pollack, IB. 2016. Observational con-
straints on glyoxal production from isoprene oxida-
tion and its contribution to organic aerosol over the
Southeast United States. Journal of Geophysical
Research: Atmospheres 1340–1360. DOI: http://dx.
doi.org/10.1002/2016JD025331.

Luecken, DJ, Yarwood, G, Hutzell, WT. 2019. Multipol-
lutant modeling of ozone, reactive nitrogen and
HAPs across the continental US with CMAQ-CB6.

Art. 9(1) page 18 of 20 Toro et al: Evaluation of 15 years of modeled atmospheric oxidized nitrogen compounds
D

ow
nloaded from

 http://online.ucpress.edu/elem
enta/article-pdf/9/1/00158/461475/elem

enta.2020.00158.pdf by guest on 02 N
ovem

ber 2021

http://dx.doi.org/10.1016/j.atmosenv.2014.07.004
http://dx.doi.org/10.1016/j.atmosenv.2014.07.004
http://dx.doi.org/10.5194/gmd-2020-345
http://dx.doi.org/10.1016/j.atmosenv.2011.11.016
http://dx.doi.org/10.1016/j.atmosenv.2011.11.016
http://dx.doi.org/10.5194/gmd-10-1703-2017
http://dx.doi.org/10.5194/gmd-10-1703-2017
http://dx.doi.org/10.5281/ZENODO.4480334
http://dx.doi.org/10.5281/ZENODO.4480334
http://dx.doi.org/10.1016/j.atmosenv.2016.06.032
http://dx.doi.org/10.1016/j.atmosenv.2016.06.032
http://dx.doi.org/10.5194/acp-15-10965-2015
http://dx.doi.org/10.1016/j.atmosenv.2019.116873
http://dx.doi.org/10.1016/j.atmosenv.2019.116873
http://dx.doi.org/10.1016/j.atmosenv.2019.116873
http://dx.doi.org/10.1016/j.atmosenv.2019.116873
http://dx.doi.org/10.5194/acp-7-2691-2007
http://dx.doi.org/10.5194/acp-7-2691-2007
http://dx.doi.org/10.1016/j.atmosenv.2020.117558
http://dx.doi.org/10.1016/j.atmosenv.2020.117558
http://dx.doi.org/10.5194/gmd-7-339-2014
http://dx.doi.org/10.5194/gmd-7-339-2014
http://dx.doi.org/10.1029/2018JD029133
http://dx.doi.org/10.1029/2018JD029133
http://dx.doi.org/10.5194/gmd-12-4409-2019
http://dx.doi.org/10.5194/gmd-12-4409-2019
http://dx.doi.org/10.5194/gmd-12-3071-2019
http://dx.doi.org/10.5194/gmd-12-3071-2019
http://dx.doi.org/10.1016/j.atmosenv.2019.116872
http://dx.doi.org/10.1016/j.atmosenv.2019.116872
http://dx.doi.org/10.1002/2016JD025331
http://dx.doi.org/10.1002/2016JD025331


Atmospheric Environment 201: 62–72. DOI: http://
dx.doi.org/10.1016/j.atmosenv.2018.11.060.

McDonald, BC, McKeen, SA, Cui, YY, Ahmadov, R, Kim,
S-W, Frost, GJ, Pollack, IB, Peischl, J, Ryerson, TB,
Holloway, JS, Graus, M. 2018. Modeling ozone in
the Eastern U.S. using a Fuel-Based Mobile Source
Emissions Inventory. Environmental Science & Tech-
nology 52: 7360–7370. DOI: http://dx.doi.org/10.
1021/acs.est.8b00778.

National Oceanic and Atmospheric Administration.
n.d. Meteorological assimilation data ingest system.
Available at https://madis.ncep.noaa.gov/. Accessed
22 April 2021.

Pierce, T, Geron, C, Bender, L, Dennis, R, Tonnesen, GS,
Guenther, A. 1998. Influence of increased isoprene
emissions on regional ozone modeling. Journal of
Geophysical Research: Atmospheres 103(D19):
25611–25629. DOI: http://dx.doi.org/10.1029/
98JD01804.

Qin, M, Yu, H, Hu, Y, Russell, AG, Odman, MT, Doty, K,
Pour-Biazar, A, McNider, RT, Knipping, E. 2019.
Improving ozone simulations in the Great Lakes
Region: The role of emissions, chemistry, and dry
deposition. Atmospheric Environment 202(January):
167–179. DOI: http://dx.doi.org/10.1016/j.
atmosenv.2019.01.025.

Ridley, BA, Grahek, FE. 1990. A small, low flow, high
sensitivity reaction vessel for NO chemilumines-
cence detectors. Journal of Atmospheric and Oceanic
Technology 7(2): 307–311.

Salmon, OE, Shepson, PB, Ren, X, He, H, Hall, DL, Dick-
erson, RR, Stirm, BH, Brown, SS, Fibiger, DL,
McDuffie, EE, Campos, TL. 2018. Top-down esti-
mates of NOx and CO emissions from Washington,
D.C.-Baltimore during the WINTER Campaign. Jour-
nal of Atmospheric and Oceanic Technology 123(14).
DOI: http://dx.doi.org/10.1029/2018JD028539.

Schwede, D, Pouliot, G, Pierce, T. 2005. Changes to the
Biogenic Emission Inventory System Version 3 (BEIS3),
in 4th Annual CMAS Models-3 Users’ Conference.
Chapel Hill, NC.

Seidel, DJ, Ao, CO, Li, K. 2010. Estimating climatological
planetary boundary layer heights from radiosonde
observations: Comparison of methods and uncer-
tainty analysis. Journal of Atmospheric and Oceanic
Technology 115(D16). John Wiley & Sons. DOI:
http://dx.doi.org/10.1029/2009JD013680.

Seinfeld, JH, Pandis, SN. 1997. Atmospheric chemistry
and physics: From air pollution to climate change.
NJ: Wiley-Interscience.

Simon H, Baker, KR, Phillips, S. 2012. Compilation and
interpretation of photochemical model perfor-
mance statistics published between 2006 and
2012. Atmospheric Environment 61(December):
124–139. DOI: http://dx.doi.org/10.1016/j.
atmosenv.2012.07.012.

Simon, H, Valin, LC, Baker, KR, Henderson, BH, Craw-
ford, JH, Pusede, SE, Kelly, JT, Foley, KM, Owen,
RC, Cohen, RC, Timin, B. 2018. Characterizing CO
and NOy sources and relative ambient ratios in the

Baltimore area using ambient measurements and
source attribution modeling. Journal of Geophysical
Research: Atmospheres 123: 3304–3320. DOI:
http://dx.doi.org/10.1002/2017JD027688.

Skamarock, WC, Klemp, JB. 2008. A time-split nonhy-
drostatic atmospheric model for weather research
and forecasting applications. Journal of Computa-
tional Physics 227(7): 3465–3485. DOI: http://dx.
doi.org/10.1016/j.jcp.2007.01.037.

Souri, AH, Choi, Y, Jeon, W, Li, X, Pan, S, Diao, L, Wes-
tenbarger, DA. 2016. Constraining NOx emissions
using satellite NO2 measurements during 2013
DISCOVER-AQ Texas campaign. Atmospheric Envi-
ronment 131(2): 371–381. DOI: http://dx.doi.org/
10.1016/j.atmosenv.2016.02.020.

Thornton, J, Wooldridge, P, Cohen, R. 1999. Atmo-
spheric NO2: In situ laser-induced fluorescence
detection at parts per trillion mixing ratios. Analyt-
ical Chemistry 72(3): 528–539. DOI: http://dx.doi.
org/10.1021/ac9908905.

Travis, KR, Jacob, DJ, Fisher, JA, Kim, PS, Marais, EA,
Zhu, L, Yu, K, Miller, CC, Yantosca, RM, Sulprizio,
MP, Thompson, AM. 2016. Why do models overes-
timate surface ozone in the Southeast United
States? Atmospheric Chemistry and Physics 16(21):
13561–13577. DOI: http://dx.doi.org/10.5194/acp-
16-13561-2016.

U.S. Environmental Protection Agency. 2012. Air Quality
Modeling Technical Support Document for the Regu-
latory Impact Analysis for theRevisions to theNational
Ambient Air Quality Standards for Particulate Matter.
Available at https://www3.epa.gov/ttn/naaqs/
standards/pm/data/201212aqm.pdf. Accessed 22
April 2021.

U.S. Environmental Protection Agency. 2015a. 2011
National Emissions Inventory, version 2—Technical
Support Document. Research Triangle Park, NC,
USA. Available at https://www.epa.gov/sites/
production/files/2015-10/documents/nei2011v2_
tsd_14aug2015.pdf. Accessed 22 April 2021.

U.S. Environmental Protection Agency. 2015b. CMAQ
version 5.1 (November 2015 release) Technical Doc-
umentation—Transport Processes. Available at
https://www.airqualitymodeling.org/index.php/
CMAQ_version_5.1_%28November_2015_rele
ase%29_Technical_Documentation#Transport_
Processes. Accessed 22 April 2021.

U.S. Environmental Protection Agency. 2015c. Emis-
sion Adjustments for Temperature, Humidity, Air
Conditioning, and Inspection and Maintenance for
On-road Vehicles in MOVES2014. Available at
https://www.epa.gov/moves/moves-technical-
reports. Accessed 22 April 2021.

U.S. Environmental Protection Agency. 2016a. Inte-
grated Science Assessment for Oxides of Nitro-
gen—Health Criteria. Available at https://www.
epa.gov/isa/integrated-science-assessment-isa-
nitrogen-dioxide-health-criteria. Accessed 22 April
2021.

Toro et al: Evaluation of 15 years of modeled atmospheric oxidized nitrogen compounds Art. 9(1) page 19 of 20
D

ow
nloaded from

 http://online.ucpress.edu/elem
enta/article-pdf/9/1/00158/461475/elem

enta.2020.00158.pdf by guest on 02 N
ovem

ber 2021

http://dx.doi.org/10.1016/j.atmosenv.2018.11.060
http://dx.doi.org/10.1016/j.atmosenv.2018.11.060
http://dx.doi.org/10.1021/acs.est.8b00778
http://dx.doi.org/10.1021/acs.est.8b00778
https://madis.ncep.noaa.gov/
http://dx.doi.org/10.1029/98JD01804
http://dx.doi.org/10.1029/98JD01804
http://dx.doi.org/10.1016/j.atmosenv.2019.01.025
http://dx.doi.org/10.1016/j.atmosenv.2019.01.025
http://dx.doi.org/10.1029/2018JD028539
http://dx.doi.org/10.1029/2018JD028539
http://dx.doi.org/10.1029/2009JD013680
http://dx.doi.org/10.1016/j.atmosenv.2012.07.012
http://dx.doi.org/10.1016/j.atmosenv.2012.07.012
http://dx.doi.org/10.1002/2017JD027688
http://dx.doi.org/10.1016/j.jcp.2007.01.037
http://dx.doi.org/10.1016/j.jcp.2007.01.037
http://dx.doi.org/10.1016/j.atmosenv.2016.02.020
http://dx.doi.org/10.1016/j.atmosenv.2016.02.020
http://dx.doi.org/10.1021/ac9908905
http://dx.doi.org/10.1021/ac9908905
http://dx.doi.org/10.5194/acp-16-13561-2016
http://dx.doi.org/10.5194/acp-16-13561-2016
https://www3.epa.gov/ttn/naaqs/standards/pm/data/201212aqm.pdf
https://www3.epa.gov/ttn/naaqs/standards/pm/data/201212aqm.pdf
https://www.epa.gov/sites/production/files/2015-10/documents/nei2011v2_tsd_14aug2015.pdf
https://www.epa.gov/sites/production/files/2015-10/documents/nei2011v2_tsd_14aug2015.pdf
https://www.epa.gov/sites/production/files/2015-10/documents/nei2011v2_tsd_14aug2015.pdf
https://www.airqualitymodeling.org/index.php/CMAQ_version_5.1_%28November_2015_release%29_Technical_Documentation#Transport_Processes
https://www.airqualitymodeling.org/index.php/CMAQ_version_5.1_%28November_2015_release%29_Technical_Documentation#Transport_Processes
https://www.airqualitymodeling.org/index.php/CMAQ_version_5.1_%28November_2015_release%29_Technical_Documentation#Transport_Processes
https://www.airqualitymodeling.org/index.php/CMAQ_version_5.1_%28November_2015_release%29_Technical_Documentation#Transport_Processes
https://www.airqualitymodeling.org/index.php/CMAQ_version_5.1_%28November_2015_release%29_Technical_Documentation#Transport_Processes
https://www.airqualitymodeling.org/index.php/CMAQ_version_5.1_%28November_2015_release%29_Technical_Documentation#Transport_Processes
https://www.epa.gov/moves/moves-technical-reports
https://www.epa.gov/moves/moves-technical-reports
https://www.epa.gov/isa/integrated-science-assessment-isa-nitrogen-dioxide-health-criteria
https://www.epa.gov/isa/integrated-science-assessment-isa-nitrogen-dioxide-health-criteria
https://www.epa.gov/isa/integrated-science-assessment-isa-nitrogen-dioxide-health-criteria


U.S. Environmental Protection Agency. 2016b. Tech-
nical Support Document (TSD): Preparation of
Emissions Inventories for the Version 6.3, 2011
Emissions Modeling Platform. Available at
https://www.epa.gov/sites/production/files/2016-
09/documents/2011v6_3_2017_emismod_tsd_
aug2016_final.pdf. Accessed 22 April 2021.

U.S. Environmental Protection Agency. 2018. 2014
National Emissions Inventory, version 2—Technical
Support Document. Available at https://www.epa.
gov/sites/production/files/2018-07/documents/
nei2014v2_tsd_05jul2018.pdf. Accessed 22 April
2021.

U.S. Environmental Protection Agency. 2019. AMET
(Version 1.4). Available at https://github.com/
USEPA/AMET. Accessed 22 April 2021.

U.S. Environmental Protection Agency. n.d.-a. Air Quality
System (AQS). Available at https://www.epa.gov/aqs.
Accessed 22 April 2021.

U.S. Environmental Protection Agency. n.d.-b.
MOVES. Available at https://www.epa.gov/moves.
Accessed 22 April 2021.

U.S. Environmental Protection Agency Office of
Research and Development. 2014. CMAQv5.0.
2. DOI: http://dx.doi.org/10.5281/ZENODO.
1079898.

Zhang, Y, Foley, KM, Schwede, DB, Bash, JO, Pinto, JP,
Dennis, RL. 2019. A measurement-model fusion
approach for improved wet deposition maps and
trends. Journal of Geophysical Research: Atmospheres
124(7): 4237–4251. John Wiley & Sons. DOI:
http://dx.doi.org/10.1029/2018JD029051.

How to cite this article: Toro, C, Foley, K, Simon, H, Henderson, B, Baker, KR, Eyth, A,Timin, B, Appel, W, Luecken, D, Beardsley,
M, Sonntag, D, Possiel, N, Roberts, S. 2021. Evaluation of 15 years of modeled atmospheric oxidized nitrogen compounds across
the contiguous United States. Elementa: Science of the Anthropocene 9(1). DOI: https://doi.org/10.1525/
elementa.2020.00158.

Domain Editor-in-Chief: Detlev Helmig, Boulder AIR LLC, Boulder, CO, USA

Guest Editor: Frank Flocke, National Center for Atmospheric Research, Boulder, CO, USA

Knowledge Domain: Atmospheric Science

Published: May 7, 2021 Accepted: March 19, 2021 Submitted: October 16, 2020

Copyright: © 2021 The Author(s). This is an open-access article distributed under the terms of the Creative Commons
Attribution 4.0 International License (CC-BY 4.0), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original author and source are credited. See http://creativecommons.org/licenses/by/4.0/.

Elem Sci Anth is a peer-reviewed open access
journal published by University of California Press.

Art. 9(1) page 20 of 20 Toro et al: Evaluation of 15 years of modeled atmospheric oxidized nitrogen compounds
D

ow
nloaded from

 http://online.ucpress.edu/elem
enta/article-pdf/9/1/00158/461475/elem

enta.2020.00158.pdf by guest on 02 N
ovem

ber 2021

https://www.epa.gov/sites/production/files/2016-09/documents/2011v6_3_2017_emismod_tsd_aug2016_final.pdf
https://www.epa.gov/sites/production/files/2016-09/documents/2011v6_3_2017_emismod_tsd_aug2016_final.pdf
https://www.epa.gov/sites/production/files/2016-09/documents/2011v6_3_2017_emismod_tsd_aug2016_final.pdf
https://www.epa.gov/sites/production/files/2018-07/documents/nei2014v2_tsd_05jul2018.pdf
https://www.epa.gov/sites/production/files/2018-07/documents/nei2014v2_tsd_05jul2018.pdf
https://www.epa.gov/sites/production/files/2018-07/documents/nei2014v2_tsd_05jul2018.pdf
https://github.com/USEPA/AMET
https://github.com/USEPA/AMET
https://www.epa.gov/aqs
https://www.epa.gov/moves
http://dx.doi.org/10.5281/ZENODO.1079898
http://dx.doi.org/10.5281/ZENODO.1079898
http://dx.doi.org/10.1029/2018JD029051
http://dx.doi.org/10.1029/2018JD029051


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 266
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 266
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 900
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU <FEFF005500730065002000740068006500730065002000530061006700650020007300740061006e0064006100720064002000730065007400740069006e0067007300200066006f00720020006300720065006100740069006e006700200077006500620020005000440046002000660069006c00650073002e002000540068006500730065002000730065007400740069006e0067007300200063006f006e006600690067007500720065006400200066006f00720020004100630072006f006200610074002000760037002e0030002e00200043007200650061007400650064002000620079002000540072006f00790020004f00740073002000610074002000530061006700650020005500530020006f006e002000310031002f00310030002f0032003000300036002e000d000d003200300030005000500049002f003600300030005000500049002f004a0050004500470020004d0065006400690075006d002f00430043004900540054002000470072006f0075007000200034>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 9
      /MarksWeight 0.125000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
  /SyntheticBoldness 1.000000
>> setdistillerparams
<<
  /HWResolution [288 288]
  /PageSize [612.000 792.000]
>> setpagedevice


