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Abstract:   The main aim of an educational institute is to offer high-quality education to students. The system to achieve better qual-
ity in the educational system is to find the knowledge from educational data and to discover the attributes that manipulate the perform-
ance of students. Student performance prediction is a major issue in education and training, specifically in the educational data mining
system. This  research presents  the  student performance prediction approach with  the MapReduce  framework based on  the proposed
fractional competitive multi-verse optimization-based deep neuro-fuzzy network. The proposed  fractional competitive multi-verse op-
timization-based deep neuro-fuzzy network is derived by integrating fractional calculus with competitive multi-verse optimization. The
MapReduce framework is designed with the mapper and the reducer phase to perform the student performance prediction mechanism
with the deep  learning classifier. The  input data  is partitioned at the mapper phase to perform the data transformation process, and
thereby the features are selected using the distance measure. The selected unique features are employed for the data segmentation pro-
cess, and thereafter the prediction strategy  is accomplished at the reducer phase by the deep neuro-fuzzy network classifier. The pro-
posed method obtained the performance in terms of mean square error, root mean square error and mean absolute error with the values
of 0.338 3, 0.581 7, and 0.391 5, respectively.
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1   Introduction

Educational data mining system is the bridge between

computer science and education. Here, the subfields,  like

machine learning, computer science, and data mining are

employed for performance prediction. Data mining is util-

ized to uncover hidden patterns in unstructured data. Ac-

cordingly, it  is  dedicated to find the knowledge and cre-

ate  relevant  information[1].  Due  to  the  advanced  data

mining system, it is more feasible to mine the education-

al  information and gather the relevant information[2].  As

a  result,  the  relevant  information  gains  more  benefit  to

its  handlers[3].  The  increasing  growth  in  the  educational

system distilling a large volume of information has led to

the  development  of  educational  data  mining  (EDM)[4].

EDM is a particular field of data mining concept that en-

sures  to  discover  the  invisible  patterns  from the  data  to

assist in making effective decisions for the administrators,

teachers,  and students.  EDM makes the predictions that

further classify the domain content knowledge, education-

al functionalities,  applications,  learner  behavior,  and  as-

sessment  outcomes.  The  outcome  helps  the  students  in

the  learning  process,  whereas  the  tutors  in  the  teaching

area increase  the  educational  practices  and  administrat-

ors  in  managing  procedures[5]. Accordingly,  student  per-

formance prediction is assumed as the important applica-

tion  offered  by  the  EDM.  The  performance  prediction

strategy is based on different factors[6, 7],  such that some

of the parameters are elaborated for EDM[8]. The predic-

tion of student performance gains an important factor in

the  education  system.  It  is  used  to  compute  the  future

student′s performance  after  enrollment  into  the  uni-

versity,  and  thus  it  is  employed  to  determine  the  best

and poor score[9]. Accordingly, these results help to make

the decision  for  admission  more  efficient  and help  to  in-

crease the quality of the academic services[10].

The administrators use the predictive results for ana-

lyzing the performance of the students in the subsequent
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semesters[11]. The  lecturers  select  the  appropriate  learn-

ing mechanisms for the students based on the scores and

determine  how it  would  help  the  students  increase  their

performance  to  a  certain  extent[12]. Such  advantages  de-

sire the growth of computerized techniques for predicting

the  result  with  reliable  accuracy[10].  There  are  different

approaches for computing the student performance. Data

mining is the popular method commonly employed in the

educational field. Moreover, classification is a major pop-

ular method employed to predict student performance[13].

Various  machine  learning  approaches[14] and deep  learn-

ing approaches[15] include artificial  neural  network,  naive

Bayes,  K-nearest  neighbor,  support  vector  machine

(SVM)[16], convolutional  neural  network  (CNN)[17],  and

the  decision  tree[18] are  used  in  the  data  augmentation,

mining,  and  classification  purpose[19].  The  AlexNet  is  a

fundamental  model  developed  for  transferred  learning  to

adapt classification[20]. The traditional researchers mainly

focused on the result of previous semesters for predicting

the student  performance  for  the  next  semesters  or  cur-

rent grade point average (GPA) to improve their academ-

ic  performance.  However,  they  did  not  evaluate  the

factors, like  activity  incentive  grades  and  English  en-

trance  testing  grades,  as  it  degrades  the  student′s per-

formance[21−23].

One of the commonly used prediction models is the ar-

tificial  neural  network-based  prediction  approach.  The

neural  network-based  performance  prediction  model  is

defined as  demographic  background to  estimate  the  pre-

diction mechanism. This approach improves the accuracy

of the  prediction  rather  than  comparing  it  with  the  re-

gression-based  prediction  mechanism.  Accordingly,  the

improvement  in  the  accuracy  network-based  model  is

based on a training algorithm[8]. In recent years, numbers

of research works have been developed in the field of stu-

dent  performance  prediction  using  knowledge  tracing,

deep  learning,  and  cognitive  diagnosis[24]. Deep  know-

ledge tracing (DKT) gains more attractive in the area of

performance prediction. Here, the deep learning model is

combined  with  the  knowledge  training  mechanism  for

predicting performance. The deep learning tracking is op-

erated  based  on  deep  learning  as  well  as  the  long  and

short-term memory  model  (LSTM)  for  tracking  the  per-

formance  of  student  knowledge  with  respect  to  time.  In

most cases, the oblivion gate in LSTM is utilized for sim-

ulating the process so that student mastery of previously

learned knowledge reduces  with respect  to  time[25].  DKT

gained  more  success  in  analyzing  sequential  education

data such that it mainly uses a recurrent neural network

(RNN)[26] for tracking the student′s knowledge. Moreover,

the  DKT achieved  higher  performance  in  the  knowledge

tracing tasks, and it mainly focuses on exercise results by

ignoring  the  features  of  student  behavior  that  influence

the performance of students[27]. 

1.1   Motivation

The  student  performance  prediction  mainly  helps  to

make an efficient decision for the admission, and it helps

to increase the quality of the academic services. This pre-

diction  mechanism makes  the  teachers  find  the  behavior

of students  to  improve  the  excellence  of  teaching.  Re-

cently, various approaches have been developed for com-

puting  student  performance,  but  these  methods  have

some challenges, which are given below:

1) The major issues that affect the performance of stu-

dents are psychological status, family, and health, which

require more consideration in analyzing the student learn-

ing behavior.

2) Some methods ignore the features of student beha-

vior that influence the performance of the student.

3)  The  increasing  growth  in  the  educational  system

leads to a large volume of information, and the handling

of the information is challenging in the student perform-

ance prediction systems.

These  challenges  in  the  existing  student  performance

prediction methods are considered as a motivation and a

novel  method  named  fractional  competitive  multi-verse

optimization-based  deep  neuro-fuzzy  network  (FCMVO-

based  DNFN)  is  developed  for  the  student  performance

prediction.  The  MapReduce  framework  is  modeled  with

the mapper  and  reducer  phase  so  that  the  data  trans-

formation,  feature  selection,  and  the  data  augmentation

process  are  accomplished  at  the  mapper  phase,  whereas

the student performance prediction mechanism is done at

the reducer  phase.  The  mapper  phase  comprises  a  num-

ber of mappers such that it is used to generate the data

augmented result. The input data is partitioned into dif-

ferent data with varying dimensions, and the partitioned

data is passed to the data transformation process, where

the data  transformation  mechanism is  done  at  the  map-

per  phase  by  employing  the  log  transformation  model.

After completing of  the data transformation process,  the

feature selection mechanism is accomplished at the map-

per  phase  by  the  Damerau-Levenshtein  (DL)  distance

measure in  order  to  choose  the unique features.  By con-

sidering  unique  selected  features,  the  data  augmentation

process  is  done  at  the  mapper  phase  by  employing  the

Bootstrap model.  Finally,  the  student  performance  pre-

diction mechanism is performed at the reducer phase with

a deep  learning  classifier  named  deep  neuro-fuzzy  net-

work (DNFN)  trained  by  the  newly  designed  optimiza-

tion  algorithm  named  FCMVO  algorithm.  Accordingly,

the  proposed  FCMVO  is  the  incorporation  of  fractional

calculus  (FC)  and  competitive  multi-verse  optimization

(CMVO) algorithm, respectively.

The major contribution of the research is explained as

follows:

The MapReduce  framework-based  student  perform-

ance prediction model is designed using the deep learning

classifier named  DNFN.  The  proposed  FCMVO  is  em-

ployed to generate an effective prediction result  with re-

spect to fitness measures in such a way that the optimal

solution is obtained with the best fitness value.
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The  paper  is  organized  as  follows:  Section  2  explains

the  review  of  different  traditional  student  performance

prediction  methods.  Section  3  presents  the  proposed

MapReduce  framework-based  deep  learning  classifier  for

predicting  student  performance.  Section  4  explains  the

results and  discussions  of  the  proposed  method,  and  fi-

nally, the conclusions are made in Section 5. 

2   Literature survey

Some  of  the  existing  student  performance  prediction

methods are reviewed in this section. Dien et al.[21] intro-

duced  the  LSTM and  CNN classifiers  for  predicting  the

student′s performance. This method offered better predic-

tion results  by employing data transformation.  However,

this method failed to analyze a different group of student

performance based on a different levels of marks. In [8], a

cumulative  dragon  fly-based  neural  network  (CDF-NN)

was  developed  for  predicting  student  performance  with

MapReduce architecture.  Here,  the  features  were  cap-

tured from student information at the training phase, and

the  mapper  is  employed  to  generate  intermediate  data.

However, it failed to use the deep learning model. In [28],

a Bayesian knowledge tracing (BKT)-based LSTM model

was  developed  for  acquiring  mastery  level  of  individual

skills using meaningful factors. It reported high potential

in offering personalized instruction in the real world edu-

cational  system.  However,  a  major  complexity  of  this

model was a high rate of time complexity. In [29], a Grid-

Net  model  was  developed  for  analyzing  the  performance

of student learning prediction.  This  method reported ac-

curate predictions. However, indirect data was not incor-

porated with this method.

In  [30],  a  machine  learning  model  was  modeled  for

classification  and  the  prediction  of  student  performance.

Here,  the  raw  data  was  effectively  pre-processed  before

performing  the  classification  process.  This  method  was

used to predict any category of educational data but only

processed  with  limited  datasets.  In  [31],  an  enhanced

RNN (EERNN) model was developed by exploiting both

the student text content and exercise records for predict-

ing  the  performance  of  the  student.  Here,  each  state  of

the  student  was  summarized  into  the  integrated  vector

and traced with the RNN model. It generated better pre-

diction results but failed to track the knowledge states of

the  student.  In  [10], a  multi-adaptive  neuro-fuzzy  infer-

ence system (MANFIS) was developed by considering the

learning strategy and multiple parameter sets to find the

effective performance  of  the  student.  It  used  the  repres-

entative  set  that  generated  better  accuracy  results  with

less  computational  complexity.  However,  this  method

failed to analyze the dynamic neuro-fuzzy model and per-

form the analysis of convergence rate. In [27], a machine

learning approach  was  developed  for  analyzing  the  per-

formance  of  students.  Here,  features  of  student  behavior

were  integrated  for  increasing  the  prediction  result.  The

fusion attention-based RNN model was employed for pre-

dicting the student′s performance. It achieved better pre-

diction accuracy but failed to employ the relation among

knowledge ideas to gather the knowledge structure in the

prediction process. 

3   Proposed MapReduce framework-
based deep learning model for student
performance prediction

The student performance prediction[32−34] becomes crit-

ical  demand in the institution as it  supports  students in

generating higher performance in learning. A deep learn-

ing method is developed in this research to compute the

student  performance  in  education  data  mining  systems

based on the MapReduce framework. The proposed meth-

od involves different phases, such as data transformation,

feature  selection,  data  augmentation,  and  performance

prediction.  Accordingly,  the  data  transformation  process

is done using log transformation. The unique features are

selected at the feature selection phase by distance meas-

ure[32].  With  selected  features,  the  data  augmentation

process  is  carried  out  with  the  Bootstrap  method[33]. Fi-

nally,  the  performance  prediction  is  achieved  with  the

DNFN classifier such that the training of the classifier is

accomplished  by  the  proposed  CMVO  algorithm. Fig. 1
represents a schematic view of the proposed method.

MapReduce  is  the  simplified  programming  paradigm

used  for  the  distributed  processing  system  in  order  to

model an  efficient  and  effective  large-scale  data  pro-

cessing framework.  The  advantage  of  using  the  MapRe-

duce framework  is  that  it  effectively  handles  fault  toler-

ance,  low  level  issues,  and  parallelism.  The  MapReduce

framework is  composed of the mapper and reducer func-

tions. Let us assume the dataset as M with input data A:

M = {A1, A2, · · · , Ai, · · · , An} ; i ∈ [m× n] . (1)

Ai

[m× n]

Here,  denotes the input data with the dimension of

, respectively. 

3.1   Mapper phase

In  the  MapReduce  framework,  the  mapper  phase  is

employed to  process  the  functions,  like  data  transforma-

tion, feature selection, and data augmentation. The map-

per function is used to take the input data and generate

intermediate  data  pairs.  The  mapper  phase  contains  a

number of mappers such that each mapper is responsible

for performing  the  process  of  data  transformation,  fea-

ture selection, and data augmentation process. The steps

performed in the mapper phase are elaborately explained

as belows. 

3.1.1   Data transformation based on log transfor-
mation

Ai [m× n]The input data  with the dimension  is parti-
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[m1 × n] [m2 × n] [m3 × n]

tioned into  a  number  of  data  points  by  varying  the  di-

mensions, such as , , , etc., for an

easy-to-read  format,  which  facilitates  easy  analysis.  The

partitioned data is fed to the data transformation process,

where the log transformation is utilized to transform data

into some other form. Data transformation is mainly em-

ployed to augment the training data. The log transforma-

tion is used to minimize the spatial variance of data.

log(·)

Log  transformation:  It  is  employed  to  find  skewed

data  such  that  this  transformation  is  commonly  used  in

most of the research fields. This transformation is used to

transform  the  skewed  data  to  the  normality  form.  The

log-transformed data follows the normal distribution. It is

the process of considering the mathematical function and

applying it to the input data. Here, each data is replaced

with , which is depends on the analysis. In general,

base 10 is commonly used for the transformation process.

It  is  mainly  useful  to  compress  the  data  while  plotting

the  histograms.  The  log  of  data  is  used  to  restore  the

symmetry of the data.

B = log10 (Ai) . (2)

The  log-transformed  result  is  denoted  as B,  used  to

perform  the  feature  selection  process  at  the  mapper

phase. 

3.1.2   Feature selection using Damerau–Levenshtein
distance

The  result  of  the  data  transformation  process  is

passed to the feature selection mechanism, where the op-

timal and the best features are selected by employing the

DL distance. Feature selection is the mechanism of select-

ing the subset of relevant features for performing the stu-

dent  performance  prediction.  It  maintains  the  physical

meanings of  original  features  and  offers  better  inter-

pretability  and  readability.  Thus,  it  plays  a  key  role  in

improving the prediction performance, preventing overfit-

ting, and minimizing the  computational  cost.  By remov-

ing the features through the feature selection process, the

computational and the storage cost is reduced.

Damerau–Levenshtein distance: The DL distance[35] is

commonly applied to the string values that show the min-
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v

imum  number  of  operations  needed  for  one  value  to  be

converted into another value. The operations included in

the  DL distance  are  insertion,  replacement,  and deletion

of values. Moreover, it also considers the transposition of

the  adjacent  values.  For  example,  the  strings  “ca”  and

“abc”  have  the  DL  distance  of  “2”,  as  “ca”→“ac”→
“abc”, respectively. Let us consider two sets of data as 

and  in  such  a  way that  the  DL distance  of  these  two

sets of data is expressed as

DLu,v (e, w) =
max (e, w) , if min (e, w)

min


DLu,v (e− 1, w) + 1

DLu,v (e, w − 1) + 1 ,

DLu,v (e− 1, w − 1) + 1 (ue ̸= vw)

otherwise

(3)

u v e w

[m1 × l1]

[m2 × l2] [m3 × l3]

f [m× l]

where  and  are the two sets of data,  and  specify

the  length  of  each  respective  set  of  data.  Each  mapper

selects  the  features  with  the  dimension  of ,

, ,  etc.  Finally,  the  unique  features

selected  by  the  DL  distance  at  the  mapper  phase  are

specified as  with the dimension of , respectively. 

3.1.3   Data augmentation based on the Bootstrap
method

After selecting  the  unique  features  with  the  DL  dis-

tance,  the data augmentation process  is  accomplished at

the mapper phase by the Bootstrap method[36]. Data aug-

mentation  is  an  important  method employed  to  increase

the diversity  and  the  amount  of  data  by  randomly  aug-

menting  the  data.  It  is  specifically  used  to  describe  the

invariance in  the  data  domain.  Bootstrap  is  the  res-

ampling method used for  estimating the  statistics  of  the

population by sampling the dataset with the replacement.

This method  is  otherwise  called  the  sampling  with  re-

placement. It is employed to compute the data augmenta-

tion process.  This  process  is  done  by  taking  small  fea-

tures,  computing the statistic,  and taking the average of

computed statistics. The steps involved in the Bootstrap

method are explained as follows:

1) A  sample  feature  is  selected  from  the  unique  fea-

tures.

2) Draw a sample  from the original  features  with re-

placement, and  each  re-sampled  sample  is  termed  Boot-

strap sample.

3) Compute the statistic for each sample.

4) Construct the sampling distribution with the Boot-

strap statistics  by computing the standard error  of  stat-

istics and finally generate the confidence level.

B

[p× l]

Finally, the augmented result generated by the Boot-

strap  method  is  represented  as  with  the  dimension  of

. 

3.2   Reducer phase

The reducer function is employed to perform the pro-

cess  of  student  performance  prediction  with  the  DNFN

system. The  reducer  function  used  the  data  augmenta-

tion result for generating the prediction performance. The

reducer  takes  the  output  of  the  mapper  and  processes

each of the data for generating the result. The output ob-

tained  from  the  reducer  is  the  final  predicted  result  of

student performance. 

3.2.1   Student performance prediction using the
proposed fractional competitive multi-verse
optimization-based deep neuro-fuzzy network

The prediction of student performance becomes essen-

tial in  the  educational  system  because  of  the  failure  re-

duction and enhancement of student success and perform-

ance. Due to the large quantity of data in the database, it

is more  complex  to  predict  the  performance  of  the  stu-

dent in  the  learning  system.  The  process  of  accomplish-

ing student performance prediction is carried out with the

DNFN, which  is  trained  by  the  proposed  FCMVO  al-

gorithm.

1) Structure of deep neuro-fuzzy network

The prediction of student performance is computed by

the deep learning classifier  at  the  reducer  phase  by con-

sidering the input as the data augmented result. DNFN[37]

is the hybrid of fuzzy logic and the deep neural network

classifier. Here, the deep learning classifier named DNFN

is employed  for  generating  the  prediction  result  to  ana-

lyze  the  performance  of  the  student  in  the  educational

system. In this hybrid model, the deep neural network is

first employed,  and later  the fuzzy logic  is  used to com-

pute  the  system  objectives.  The  entire  system  is  built

with the following layers: input layer, hidden layer, valid-

ation  and  output  layer.  The  input  layer  depends  on  the

input data value and the fuzzification value, which is the

process of converting the input value into a fuzzy value in

the  system.  The  number  of  hidden  layers  employed  in

this architecture is three, namely the rule layer, normaliz-

ation layer, and defuzzification layer. The output layer is

termed  the  defuzzification  layer,  which  is  the  process  of

obtaining a  single  value  from  the  output  of  the  aggreg-

ated  fuzzy  set.  The  most  important  factors  employed  in

the DNFN structure are consequents and premises. Here,

the premise factors are related to fuzzification at the in-

put layer, and the consequent factor is related to the de-

fuzzification  process.  Each  input  or  output  factor  is

mapped with  an  entity  or  node  in  the  neuro-fuzzy  net-

work at each layer. The degree of each input is allocated

with the value between 0 and 1.

a b

k

Input layer:  Let us consider two premises as  and 

and one consequent as , they are given as

H1,q = αRq (a) or H1,q = αSq−2 (b) , ∀q = 1, 2, 3, 4. (4)

a b q αR

αSq−2

H1,q

Here,  and  indicate  input to each -th entity, 

and  indicate  antecedent  membership  functions,

and  denotes the degree of  membership.  Here,  mem-

bership  functions  are  specified  by  bell-shaped  functions

also called as Gaussian membership functions such that it

is assigned with the maximum value of 1, and minimum
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value of 0, respectively.

αRq (a) =
1

1 +

∣∣∣∣a− cq
hq

∣∣∣∣2dq
(5)

dq cq hqwhere ,  and  indicate  membership  functions  of

premise  parameter  such  that  it  is  optimized  by  the

training process.

Rule base layer:  This layer is  utilized to describe the

set of rules. Each entity of this layer multiplies linguistic

variable  value  for  satisfying  degree  of  membership.  The

output of this layer is given as

H2,q = χq = αRq (a)αSq−2 (b) , ∀q = 1, 2. (6)

χqHere,  denotes generic network parameter weight.

q

Normalization layer:  At  this  layer,  each  entity  com-

putes  the  ratio  of  firing  strength  of  the -th  rule  with

summation of the firing strength of all the rules. The out-

put of each rule is normalized through the firing strength

of the rule and is given as

H3,q = χ̄q =
χq

χ1 + χ2
, ∀q = 1, 2. (7)

Defuzzification  layer:  Individual  rule  consequents  are

calculated for specifying the overall effect on output. Ac-

cordingly, the output of this layer is represented as

H4,q = χ̄qgq = χ̄q (zqa+Kqb+ Lq) , ∀q = 1, 2. (8)

z K LHere, ,  and  indicate consequent parameters set.

Output layer:  The final output generated at this lay-

er is represented as

J =
∑
q

χ̄qgq =

∑
q χqgq∑
q χq

. (9)

The training  process  of  DNFN  is  done  by  the  pro-

posed optimization algorithm named FCMVO algorithm.

Fig. 2 portrays the structure of DNFN.

2) Algorithmic procedure of proposed fraction-

al competitive multi-verse optimization algorithm

The training procedure of DNFN is done with the pro-

posed FCMVO algorithm, which is derived by the integ-

ration of FC[38] and CMVO[39]. CMVO is the population-

based  algorithm,  in  which  the  population  is  grouped

based  on  bicompetitions  for  generating  two  sets,  namely

winners  and  losers.  In  each  competition,  the  location  of

losers  is  modified  through  the  observation  from  winners

rather than considering personal and the global best posi-

tion. Also, it aims to solve the optimization problems by

considering the single as well as multiple objectives. Fur-

thermore, it preserves the population density and ensures

premature  convergence.  The  FC  is  used  to  enhance  the

computational performance of the algorithm. Also, it pre-

serves  privacy in  data  mining.  Due to  these  advantages,

the integration  of  the  FC  and  CMVO  algorithm  im-

proves the  efficiency  of  the  proposed  method.  The  al-

gorithmic  steps  involved  in  the  proposed  FCMVO-based

DNFN are explained as follows:

P

i)  Initialization. Initialize  a  random universe  based

on the population size  and the size of the search space.
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Fig. 2     Architecture of deep neuro-fuzzy network
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C DThen specify the coefficients as  and , respectively.

ii) Compute fitness measure. The fitness measure

is utilized to determine the optimal solution for the pre-

diction problem. The fitness function used to generate the

best fitness value is specified as

F =
1

N

N∑
j=1

[Oj − Jj ]
2 (10)

F Nwhere  denotes  fitness  measure,  indicates  the  total

number of samples.

D Ciii) Compute the coefficients  and . The two

coefficients are computed as

D = 1−
(

r1/t

r
1/t
max

)
(11)

C = min−r ×
(

min−max
rmax

)
. (12)

r rmax

t

C max
C C

D

Here,  denotes  current  iteration,  indicates  the

maximum  number  of  iterations,  represents the  accur-

acy of exploitation over iterations, and its value is set to

6, min specifies lower bound of , and  indicates up-

per bound of ,  respectively.  Here,  the coefficient  de-

notes,  existence  probability  and  represents  traveling

distance rate.

iv)  Update  solution: The  mathematical  equation

employed to update the position is given as

Mx
s (r + 1) = T1D + T2 (My (r)−Ms (r))+

T3 (M (r)−Ms (r)) (13)

Mx
s (r + 1) = T1D + T2My (r)− T2Ms (r)+

T3M (r)− T3Ms (r) . (14)

Ms (r)Subtracting  the  term  on  both  sides  of  the

above equation is represented as

Mx
s (r + 1)−Ms (r) = T1D + T2My (r)− T2Ms (r)+

T3M (r)− T3Ms (r)−Ms (r) .
(15)

According to the concept of FC, (15) is modified as

Xβ [Mx
s (r + 1)] = T1D + T2My (r)− T2Ms (r)+

T3M (r)− T3Ms (r)−Ms (r) (16)

Mx
s (r+1)−βMs (r)−

1

2
βMs (r−1)− 1

6
(1− β)Ms (r − 2)−

1

24
β (1− β) (2− β)Ms (r − 3) = T1D + T2My (r)−

T2Ms (r) + T3M (r)− T3Ms (r)−Ms (r)
(17)

Mx
s (r + 1) = βMs (r) +

1

2
βMs (r − 1)+

1

6
(1− β)Ms (r − 2) +

1

24
β (1− β) (2− β)Ms (r − 3)+

T1D+T2My (r)−T2Ms (r)+T3M (r)−T3Ms (r)−Ms (r)
(18)

Mx
s (r + 1) = Ms (r) [β − T2 − T3 − 1] +

1

2
βMs (r − 1)+

1

6
(1− β)Ms (r − 2) +

1

24
β (1− β) (2− β)Ms (r − 3)+

T1D + T2My (r) + T3M (r)
(19)

T1 T2 T3

[0, 1] β [0, 1] My (r)

r

Ms (r) r

Ms (r − 1)

(r − 1)

where ,  and  denote the random numbers that lie

in  the  range  of ,  lies  in  the  range  of , 

denotes  winner  universes  in  the -th  round  of

competition,  indicates  loser  universes  in  the -th

round  of  competition,  and  denotes  loser

universes in the -th round.

v) Termination: The above steps are repeated until

the  best  solution  is  obtained.  Algorithm  1  portrays  the

pseudo-code of the proposed FCMVO-based DNFN.

Algorithm 1. FCMVO-based DNFN

C D rmax1)　Input: , , and 

Mx
s (r + 1)2)　Output: 

3)　Initialize the set of population

(r < rmax)4)　for  do

5)　　Compute the fitness measure

C D6)　　Calculate the coefficients  and 

7)　　for each individual do

8)　　　Update the solution

9)　　end for

10) end for

11) Return best solution 

4   Results and discussions

This section explains the results and discussions of de-

veloped FCMVO-based  DNFN  with  respect  to  the  per-

formance measures. 

4.1   Experimental setup

The implementation of  the proposed approach is  car-

ried out  in  Python  running  on  a  Windows  10  OS  com-

puter with 2GB RAM, and Intel i3 core processor. Table 1

shows the experimental setup of the proposed method. 

4.2   Dataset description

The dataset utilized for experimentation contains ran-

dom data that includes the performance of randomly se-

lected  students.  The  data  attributes  considered  here  are

student  grades,  social  features,  school-related  features,

and demographics. Here, the student performance data is

partitioned into 64 attributes such that they include cer-
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tain  details  of  the  students,  such  as  location,  types  of

school,  gender,  semester  marks,  family  details,  etc.  This

information is used to generate the prediction of student

performance.  Accordingly,  the  dataset  is  separated  into

training  and  testing  data,  where  training  data  uses  the

semester score of each student. This data is used to gen-

erate the prediction result for test data. 

4.3   Evaluation metrics

The performance of the developed scheme is analyzed

by  employing  the  measures,  such  as  mean  square  error

(MSE), root mean square error (RMSE), and mean abso-

lute error (MAE).

MSE: It is  the  measure  that  shows  the  error  differ-

ence between the original and the estimated values, which

is defined in (10).

RMSE: It is the square root of error difference among

the original and the estimated value and is specified as

RMSE =

√√√√ 1

N

N∑
j=1

(Oj − Jj). (20)

MAE: It  shows  the  average  absolute  difference

between the actual result and the predicted result. 

4.4   Performance analysis

This section elaborates the performance analysis of the

developed  method  by  varying  the  number  of  layers  and

training data.

1) Analysis based on number of layers

Fig. 3 represents the  performance  analysis  of  the  pro-

posed scheme by varying layers at training data of 70%.

Here,  the  number  of  layers  varies  as  5,  10,  15  and  20.

Figs. 3(a)−3(c) portray the performance analysis based on

MSE, RMSE and MAE. When considering the number of

layers as 5, the MSE acquired by the proposed FCMVO-

based  DNFN with  iteration  10  is 0.383 2,  iteration  20  is

0.373 5, iteration 30 is 0.373 0, iteration 40 is 0.363 9, and

iteration 50  is 0.343 9.  Considering  the  layers  as  5,  the

RMSE measured by the proposed model with iteration 10

is 0.619 0,  iteration  20  is 0.611 2,  iteration  30  is 0.610 8,

iteration 40 is 0.603 2, and iteration 50 is 0.586 4. By con-

sidering the number of layers is increased to 20, the MAE

reported by the developed approach by considering the it-

eration 10 is 0.359 5, iteration 20 is 0.245 2, iteration 30 is

0.228 0, iteration 40 is 0.170 8, and iteration 50 is 0.130 5.

From this  analysis,  it  is  clear  that  the proposed method

reveals the  minimum  MSE,  RMSE  and  MAE  when  in-

creasing the number of layers and iterations.

2) Analysis based on training data

Fig. 4 depicts the analysis made by the proposed mod-

el  based  on  the  training  data  by  setting  the  number  of

layers as 10. The training data percentage is set to 60%,

 

Table 1    Experimental setup

Parameter Value

Mapper size 5

Feature size 10

Augment (over sample data) 10 000

Iteration 10

Layers 10

Population size 10
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Fig. 3     Analysis based on number of layers: a) MSE, b) RMSE,
c) MAE.
 

 988 International Journal of Automation and Computing 18(6), December 2021

 



70%,  80%  and  90%. Fig. 4(a)  portrays  the  performance

analysis made with the MSE measure. When considering

the training data as 60%, the MSE measured by the pro-

posed FCMVO-based DNFN for iterations 10, 20, 30, 40

and 50 is 0.376 1, 0.324 4, 0.301 3, 0.280 3 and 0.241 6, re-

spectively.

The  analysis  computed  with  the  RMSE  measure  is

portrayed  in Fig. 4(b).  At  60%,  the  RMSE  acquired  by

the  proposed  FCMVO-based  DNFN  with  the  iterations

10,  20,  30,  40  and 50 is 0.613 3, 0.569 6, 0.548 9, 0.529 4
and 0.491 5,  respectively. Fig. 4(c)  depicts  the  analysis

with the  MAE  metric.  When  the  training  data  is  con-

sidered as 90%, the MAE computed by the proposed ap-

proach for iterations 10, 20, 30, 40 and 50 is 0.391 5, 0.336 9,

0.333 2, 0.282 5 and 0.272 2, respectively.  Here,  the  min-

imum MSE, RMSE and MAE of the proposed FCMVO-

based DNFN occurred at 90% of training data with itera-

tion 50 because of the better interpretability and readab-

ility of the proposed method. 

4.5   Comparative methods

The performance of the developed method is analyzed

by  considering  the  existing  approaches,  such  as  deep

learning[21], CDF-NN[8], LSTM[28] and MANFIS-S[10]. 

4.6   Comparative analysis

This  section presents  the  comparative  analysis  of  the

proposed FCMVO-based DNFN with respect to the train-

ing  data. Fig. 5(a)  portrays  the  analysis  of  MSE.  When

considering the training data as  60%, the MSE achieved

by the proposed FCMVO-based DNFN is 0.376 1,  which

is  40.8%,  27.48%,  7.77%  and  6.02%  minimum  than  the

MSE of the existing deep learning methods, such as CDF-

NN,  LSTM and  MANFIS-S,  respectively.  The  minimum

MSE is considered as the best performance, and the pro-

posed  system  attained  the  minimum  MSE  at  90%  of

training data with the value of 0.338 3.

Fig. 5(b) depicts  the analysis  with RMSE. By consid-

ering 80%  training  data,  RMSE  measured  by  the  pro-

posed FCMVO-based DNFN is 0.608 1, which is 17.27%,

15.02%,  3.77%  and  2.23%  minimum  than  the  RMSE  of

existing methods, such as deep learning, CDF-NN, LSTM

and MANFIS-S, respectively.

The analysis made with the MAE measure is represen-

ted in Fig. 5(c). Here, the minimum MAE is considered as

the best  performance.  When considering 60% of  training

data, the MAE achieved by the proposed FCMVO-based

DNFN  is 0.409 5,  which  is  23.96%,  18.26%,  3.65%  and

1.7% minimum than the MAE of other existing methods,

such as deep learning, CDF-NN and LSTM, respectively.

From this analysis, it is clear that the proposed FCMVO-

based  DNFN  attains  minimum  MSE,  RMSE  and  MAE

than other existing methods, such as deep learning, CDF-

NN and LSTM, due to the effectual training of the DN-

FN by the proposed FCMVO algorithm.
 

4.7   Comparative discussions

Table  2 portrays  the  comparative  discussions  of  the

proposed method and shows the values  obtained at  90%

of  training  data  based  on  the  best  performance  results.

The MSE achieved by the proposed FCMVO-based DN-

FN is 0.338 3, which is 45.29%, 27.76%, 11.9% and 8.37%

minimum  than  the  MSE  of  existing  methods,  such  as
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Fig. 4     Analysis based on training data: a) MSE, b) RMSE, c)
MAE.
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deep learning, CDF-NN, LSTM and MANFIS-S, respect-

ively.  Moreover,  the  MAE  of  deep  learning,  CDF-NN,

LSTM,  MANFIS-S  and  proposed  FCMVO-based  DNFN

is 0.528 0, 0.481 7, 0.415 4, 0.404 1 and 0.391 5, respect-

ively.

O(P [m× n]) P

[m× n]

The  computational  complexity  of  the  proposed

FCMVO-based DNFN is ,  where  denotes

the population size and  denotes the dimension of

the problem. The computational time of the proposed and

the  existing  methods  are  provided  in Table  3,  in  which

the proposed FCMVO-based DNFN has a minimum com-

putational time of 6 s.
The reasons for the best performance of the proposed

FMVO-based DNFN  are  given  below.  At  first,  the  spa-

tial variance of the data is minimized using the log trans-

formation. Then, the feature selection is carried out based

on  the  DL  distance,  which  offers  better  interpretability

and readability. Also, it plays a key role in improving the

prediction performance,  preventing  overfitting,  and  min-

imizing  the  computational  cost.  Then,  the  Bootstrap

method  is  used  for  data  augmentation,  which  increases

both the diversity  and the amount of  data by randomly

augmenting  the  data.  Finally,  the  integration  of  the  FC

and CMVO improves the efficiency of the proposed meth-

od.  Thus,  the  proposed  method  offers  minimum  MSE,

RMSE and MAE than the existing methods, such as deep

learning, CDF-NN,  LSTM  and  MANFIS-S.  The  pro-

posed  method  is  used  to  make  an  effective  decision  for

the administrators, teachers and students. Also, it is used

to compute  the  future  student  performance  after  enroll-

ment into the university,  and thus it  is  employed to de-

termine the best and poor scores. Moreover, it is used for

understanding the  students  and  their  learning  environ-

ment. 

5   Conclusions

This  research  presents  the  MapReduce  framework-

based deep  learning  classifier  for  accomplishing  the  pro-

cess  of  student  performance  prediction  in  the  education

data mining system. The proposed scheme comprises two

functions, namely mapper and reducer functions, in such

a way that  the  mapper  function is  situated at  the  map-

per phase used to perform the process of data transforma-

tion,  feature  selection,  and  data  augmentation,  whereas

the reducer function is located at the reducer phase used

to achieve the process of student performance prediction.

In the data transformation process, log transformation is

used to transform the data to some other forms. The fea-

ture selection process  is  done with DL distance to select

the  unique  features  to  increase  the  quality  of  prediction

performance. Here, the Bootstrap method is employed to

 

Table 2    Comparative discussions

Metrics
Deep

learning
CDF-NN LSTM MANFIS-S

Proposed
FCMVO-

based
DNFN

MSE 0.618 4 0.468 3 0.384 0 0.369 2 0.338 3

RMSE 0.786 4 0.684 4 0.619 7 0.607 6 0.581 7

MAE 0.528 0 0.481 7 0.415 4 0.404 1 0.391 5
 

 

Table 3    Computational time

Methods
Deep

learning
CDF-NN LSTM MANFIS-S

Proposed
FCMVO-

based
DNFN

Time (s) 12 10 8.5 7 6
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Fig. 5     Comparative analysis: a) MSE, b) RMSE, c) MAE.
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perform  the  data  augmentation  process,  and  finally,  the

DNFN is used to achieve the student performance predic-

tion model. The training process of DNFN is carried out

by the proposed FCMVO algorithm. The performance ob-

tained  by  the  proposed  method  is  shown  in  terms  of

MSE, RMSE and MAE with the values of 0.338 3, 0.581 7
and 0.391 5, respectively. Anyhow, the performance of the

proposed system is not evaluated using the publicly avail-

able dataset. This limitation will be considered in the fu-

ture extension of the work. Also, the performance of the

proposed system will  be further enhanced by considering

some other deep learning classifiers.
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