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#### Abstract

Abstrakt: Hlavním cílem disertace je prozkoumat možnost spontánního narušení symetrie prostřednictvím silné yukawovské interakce. Technicky se předpokládá narušení symetrie skalárními a fermionovými propagátory spíše než skalárními vakuovými středními hodnotami. Myšlenka je nejdřív ukázána na příkladu jednoduchého modelu s abelovskou symetrií a posléze aplikována na realistický model elektroslabých interakcí. Disertace se navíc zabývá některými obecnějsími, modelově nezávislými otázkami, týkajícími se nejen diskutovaného modelu silné yukawovské dynamiky, ale rovněž širší tř́dy modelů s dynamickým generováním fermionových hmot. První z těchto otázek je problém mixingu fermionových „flavorů" za přítomnosti fermionových self-energií s obecnou impulsovou závislostí. Konkrétně je diskutováno, jak v takových modelech definovat CKM matici, která, jak je ukázáno, může vyjít v principu neunitární. Další otázkou je problém počítání hmot kalibračních bosonů v případě, že je symetrie narušena fermionovými selfenergiemi. Kromě odvození vzorce pro hmotovou matici kalibračních bosonů jsou také nalezeny korekce k související Pagelsově-Stokarově formuli.
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## Conventions and notations

For reader's convenience we list here some of the conventions and notations which are used throughout the text:

- We use the "natural" units, i.e., we set $c=\hbar=1$.
- A four-vector is denoted as $p=\left(p_{0}, p_{1}, p_{2}, p_{3}\right)$ and a three-vector as $\boldsymbol{p}=\left(p_{1}, p_{2}, p_{3}\right)$.
- For the Minkowski metric tensor we use the "West Coast" convention, i.e.,

$$
g_{\mu \nu}=g^{\mu \nu}=\left(\begin{array}{rrrr}
1 & 0 & 0 & 0  \tag{1}\\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right) .
$$

Thus, for a dot-product of two four-vectors $p$ and $k$ we have

$$
\begin{equation*}
p \cdot k=g_{\mu \nu} p^{\mu} k^{\nu}=p_{0} k_{0}-\boldsymbol{p} \cdot \boldsymbol{k} . \tag{2}
\end{equation*}
$$

According to the sign of the quadrate $p^{2}=p \cdot p$, we call a four-vector $p$

$$
\begin{aligned}
\text { time-like } & \Leftrightarrow p^{2}>0, \\
\text { light-like (null) } & \Leftrightarrow p^{2}=0, \\
\text { space-like } & \Leftrightarrow p^{2}<0
\end{aligned}
$$

- The $\gamma_{5}$ matrix is defined as $\gamma_{5}=\mathrm{i} \gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3}$.
- We will frequently use the chiral projectors

$$
\begin{equation*}
P_{L}=\frac{1-\gamma_{5}}{2}, \quad P_{R}=\frac{1+\gamma_{5}}{2} \tag{3}
\end{equation*}
$$

and correspondingly the left-handed and right-handed fermion fields $\psi_{L}=P_{L} \psi$ and $\psi_{R}=$ $P_{R} \psi$.

- For the totally antisymmetric Levi-Civita tensor (symbol) $\varepsilon_{\mu \nu \rho \sigma}$ we adopt the sign convention $\varepsilon_{0123}=+1$.
- Charge conjugation $\psi^{\mathrm{c}}$ of a bispinor $\psi$ is defined as (for details see appendix A)

$$
\begin{equation*}
\psi^{\mathrm{c}} \equiv C \bar{\psi}^{\mathrm{T}} \tag{4}
\end{equation*}
$$

- Analogously to (4), we define also the "charge transpose" $A^{c}$ of a matrix $A$ in the Dirac (bispinor) space as

$$
\begin{equation*}
A^{\mathrm{c}} \equiv C A^{\mathrm{T}} C^{-1} \tag{5}
\end{equation*}
$$

- The Pauli matrices are denoted by $\sigma$ 's (rather than by $\tau$ 's):

$$
\sigma_{1}=\left(\begin{array}{ll}
0 & 1  \tag{6}\\
1 & 0
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{rr}
0 & -\mathrm{i} \\
\mathrm{i} & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

- We define operator $\overleftrightarrow{\partial}$ as $f \overleftrightarrow{\partial}_{\mu} g \equiv f\left(\partial_{\mu} g\right)-\left(\partial_{\mu} f\right) g$.
- The Feynman "slash" notation for four-vectors $\left(\not p=p_{\mu} \gamma^{\mu}\right)$ or partial derivatives $(\not \partial=$ $\partial_{\mu} \gamma^{\mu}$ ) will be extensively used throughout the text.
- In analogy with the standard Dirac conjugation for bispinors $\bar{\psi}=\psi^{\dagger} \gamma_{0}$ we also define "Dirac conjugation" for matrices:

$$
\begin{equation*}
\bar{A} \equiv \gamma_{0} A^{\dagger} \gamma_{0} . \tag{7}
\end{equation*}
$$

- Apart from the normal commutator $[A, B]=A B-B A$ of two matrices $A$ and $B$, we define also the "generalized commutator"

$$
\begin{equation*}
\llbracket A, B \rrbracket \equiv A B-\bar{B} \bar{A} . \tag{8}
\end{equation*}
$$

- The trace is denoted by Tr and is always taken over all indices. If some indices are not traced over, it is explicitly indicated.
- The zero and unit matrices are most often denoted simply as 0 and 1 , respectively. Occasionally, the symbols $\mathbb{O}$ and $\mathbb{1}$ are used as well, in order to emphasize their matrix character. If the matrix dimension is not clear from the context, we indicate it by a subscript.
- Convention for representing the Green's functions in Feynman diagrams is the following:

Full Green's functions: a black blob

1PI Green's functions: a shaded blob


## Chapter 1

## Introduction

### 1.1 Electroweak and chiral symmetry breaking

One of today's experimental certainties is the following observed elementary particle spectrum. First of all, there are three generations of massive and electrically charged fermionsi] the quarks and the charged leptons. On top of these, there are three electrically neutral fermions, the neutrinos, at least some of which having non-zero, though as yet undetermined masses. And finally, these "standard" fermions interact in a specific way with the vector (i.e., spin-1) bosons: with eight massless gluons and with four electroweak (EW) vector bosons: with the massless photon, the massive $Z$ boson and two equally heavy $W^{+}$and $W^{-}$bosons.

So much for what experimentalists tell us, let us now focus on theorists' achievements. The way how to arrive at a consistent ${ }^{2}$ interacting quantum field theory (QFT) of fermions and vector bosons has been known already for a long time. It is the gauge principle, whose essence is, broadly speaking, the requirement of invariance of the Lagrangian under local (positiondependent) action of some Lie group. This requirement leads to necessity of introducing the appropriate affine connection - the coveted vector gauge bosons. The gauge principle was originally formulated with Abelian $\mathbb{U}(1)$ group and eventually generalized by Yang and Mills (4] to non-Abelian groups.

As formulated, the gauge principle can be directly applied only to interactions of fermions with the photon and with the gluons. The former case is the famous quantum electrodynamics (QED) with the underlying symmetry group being the Abelian electromagnetic $\mathbb{U}(1)_{\mathrm{em}}$ one, whereas the latter case is the no less famous quantum chromodynamics (QCD) with the nonAbelian symmetry group $\mathbb{S U}(3)_{\text {c }}$.

However, the $Z$ and $W^{ \pm}$bosons cannot be incorporated into this scheme that straightforwardly. Generally speaking, the problem is in their massiveness: Directly applied gauge principle yields strictly massless vector bosons. In order to overcome this problem, another deep QFT result has to be invoked: the Nambu-Goldstone (NG) theorem [5, 6, 7]. It considers the situation of the spontaneous symmetry breaking (SSB), i.e., the situation when the symmetry of the equations of motion (i.e., of the Lagrangian) is higher than the symmetry of their solutions (i.e., in particular of the vacuum state and of the Green's functions). The NG theorem states that if the symmetry in question is global (position-independent), then there emerge certain number of massless scalar (i.e., spin-0) states in the spectrum, the NG bosons.

The crucial non-trivial finding [8, 9, 10], called the Englert-Brout-Higgs-Guralnik-HagenKibble mechanism or shortly just the Higgs mechanism, is that the NG theorem can be fruitfully

[^0]combined with the gauge principle. That is to say, one can consider the situation of spontaneous breaking of a local rather than a global symmetry. In such a case no NG bosons appear, but instead some of the gauge bosons obtain mass. Number of such massive gauge boson is the same as the number of the NG bosons, present if the broken symmetry were global. In terms of the degrees of freedom it can be interpreted as that the "would-be" NG bosons are transformed into the longitudinal polarization states of the gauge bosons. This is often paraphrased as that the gauge bosons become heavy by "eating" the NG bosons.

The observed spectrum of the EW gauge bosons together with the pattern of their mutual interactions, as well as their interactions with fermions, can be accommodated by the assumption of electroweak symmetry breaking (EWSB). That is to say, one first assumes existence of the EW gauge symmetry with the underlying group $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$, corresponding to four massless gauge bosons. Subsequently, this gauge symmetry is assumed to be spontaneously broken down to its electromagnetic subgroup $\mathbb{U}(1)_{\text {em }}$, leaving only one gauge boson, the photon, massless, whereas the other three ones, $Z$ and $W^{ \pm}$, obtain this way non-vanishing masses.

Another issue are the fermion masses. They are protected by any symmetry that treats independently the left-handed and the right-handed components of the fermion fields ${ }^{3}$ A symmetry of such properties is called chiral. The electroweak symmetry is chiral, hence not only the gauge boson, but also the fermions are massless at the level of Lagrangian.

However, mere EWSB does not necessarily imply that the fermion masses are no longer protected. The problem is that there may exist a larger chiral symmetry than the electroweak one. In fact, the "minimal" Lagrangian consisting only of the standard fermions and their electroweakly symmetric interactions enjoys the rather large symmetry $\mathbb{U}(3)_{q_{L}} \times \mathbb{U}(3)_{u_{R}} \times$ $\mathbb{U}(3)_{d_{R}} \times \mathbb{U}(3)_{\ell_{L}} \times \mathbb{U}(3)_{e_{R}}$, which is obviously chiral. Of course, it contains the gauged symmetry $\mathbb{U}(1)_{\mathrm{Y}}$ as a subgroup and also some of its subgroups are anomalously broken. Still, however, even though the electroweak symmetry gets broken, there remains enough chiral symmetry to protect the fermion masses. Of course, unless something breaks somehow (explicitly or spontaneously) this residual chiral symmetry.

Thus, (almost) all that remains to satisfy a theorist's mind in the quest of finding a consistent QFT framework describing the Nature is to invent a suitable mechanism(s) of the electroweak and chiral symmetry breaking. That is to say, to enhance the currently observed particle spectrum and its electroweakly symmetric interactions with some new dynamics (to be eventually experimentally observed), being at the level of Lagrangian electroweakly symmetric too and making the two required jobs: First, to spontaneously break the electroweak symmetry and second, to break (explicitly or spontaneously) the chiral symmetry. Needless to say that the latter implies the former, but the reverse is not true.

### 1.2 Ways out

A suitable mechanism of EWSB (and of chiral symmetry breaking) remains an open question, experimental as well as theoretical. To date there are no experimental clues. On the other hand, being one of the most urgent issues of the last decades' particle physics, there are naturally many theoretical proposals of such a mechanism, though none of them being completely satisfactory and widely accepted.

The most prominent example of models aspiring to account for the EWSB is no doubt the Standard Model (SM) [11, 12, 13]. There are at least three reasons for its popularity: It is

[^1]historically the first such model, it is in a way a minimal EWSB model and finally it is "userfriendly" in the sense of allowing for perturbative calculations. The SM introduces an $\mathbb{S U}(2)_{\text {L }}$ scalar doublet, known as the Higgs doublet. The key ingredient is the form of its potential, chosen in such a peculiar way that the electrically neutral real component of the Higgs doublet develops a non-vanishing vacuum expectation value (VEV), breaking the electroweak symmetry down to the electromagnetic one. The Higgs doublet also inevitably 5 couples to fermions. The corresponding Yukawa interactions happen to break explicitly all chiral symmetries except for those being a subgroup of the EW symmetry. Thus, after EWSB no residual chiral symmetry remains to protect the fermion masses, which indeed emerge as products of the Yukawa coupling constants and the Higgs field VEV.

The SM can be generalized by assuming other scalar representations than one doublet. The common feature of such generalizations is more free parameters, allowing for better parameterization of observed phenomena such as neutrino masses, $\mathcal{C P}$ violation, etc. Most straightforwardly, one can consider two scalar doublets and arrive at the Two-Higgs-Doublet Model (2HDM) [14, 15]. While in SM there remains after EWSB only one real scalar degree of freedom (the Higgs boson), whose mass is the only free parameter of the EWSB sector, in 2HDM the situation is considerably more complicated and allowing for richer phenomenology. Further, instead of adding just more doublets, one can also consider a scalar triplet [16, 17, 18], charged singlet [19, 20] and doubly charged singlet [21, 22]. All possibilities can be naturally combined.

One of the virtues of these models with condensing scalars (MCS) is their "transparency" in the sense that the particle spectrum is directly readable from the Lagrangian. This is connected with another positive feature, that they are weakly coupled ${ }^{6}$ and thus practical, as one can use the perturbation theory. On the other hand, these models have also certain drawbacks. For instance, they always possess at least as many free parameters as there are distinct massive fermions, since their masses are proportional to the Yukawa coupling constants. In other words, the hierarchy of fermion masses is not explained, but merely parameterized

However, the most serious problem of the MCS is probably the one connected with the very assumption of the existence of elementary scalars. Unless there is some special symmetry, the scalar masses are not stable against quadratic radiative corrections. In other words, they tend to be of order of the theory's cut-off, which is presumably either the grand unification scale $\left(10^{15}-10^{16} \mathrm{GeV}\right)$ or even the Planck scale $\left(10^{19} \mathrm{GeV}\right)$. On the other hand, the scalar masses should be at the same time well below the theory's cut-off. This follows from the requirement that the Landau poles of the scalar self-couplings, which are proportional to the scalar masses, do not occur below the theory's cut-off. In order to keep scalar masses reasonably low one has to fine-tune their bare masses with an incredible accuracy, which is considered unnatural [23]. This mismatch between the "natural" and the "required" values of the scalar masses is just the hierarchy problem of the SM (and generally of all MCS).

One way out is to invent some kind of symmetry protecting the scalar masses, in much the same way as the chiral symmetry protects the fermion masses. Such symmetry has been really invented [24, 25, 26, 27, 28, 29] and is known as the supersymmetry (SUSY). Its characteristic feature is presence of both fermions and bosons in the same irreducible representations, the supermultiplets. Thus, if SUSY is unbroken, the protection of fermion masses by the chiral symmetry implies protection of masses of the scalars from corresponding supermultiplet.

[^2]The first and most straightforward attempt to apply the general idea of SUSY on the SM is the Minimal Supersymmetric Standard Model (MSSM) [30, 31, 32]. It invokes the $\mathcal{N}=1$ SUSY algebra and puts the standard fermions and the SM gauge bosons into the chiral and gauge supermultiplets, respectively. In order to avoid the gauge anomaly it postulates two Higgs doublets (thus, the MSSM includes as a part the 2 HDM ) and puts them into chiral supermultiplets.

If SUSY were exact, we would observe for each particle also its superpartner with the same mass and the spin differing by $1 / 2$. However, none of those superpartners has been observed. Thus, SUSY has to be broken. Moreover, it has to be broken softly, i.e., in such a way that the very reason for using SUSY, i.e., stabilizing the Higgs mass, is not jeopardized. Actually, finding a reliable mechanism for such SUSY breaking appears to be probably the most serious theoretical problem of the MSSM (and of its various non-minimal extensions), although proposals of solutions do exist. Anyway, from phenomenological point of view the best one can do at the moment is to merely parameterize this soft SUSY breaking. This is achieved by breaking SUSY explicitly by adding operators with positive mass dimension into the Lagrangian. Such SUSY breaking has the desired property that the scalar masses are renormalized only logarithmically. On the other hand, it also introduces many new free parameters into the model, as is after all common when dealing with a phenomenological Lagrangian. In fact, these form the vast majority of those infamous 124 free parameters [33] of MSSM.

Another way of tackling the problem of EWSB is to realize that EWSB actually does happen due to already known dynamics, namely due to the QCD dynamics of quarks and gluons. Broadly speaking, as the QCD dynamics becomes strong at the scale $\Lambda_{\mathrm{QCD}} \sim 200 \mathrm{MeV}$, the quarks form condensates that break their chiral symmetry. The point is that at the same time these condensates break also the EW symmetry, just according to the correct pattern, i.e., down to the $\mathbb{U}(1)_{\text {em }}$. Moreover, the ratio of the resulting masses of the EW gauge bosons is correct in the sense that $\rho=18$ However, there is a slight problem that the very magnitude of these masses is about 2600 times smaller than the experimentally measured values. Another problem is the fermion mass spectrum: As the QCD dynamics breaks the quark chiral symmetry down to the vectorial subgroup $\mathbb{S U}\left(N_{\mathrm{f}}\right)$ (in the case of $N_{\mathrm{f}}$ quarks), whereas the chiral symmetry in the lepton sector remains unbroken, the net result of QCD is that the quarks come out all equally massive and the leptons remain all equally massless, both with flagrant contradiction with experiment.

Nevertheless, the inspiration is obvious. Most straightforwardly, one can assume [34, 35] that on top of the color gauge symmetry $\mathbb{S U}(3)_{\mathrm{c}}$ there exists also its "scaled-up copy". That is to say, there exists so called technicolor (TC) gauge symmetry with the corresponding group $\mathbb{G}_{\mathrm{TC}}$ being $\mathbb{S U}\left(N_{\mathrm{TC}}\right)$ and new fermions called the technifermions (sometimes referred to as the techniquarks, in order to emphasize the analogy with QCD), being, analogously to the ordinary quarks, charged under both TC and EW groups, so that their condensates contribute to the EW gauge boson masses. The scale $\Lambda_{\mathrm{TC}}$, at which TC dynamics becomes strong, must be about roughly $\Lambda_{\mathrm{TC}} \sim 500 \mathrm{GeV}$ in order to account for the measured magnitudes of EW gauge boson masses.

However, since the TC dynamics couples only to the technifermions, the mass spectrum of the standard fermions remains unaffected by it. In order to fix this problem the class of Extended TC (ETC) models was invented [36, 37]. The basic idea is to gauge the flavor (generation) symmetry of the standard fermions and include in the representations of the corresponding gauge group $\mathbb{G}_{\mathrm{ETC}}$ also the technifermions. Obviously, by construction it is $\mathbb{G}_{\mathrm{TC}} \subset \mathbb{G}_{\mathrm{ETC}}$

[^3]and actually it is assumed that $\mathbb{G}_{\mathrm{ETC}}$ is spontaneously broken down to $\mathbb{G}_{\mathrm{TC}}$. As the standard fermions and the technifermions are coupled to each other, the consequent technifermion chiral symmetry breaking gives rise also to standard fermion masses.

The simple picture sketched above, with the TC dynamics being just a scaled-up version of QCD, turned out to be a bit too naïve from the phenomenological point of view. Thus, the idea of walking was proposed [38, 39, 40, 41, 42]: The TC dynamics is such that the corresponding coupling constant does not run, like in QCD, but rather walks, i.e., stays almost constant over a large extent of scales.

The two paradigms described above, the SUSY extensions of SM and the ETC theories, are probably the most popular classes of models, describing the anticipated (and experimentally searched for) physics beyond SM. This by no means means that no other proposals exist. To mention at least some them: There are ideas like the Top quark condensate [43, 44] and Topcolor [45, 46] models, inspired by the surprisingly large mass of the top quark. There are attempts known as the Little Higgs models [47, 48, 49] trying to explain the lightness of the Higgs boson by assuming that it is a pseudo-NG boson of some spontaneously broken approximate global symmetry. There are models of EWSB based on the assumption of existence of extra dimensions [50]. And finally, is has been also recently attempted to gauge the fermion flavor symmetries in an ETC manner, but without introducing the technifermions and the corresponding TC dynamics 51, 52, 53].

### 1.3 This thesis

This thesis concerns with three main topics, being mutually thematically related, but possessing a different level of originality and generality.

### 1.3.1 Strong Yukawa dynamics

Most of the models of EWSB mentioned in the previous section contains either weakly coupled elementary scalars, or strongly coupled gauge bosons. There is also a third logical possibility - the strongly coupled elementary scalars. One particular realization of this possibility was proposed in Refs. [54, [55] 9 The key idea is that it is not solely the scalar dynamics (i.e., the self-couplings in the scalar "potential") which is responsible for the EWSB, but rather the Yukawa dynamics. More precisely, mutual interactions of scalars and fermions are assumed to form EWSB propagators of both the scalars and the fermions. In order to do so, the Yukawa dynamics must be presumably strong.

As can be inferred from the thesis' name, building of such a model of EWSB based on a strong Yukawa dynamics is its leading (but by no means the only) subject. However, instead of jumping directly into the realm of EW interaction, first in part $\rrbracket$ we show the main ideas on a simple toy model, in which only an Abelian $\mathbb{U}(1)$ symmetry is broken dynamically via the nonperturbative solutions to the equations of motion. Since the full model of EW interactions will be rather complicated (at least numerically), the Abelian toy model can serve as a laboratory for exploring some general features, which hold even in the more complicated EW $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ model.

The "Abelian" introduction in part Iis done in two consecutive steps: First, in chapter 2 we give a more intuitive and diagrammatical introduction to the very idea with the emphasis on the differences from the MCS. Second, in chapter 3 we redo the analysis from the previous chapter

[^4]in a more formal way, relying less on intuitive diagrammatical considerations and allowing better for eventual generalization in next part.

Only in part [I] we apply the idea of strong Yukawa dynamics on a realistic model of EWSB. First, in chapter 4 we define the model in terms of its Lagrangian and the particle content and present in this context also a convenient parameterization of the fields. In chapter 5e prepare the ground for the eventual demonstration that the EWSB by strong Yukawa dynamics is possible; technically, we construct the space of the propagators (the Ansatz) on which we will be looking for the EWSB solutions. Finally, in chapter 6 we write down the relevant equations of motion whose solutions are expected to exhibit the coveted EWSB. We give also some numerical evidence that the proposed scenario is viable and the concept is not empty.

The parts IT and IT are based on Refs. [55, 57] and [54, 58], respectively, but treat the subject in more detailed and technical way.

### 1.3.2 Fermion flavor mixing in models with dynamical mass generation

The model of EWSB with strong Yukawa dynamics, discussed in part III brings some more general, model-independent questions, which are common for a wider class of models with dynamical fermion mass generation, including in particular also the ETC models.

The first of such problems, discussed in this thesis, is the problem of fermion flavor mixing. Let us first briefly review how it is treated in MCS. Once the scalars develop their VEVs, the Yukawa coupling terms give rise to fermion bilinear terms - the mass terms. However, as the Yukawa interactions tie together fermions from different generations, so do consequently also the resulting fermion mass terms. In other words, one ends up with fermion mass matrices which are in principle arbitrary complex $3 \times 3$ matrices. In particular, they are generally not diagonal. However, the mass spectrum is easily revealed by looking for their eigenvalues. It is also comfortable to have the Lagrangian expressed directly in terms of the fermion fields, creating and annihilating the fermions with definite masses. Such a basis of fermion fields is called the mass eigenstate basis and obviously it is the basis in which the mass matrices are diagonal (and non-negative). It can be obtained by unitary rotations of the original basis.

The original basis is commonly referred to as the weak eigenstate basis. The reason for that is that the interaction terms of the fermions and the EW gauge bosons are in this basis flavor-diagonal (i.e., they do not link together fermions from different families). However, in the course of mass-diagonalization of the Lagrangian this changes: Applying the above mentioned unitary transformations of the fermion fields leads to the emergence of non-diagonal flavor transitions in the charged current interaction Lagrangian, i.e., in the interaction Lagrangian of fermions with the $W^{ \pm}$bosons 10 Strength of such inter-flavor interactions is in the quark sector parameterized by the $3 \times 3$ Cabibbo-Kobayashi-Maskawa (CKM) matrix in the flavor space, which is by construction automatically unitary.

So much for the situation in the MCS. The main lesson is that in these models the treatment of the fermion flavor mixing relies on the presence of mass matrices in the Lagrangian. In models with dynamical fermion mass generation, however, the situation is different. Typically, instead of constant, momentum-independent mass matrices in the Lagrangian one obtains rather their momentum-dependent generalizations - the fermion one-particle irreducible (1PI) parts of the propagators, the self-energies. Due to their momentum dependence they cannot be interpreted as Lagrangian quantities and hence it is not a priori clear how to treat the fermion flavor

[^5]mixing: How to define the mass eigenstate basis and how to (in the case of quarks) define and calculate the CKM matrix.

This question is discussed in part III and a solution is proposed. It is shown that depending on details of momentum dependencies of quark self-energies the appropriately defined CKM matrix can be in general non-unitary. As this subject is discussed thoroughly already in Ref. [59], the part [II] is relatively concise and consists only of chapter 7

### 1.3.3 Gauge boson masses

Another model-independent problem common in various models with dynamical fermion mass generation is the problem of the gauge boson masses. Typically the situation is as follows: There are some fermion fields, sitting in representations of some gauge group (not necessarily a simple one). Some dynamics (whose precise details are not essential for the present discussion) generate self-energies of these fermions, which in turn induce breaking of the gauge symmetry down to some of its subgroup (not necessarily the trivial one). Thus, as the SSB is "proportional" to the fermion self-energies, so must be also the resulting non-vanishing masses of some of the gauge bosons, arising due to the Higgs mechanism.

The question how to calculate the gauge boson masses in terms of the fermion self-energies is discussed in detail in part IV. Although the issue has already been discussed in the literature, we present more systematic and more general treatment and find some flaws in the way it has been treated in the literature so far. Namely, we point out the problem of symmetricity of the gauge boson mass matrix. Although we improve the situation at least to the extent that we can calculate the mass matrix of the EW gauge bosons as symmetric (assuming arbitrary number of fermion generations and the most general fermion mixing, as well as contribution from massive Majorana neutrinos), in more general theories (depending on the gauge group and the fermion representations) the problem resists. This is one of the reasons why the results obtained in part IV have not been published yet.

Part IV is organized as follows: First, in chapter 8 we review, primarily for the sake of establishing the notation, some "textbook" facts and state the key assumptions under which we in the subsequent chapter 9 derive the master formula for the gauge boson mass matrix in terms of the fermion self-energies. The chapters 10 and 11 are then dedicated to specific application of the general gauge boson mass matrix formula on the Abelian toy model and EWSB model from parts 【 and II, respectively.

### 1.3.4 Appendices

In order to make the text reasonably self-contained, we also, after summarizing and concluding in chapter 12, provide for the reader's convenience several appendices. In appendix A we define the notion of fermion charge conjugation and state some of its properties. Appendix $B$ is devoted to reviewing the way how to quantize a general fermion field. We introduce for this purpose the method of Faddeev and Jackiw, which we later, in appendix C, apply also to the more constrained Majorana fermion field. In appendix $\square$ we discuss possible parameterizations of multicomponent fermion fields with the emphasis on the Nambu-Gorkov formalism, which is used extensively throughout the main text. Similar analysis, although in less detail, is done also for multicomponent scalar fields in appendix E.

## Part I

## Abelian toy model

## Chapter 2

## An informal introduction

In this chapter we give a brief, less formal but more intuitive introduction to the very idea of breaking a symmetry by scalar two-point functions, rather than by a one-point function. For this purpose we employ a toy model with underlying Abelian symmetry. The idea will be, still on the example of an Abelian symmetry, rephrased more formally in the next chapter 3 and eventually, in the subsequent part [II, applied on a realistic model of spontaneous breaking of the electroweak symmetry.

This chapter, as well as the following one, is based on Refs. [55, 57].

### 2.1 Motivation

We consider a complex scalar field $\phi$ and a massless fermion field $\psi$. Their Lagrangian reads

$$
\begin{equation*}
\mathcal{L}=\bar{\psi} \mathrm{i} \not \partial \psi+\left(\partial_{\mu} \phi\right)^{\dagger}\left(\partial^{\mu} \phi\right)-V(\phi)+\mathcal{L}_{\text {Yukawa }} \tag{2.1}
\end{equation*}
$$

with the scalar potential given by

$$
\begin{equation*}
V(\phi)=M^{2} \phi^{\dagger} \phi+\frac{1}{2} \lambda\left(\phi^{\dagger} \phi\right)^{2} \tag{2.2}
\end{equation*}
$$

and the Yukawa part assumed to be

$$
\begin{equation*}
\mathcal{L}_{\text {Yukawa }}=y \bar{\psi}_{L} \psi_{R} \phi+y^{*} \bar{\psi}_{R} \psi_{L} \phi^{\dagger} . \tag{2.3}
\end{equation*}
$$

The Yukawa coupling constant $y$ can be in fact considered real without loss of generality. Indeed, if we write $y=|y| \mathrm{e}^{\mathrm{i} \alpha}$, we can always eliminate the phase $\mathrm{e}^{\mathrm{i} \alpha}$ by redefining, e.g., $\phi \rightarrow \mathrm{e}^{\mathrm{i} \alpha} \phi$. We will deliberately keep $y$ complex, however, as it will help us to keep track of which of the two interaction terms in (2.3) will be actually used in the particular vertices of the loop diagrams later on.

Notice that the Yukawa interactions (2.3) are not the most general ones, they are postulated to have a rather special form. In particular, the terms

$$
\begin{equation*}
\mathcal{L}_{\text {Yukawa }}^{\prime}=y^{\prime} \bar{\psi}_{L} \psi_{R} \phi^{\dagger}+y^{\prime *} \bar{\psi}_{R} \psi_{L} \phi \tag{2.4}
\end{equation*}
$$

would have to be included in order to have the most general Yukawa interactions.
Let us investigate the symmetries of the Lagrangian. First, we observe that the Lagrangian remains invariant under the phase transformation of the fermion field, $\psi \rightarrow[\psi]^{\prime}=\mathrm{e}^{\mathrm{i} \alpha} \psi$, i.e., under the vectorial symmetry $\mathbb{U}(1)_{\mathrm{V}}$. This corresponds to the fermion number conservation. Apart from this (rather uninteresting) vectorial symmetry, the Lagrangian is invariant also
under axial $\mathbb{U}(1)_{\text {A }}$ symmetry, which is going to play a more important rôle in our considerations. Unlike the vectorial symmetry, the axial symmetry acts not only on the fermion,

$$
\begin{equation*}
\mathbb{U}(1)_{\mathrm{A}}: \quad \psi \longrightarrow[\psi]^{\prime}=\mathrm{e}^{\mathrm{i} Q \theta \gamma_{5}} \psi, \tag{2.5a}
\end{equation*}
$$

but also on the scalar:

$$
\begin{equation*}
\mathbb{U}(1)_{\mathrm{A}}: \quad \phi \longrightarrow[\phi]^{\prime}=\mathrm{e}^{-2 \mathrm{i} Q \theta} \phi, \tag{2.5b}
\end{equation*}
$$

where $\theta$ is the parameter of the $\mathbb{U}(1)_{\mathrm{A}}$ transformation and $Q$ is the axial charge. Notice that the Lagrangian (2.1) is invariant under $\mathbb{U}(1)_{\mathrm{A}}$, (2.5), due to the absence of the Yukawa terms of the type (2.4). One can view it also from the opposite perspective: The terms (2.4) are forbidden by the requirement of $\mathbb{U}(1)_{\mathrm{A}}$ invariance.

Notice that the axial $\mathbb{U}(1)_{\mathrm{A}}$ symmetry is in fact anomalously violated. We will ignore this problem in this chapter; in fact it can be (and will be, in the next chapter) easily fixed by introducing additional fermions with appropriately chosen axial charges.

The basic observation is that potential fermion mass terms

$$
\begin{equation*}
\mathcal{L}_{\text {mass }}=-m \bar{\psi}_{L} \psi_{R}+\text { h.c. } \tag{2.6}
\end{equation*}
$$

are forbidden by the underlying axial symmetry $\mathbb{U}(1)_{\mathrm{A}}$. Thus, in order to generate the fermion mass, the axial symmetry has to be broken somehow. This breaking may be either explicit (i.e., by suitable symmetry-breaking terms, added to the Lagrangian) or spontaneous (i.e., by symmetry-breaking solutions of the equations of motion). Here we are going to explore the latter possibility, because later on, in part II, we will apply the ideas of the present Abelian toy model to the realistic model of electroweak interaction, where the spontaneous breaking of the symmetry is a must if one insists on a renormalizable theory of massive vector bosons.

We are now going to check what are the actual possibilities of breaking spontaneously the axial symmetry. Before doing that let us just remark that the spontaneous symmetry breaking (SSB) will be in any case a non-perturbative effect: If a Lagrangian (in particular its interaction part) possesses some symmetry, then the symmetry is preserved at any order of the perturbative expansion.

### 2.2 SSB by a one-point function

First of all, let us see how the task of spontaneous breaking of the axial symmetry and the associated fermion mass generation is solved traditionally: We review here basically the $\mathbb{O}(2) \sim$ $\mathbb{U}(1)$ linear $\sigma$-model [60, 6] (whose generalizations lie in the very heart of the MCS). The key assumption is that scalar "mass" squared (or more precisely, the scalar mass parameter in the potential (2.2)) is negative: $M^{2}<0$ (but still with $\lambda>0$, in order to have the Hamiltonian bounded from below). In consequence the classical scalar field configuration which minimizes the Hamiltonian, the "vacuum", is not $\phi_{0}=0$, but rather ${ }^{1}$

$$
\begin{equation*}
\phi_{0}=\frac{v}{\sqrt{2}}, \tag{2.7}
\end{equation*}
$$

with

$$
\begin{equation*}
v \equiv \sqrt{\frac{-2 M^{2}}{\lambda}} \tag{2.8}
\end{equation*}
$$

[^6]The quantization process basically consists of quantizing the field fluctuation around the vacuum - the classical minimum $\phi_{0}$. Thus, in our case, the true dynamical variable to be quantized is not $\phi$, but rather its shifted value $\phi-\phi_{0}$. In the language of the quantum field theory we say that the scalar field $\phi$ develops the non-vanishing vacuum expectation value (VEV)

$$
\begin{equation*}
\langle\phi\rangle \equiv\langle 0| \phi(x)|0\rangle=\frac{v}{\sqrt{2}} \tag{2.9}
\end{equation*}
$$

Now we can conveniently rewrite the original complex field $\phi$ as

$$
\begin{equation*}
\phi=\frac{1}{\sqrt{2}}(v+\sigma+\mathrm{i} \pi), \tag{2.10}
\end{equation*}
$$

where $\sigma$ and $\pi$ are real fields, whose VEVs are by construction vanishing. Upon plugging this decomposition into the Lagrangian (2.1) and using the definition (2.8) of $v$ we find that $\sigma$ (whose analogue in the SM is known as the Higgs boson) has the non-vanishing mass

$$
\begin{align*}
M_{\sigma} & =\sqrt{-2 M^{2}}  \tag{2.11a}\\
& =\sqrt{\lambda} v \tag{2.11b}
\end{align*}
$$

while $\pi$ is massless,

$$
\begin{equation*}
M_{\pi}=0 \tag{2.12}
\end{equation*}
$$

The Green's one-point function (2.9) is obviously non-invariant under the $\mathbb{U}(1)_{\mathrm{A}}$. Thus, the axial symmetry is spontaneously broken (with the corresponding NG boson being just the massless pseudo-scalar field $\pi$ ) and the fermion's masslessness is no longer protected. Indeed, upon performing the shift $\phi \rightarrow \phi-\phi_{0}$ in the Yukawa Lagrangian (2.3) the fermion mass terms (2.6) emerge, with the mass $\xi^{2} m$ given by

$$
\begin{equation*}
m=-\frac{v}{\sqrt{2}} y \tag{2.13}
\end{equation*}
$$

Finally, note that the SSB of the axial symmetry is really a non-perturbative effect, as advertised above, since the expression (2.8) for $v$ is non-analytical at $\lambda=0$.

### 2.3 SSB by a two-point function

In the previous section the axial symmetry was broken by formation of the scalar's one-point function $\langle\phi\rangle$, (2.9). It is natural to ask whether it is possible to break the axial symmetry also by some other Green's function, non-consistent with the axial symmetry. Apart from the one-point function, the next-to-simplest possibility is a two-point function - the propagator. The ordinary two-point function of the type $\left\langle\phi \phi^{\dagger}\right\rangle$ (or, equivalently, $\left\langle\phi^{\dagger} \phi\right\rangle$ ), however, does not serve well for this purpose, since it is invariant under the axial symmetry. However, there is another possibility: the function $\langle\phi \phi\rangle$ (or $\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle$ ), which clearly violates the axial symmetry.

A detailed and more formal discussion of the very mechanism of generating such "anomalous" two-point functions is going to be the topic of the next chapter. Now we choose to discuss

[^7]these issues at more intuitive and heuristic level, focusing mainly on the consequences for the particle spectrum.

Let us begin with the scalar itself; the following reasoning is adopted from [55]. For the sake of present considerations, we will consider the one-particle irreducible (1PI) part of $\langle\phi \phi\rangle$ to be momentum-independent; later on when formalizing our considerations we will take into account a general momentum dependence. Thus, let us for the moment assume that the 1PI parts of the symmetry-breaking propagators of the type $\langle\phi \phi\rangle,\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle$ are somehow generated by means of the dynamics of the theory. Namely, we assume the 1PI scalar propagators (and the corresponding Feynman rules) to have form

$$
\begin{align*}
& \langle\phi \phi\rangle_{1 \mathrm{PI}}=-{ }^{\phi} \longrightarrow \boldsymbol{m}^{\phi}-=-\mathrm{i} \mu^{2},  \tag{2.14a}\\
& \left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle_{1 \mathrm{PI}}=-\stackrel{\phi}{-} \boldsymbol{Q}^{\phi}-=-\mathrm{i} \mu^{2 *}, \tag{2.14b}
\end{align*}
$$

with $\mu$ being a complex constant with the dimension of mass. The corresponding full propagators are

$$
\begin{align*}
\langle\phi \phi\rangle & =-{ }^{\phi} \rightarrow-\frac{\phi}{4}-\mathrm{i} \frac{\mu^{2}}{\left(p^{2}-M^{2}\right)^{2}-\left|\mu^{2}\right|^{2}}  \tag{2.15a}\\
\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle & =-\phi \tag{2.15b}
\end{align*}
$$

In derivation of the full propagators (2.15) we assumed that the 1PI corrections to the "normal" propagators $\left\langle\phi \phi^{\dagger}\right\rangle,\left\langle\phi^{\dagger} \phi\right\rangle$ vanished:

$$
\begin{align*}
& \left.\left\langle\phi^{\dagger} \phi\right\rangle_{1 \mathrm{PI}}=-\stackrel{\phi}{>} \bigcirc\right\rangle^{\phi}-=0 . \tag{2.16a}
\end{align*}
$$

The assumption about the existence of the constant 1PI propagators $\langle\phi \phi\rangle_{1 \mathrm{PI}},\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle_{1 \mathrm{PI}}$, (2.14), is equivalent to the assumption about the existence of the effective scalar quadratic terms of the type $\phi \phi, \phi^{\dagger} \phi^{\dagger}$ in the Lagrangian:

$$
\begin{equation*}
\mathcal{L}_{\text {scalar,free }}=\left(\partial_{\mu} \phi\right)^{\dagger}\left(\partial^{\mu} \phi\right)-M^{2} \phi^{\dagger} \phi-\frac{1}{2} \mu^{* 2} \phi \phi-\frac{1}{2} \mu^{2} \phi^{\dagger} \phi^{\dagger} . \tag{2.17}
\end{equation*}
$$

Decomposing now the complex field $\phi$ to its real and imaginary part as

$$
\begin{equation*}
\phi=\frac{1}{\sqrt{2}}\left(\phi_{1}+\mathrm{i} \phi_{2}\right) \tag{2.18}
\end{equation*}
$$

and appropriately rotating the real fields $\phi_{1,2}$, one can diagonalize the free scalar Lagrangian (2.17) and one finds the spectrum to be

$$
\begin{equation*}
M_{1,2}^{2}=M^{2} \pm|\mu|^{2} . \tag{2.19}
\end{equation*}
$$

The corresponding mass eigenstates $\varphi_{1,2}$ are real scalar fields and can be expressed as certain linear combinations of the original $\phi_{1,2}$ fields:

$$
\binom{\phi_{1}}{\phi_{2}}=\left(\begin{array}{rr}
\cos \theta & -\sin \theta  \tag{2.20}\\
\sin \theta & \cos \theta
\end{array}\right)\binom{\varphi_{1}}{\varphi_{2}}
$$

or, more compactly, as 55]

$$
\begin{equation*}
\phi=\frac{1}{\sqrt{2}} \mathrm{e}^{\mathrm{i} \theta}\left(\varphi_{1}+\mathrm{i} \varphi_{2}\right) \tag{2.21}
\end{equation*}
$$

where the mixing angle $\theta$ is given by

$$
\begin{equation*}
\tan 2 \theta=\frac{\operatorname{Im} \mu^{2}}{\operatorname{Re} \mu^{2}} \tag{2.22}
\end{equation*}
$$

Thus, in a nutshell, we conclude that the assumption about the existence of non-vanishing scalar two-point functions of the type $\langle\phi \phi\rangle,\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle$ inevitably leads to splitting of the complex scalar $\phi$ with the mass $M^{2}$ into two real scalars $\varphi_{1}, \varphi_{2}$ with different masses $M_{1}^{2}$ and $M_{2}^{2}$, respectively.

Let us now turn our attention to the fermion. Once the axial symmetry is broken by formation of the scalar propagators $\langle\phi \phi\rangle,\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle$, nothing protects the fermion from acquiring a mass. Recall that the potential fermion mass terms (2.6) read

$$
\begin{equation*}
\mathcal{L}_{\text {fermion,mass }}=-m \bar{\psi}_{L} \psi_{R}-m^{*} \bar{\psi}_{R} \psi_{L} \tag{2.23}
\end{equation*}
$$

Such effective mass terms are actually equivalent to the formation of 1PI parts of the fermion propagators, connecting the left-handed and right-handed chiral fields:

$$
\begin{align*}
\left\langle\psi_{L} \bar{\psi}_{R}\right\rangle_{1 \mathrm{PI}} & =-\mathrm{i} m P_{R}  \tag{2.24a}\\
\left\langle\psi_{R} \bar{\psi}_{L}\right\rangle_{1 \mathrm{PI}} & =-\mathrm{i} m^{*} P_{L} \tag{2.24b}
\end{align*}
$$

However, instead of seeking directly for the fermion mass $m$ itself, let us consider its generalization: The momentum-dependent complex self-energy $\Sigma\left(p^{2}\right)$. The fermion 1PI propagators are therefore assumed to have form

$$
\begin{align*}
& \left\langle\psi_{L} \bar{\psi}_{R}\right\rangle_{1 \mathrm{PI}}=\stackrel{\psi_{L}}{\psi_{R}}=-\mathrm{i} \Sigma\left(p^{2}\right) P_{R}  \tag{2.25a}\\
& \left\langle\psi_{R} \bar{\psi}_{L}\right\rangle_{\mathrm{PI}}=\xrightarrow{\psi_{R}}=-\mathrm{i} \Sigma^{*}\left(p^{2}\right) P_{L} \tag{2.25b}
\end{align*}
$$

and the corresponding full propagators read

$$
\begin{align*}
& \left\langle\psi_{L} \bar{\psi}_{R}\right\rangle=\psi_{L}=\mathrm{\psi}_{R} \frac{\Sigma\left(p^{2}\right)}{p^{2}-\left|\Sigma\left(p^{2}\right)\right|^{2}} P_{L}  \tag{2.26a}\\
& \left\langle\psi_{R} \bar{\psi}_{L}\right\rangle=\sim \mathrm{\psi}_{R} \frac{\psi_{L}}{p^{2}-\left|\Sigma\left(p^{2}\right)\right|^{2}} P_{R} \tag{2.26b}
\end{align*}
$$



Figure 2.1: Diagrammatical representation of the equation (2.30). Cf. the Feynman rules (2.15), (2.25), (2.26).

Analogously to the scalar case, we again assumed that there are no 1PI corrections to the fermion propagators $\left\langle\psi_{L} \bar{\psi}_{L}\right\rangle,\left\langle\psi_{R} \bar{\psi}_{R}\right\rangle$ (i.e., proportional to $\not p$, see appendix (D):

$$
\begin{align*}
& \left\langle\psi_{L} \bar{\psi}_{L}\right\rangle_{1 \mathrm{PI}}=\stackrel{\psi_{L}}{\psi_{L}}=0  \tag{2.27a}\\
& \left\langle\psi_{R} \bar{\psi}_{R}\right\rangle_{\mathrm{IPI}}=\stackrel{\psi_{R}}{\leftarrow}=0 \tag{2.27b}
\end{align*}
$$

Finally, it is also useful to see how the 1PI and full propagator of the fermion field $\psi=\psi_{L}+\psi_{R}$ look like:

$$
\begin{align*}
\langle\psi \bar{\psi}\rangle_{\mathrm{PI}} & =\stackrel{\psi}{\psi}=-\mathrm{i}\left[\Sigma^{*}\left(p^{2}\right) P_{L}+\Sigma\left(p^{2}\right) P_{R}\right],  \tag{2.28a}\\
\langle\psi \bar{\psi}\rangle & ={ }^{\psi}{ }^{\psi} \frac{\not p+\Sigma\left(p^{2}\right) P_{L}+\Sigma^{*}\left(p^{2}\right) P_{R}}{p^{2}-\left|\Sigma\left(p^{2}\right)\right|^{2}} . \tag{2.28b}
\end{align*}
$$

Now we can see that with the self-energy $\Sigma\left(p^{2}\right)$ the fermion mass squared $m^{2}$ can be easily revealed as the pole of the propagator. That is, as the solution of the equation

$$
\begin{equation*}
m^{2}=\left|\Sigma\left(m^{2}\right)\right|^{2} . \tag{2.29}
\end{equation*}
$$

Now the question is how the fermion self-energy $\Sigma\left(p^{2}\right)$ can be actually generated. The key rôle is here played by the symmetry-breaking scalar propagators $\langle\phi \phi\rangle,\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle$. For instance, the 1PI propagator $\left\langle\psi_{L} \bar{\psi}_{R}\right\rangle_{1 \text { PI }}$ can be calculated via the loop diagram containing the full scalar propagator $\langle\phi \phi\rangle$, as depicted in Fig. 2.1. Using the explicit formulæ (2.15), (2.25), (2.26) for the propagators, the diagram in Fig. 2.1 can be translated as

$$
\begin{equation*}
-\mathrm{i} \Sigma\left(p^{2}\right)=y^{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\Sigma^{*}\left(k^{2}\right)}{k^{2}-\left|\Sigma\left(k^{2}\right)\right|^{2}} \frac{\mu^{2}}{\left[(k-p)^{2}-M^{2}\right]^{2}-\left|\mu^{2}\right|^{2}} . \tag{2.30}
\end{equation*}
$$

A similar diagram as that in Fig. 2.1 can be drawn also for $\left\langle\psi_{R} \bar{\psi}_{L}\right\rangle_{1 \mathrm{PI}}$, just instead of $\langle\phi \phi\rangle$ there would be rather $\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle$. Therefore only the substitution $\Sigma \leftrightarrow \Sigma^{*}$ and $\mu \rightarrow \mu^{*}$ would have to be done in Eq. (2.30), together with $y \rightarrow y^{*}$, as this time the second term of the Yukawa interactions (2.3) would come into play.


Figure 2.2: Diagrammatical representation of the equation (2.36).

The equation (2.30) is an integral equation for the unknown complex function $\Sigma\left(p^{2}\right)$. The equation is non-linear and homogenous: It obviously possesses the trivial solution $\Sigma\left(p^{2}\right) \equiv 0$. We are of course seeking for a non-trivial solution.

Notice the convergence properties of the integral in (2.30): It converges even for a constant fermion self-energy, since the kernel (the scalar propagator $\langle\phi \phi\rangle$, (2.15a)) asymptotically behaves like $1 / k^{4}$ and the whole integrand thus as $1 / k^{6}$. The physical reason for this is the following: The scalar propagator $\langle\phi \phi\rangle$ is in fact a difference of the propagators of the scalar mass eigenstates $\varphi_{1}, \varphi_{2}$, introduced in (2.20):

$$
\begin{equation*}
\langle\phi \phi\rangle=\frac{1}{2} \mathrm{e}^{2 \mathrm{i} \theta}\left(\left\langle\varphi_{1} \varphi_{1}\right\rangle-\left\langle\varphi_{2} \varphi_{2}\right\rangle\right), \tag{2.31}
\end{equation*}
$$

as can be shown using (2.21) (note also that, by assumption, $\left\langle\varphi_{1} \varphi_{2}\right\rangle=\left\langle\varphi_{2} \varphi_{1}\right\rangle=0$ ). Indeed, taking into account the relations (2.19) and (2.22), the explicit form (2.15a) of $\langle\phi \phi\rangle$ in terms of $\mu$ can be rewritten as

$$
\begin{equation*}
\frac{\mu^{2}}{\left(p^{2}-M^{2}\right)^{2}-\left|\mu^{2}\right|^{2}}=\frac{1}{2} \mathrm{e}^{2 \mathrm{i} \theta}\left(\frac{1}{p^{2}-M_{1}^{2}}-\frac{1}{p^{2}-M_{2}^{2}}\right) . \tag{2.32}
\end{equation*}
$$

which is nothing else than (2.31). These convergence properties of the integral suggest that the resulting non-trivial solution $\Sigma\left(p^{2}\right)$, if it exists, should be UV-finite. In fact, we can estimate from the behavior of the kernel in (2.30) for large exterior momentum that $\Sigma\left(p^{2}\right)$ should behave like $1 / p^{4}$ for large $p^{2}$.

Now that we have generated the fermion propagators $\left\langle\psi_{L} \bar{\psi}_{R}\right\rangle,\left\langle\psi_{R} \bar{\psi}_{L}\right\rangle$, we can turn back to the question how the scalar propagators $\langle\phi \phi\rangle,\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle$, whose existence was only assumed so far, can be generated. One could ask whether it is possible to draw Feynman diagrams for the scalar 1PI functions $\langle\phi \phi\rangle_{1 \mathrm{PI}},\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle_{1 \mathrm{PI}}$ in a similar way, as we have just done for the fermion propagators. Indeed, it turns out that with the fermion chirality-changing functions $\left\langle\psi_{L} \bar{\psi}_{R}\right\rangle,\left\langle\psi_{R} \bar{\psi}_{L}\right\rangle$ at disposal such diagrams can really be drawn. An example of such a diagram is depicted in Fig. 2.2 for the Green's function $\langle\phi \phi\rangle_{1 \mathrm{PI}}$.

Before proceeding further it should be noted that the very existence of diagrams such as that in Fig. 2.2 forces us to revise our assumption that the 1PI functions $\langle\phi \phi\rangle_{1 \mathrm{PI}},\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle_{1 \mathrm{PI}}$ are momentum-independent (i.e., proportional to complex constants $\mu^{2}, \mu^{2 *}$, respectively). Instead, let us generalize the Eqs. (2.14) in a similar manner as we did before for the fermion 1PI propagators: Let us promote the constants $\mu^{2}, \mu^{2 *}$ to complex functions, i.e., to the momentumdependent self-energies $\Pi\left(p^{2}\right), \Pi^{*}\left(p^{2}\right)$. That is, we assume that Eqs. (2.14) now modify as

$$
\begin{align*}
\langle\phi \phi\rangle_{1 \mathrm{PI}} & =-\mathrm{i} \Pi\left(p^{2}\right),  \tag{2.33a}\\
\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle_{1 \mathrm{PI}} & =-\mathrm{i} \Pi^{*}\left(p^{2}\right) \tag{2.33b}
\end{align*}
$$

and the corresponding full propagators are given by

$$
\begin{align*}
\langle\phi \phi\rangle & =\mathrm{i} \frac{\Pi\left(p^{2}\right)}{\left(p^{2}-M^{2}\right)^{2}-\left|\Pi\left(p^{2}\right)\right|^{2}}  \tag{2.34a}\\
\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle & =\mathrm{i} \frac{\Pi^{*}\left(p^{2}\right)}{\left(p^{2}-M^{2}\right)^{2}-\left|\Pi\left(p^{2}\right)\right|^{2}} \tag{2.34b}
\end{align*}
$$

cf. (2.15). (We do not present the Feynman rules again, as they are of course the same as those in (2.14), (2.15).) The scalar spectrum is now given by the equation

$$
\begin{equation*}
M_{1,2}^{2}=M^{2} \pm\left|\Pi\left(M_{1,2}^{2}\right)\right| \tag{2.35}
\end{equation*}
$$

which is just a generalization of (2.19).
Now we can write down the equation depicted diagrammatically in Fig. 2.2:

$$
\begin{equation*}
-\mathrm{i} \Pi\left(p^{2}\right)=-2 y^{* 2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\Sigma\left(k^{2}\right)}{k^{2}-\left|\Sigma\left(k^{2}\right)\right|^{2}} \frac{\Sigma\left((k-p)^{2}\right)}{(k-p)^{2}-\left|\Sigma\left((k-p)^{2}\right)\right|^{2}} \tag{2.36}
\end{equation*}
$$

The minus sign on the right-hand side is for the fermion loop, while the factor of 2 comes from $\operatorname{Tr}\left[P_{L} P_{L}\right]=2$ (there is no combinatorial factor). Note that since the fermion self-energy $\Sigma\left(p^{2}\right)$ presumably behaves like $1 / p^{4}$ at large $p^{2}$, the integral in (2.36) does converge. In fact, it does converge as long as the $\Sigma\left(p^{2}\right)$ decreases, no matter how slowly (the limit case is $\Sigma\left(p^{2}\right)=$ const., in which case the integral (2.36) diverges logarithmically). Consequently, since $\Sigma\left(p^{2}\right)$ is a decreasing function, the equation (2.36) suggests that $\Pi\left(p^{2}\right)$ is a decreasing function too.

Having upgraded the constant scalar propagators $\langle\phi \phi\rangle_{1 \mathrm{PI}},\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle_{1 \mathrm{PI}}$, (2.14), to momentumdependent ones (2.33), we should also accordingly revise the Eq. (2.30) for the fermion selfenergy. Not surprisingly, the result is

$$
\begin{equation*}
-\mathrm{i} \Sigma\left(p^{2}\right)=y^{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\Sigma^{*}\left(k^{2}\right)}{k^{2}-\left|\Sigma\left(k^{2}\right)\right|^{2}} \frac{\Pi\left((k-p)^{2}\right)}{\left[(k-p)^{2}-M^{2}\right]^{2}-\left|\Pi\left((k-p)^{2}\right)\right|^{2}} . \tag{2.37}
\end{equation*}
$$

Notice that since $\Pi\left(p^{2}\right)$ is assumed to be a decreasing function, the convergence behavior of the integral (2.30) has been actually improved.

### 2.4 Summary

Let us recapitulate the results of this chapter. While in the case $M^{2}<0$ the axial symmetry is broken down by the dynamics of the scalar itself, through its VEV (i.e., constant one-point function $\langle\phi\rangle$ ), we have shown that in the case $M^{2}>0$ the axial symmetry can be presumably broken by the common (i.e., Yukawa) dynamics of both the scalar and the fermion. The SSB of the axial symmetry is driven by the two-point functions of the type $\langle\phi \phi\rangle$ and $\left\langle\psi_{L} \bar{\psi}_{R}\right\rangle$, or more precisely, by their 1PI parts $\Pi$ and $\Sigma$. They are functions of momentum squared and are tight together by the system of equations (2.36) and (2.37), which we state here again for the reader's convenience: $\mathbf{3}^{3}$

$$
\begin{align*}
-\mathrm{i} \Pi\left(p^{2}\right) & =-2 y^{* 2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\Sigma\left(k^{2}\right)}{k^{2}-\left|\Sigma\left(k^{2}\right)\right|^{2}} \frac{\Sigma\left((k-p)^{2}\right)}{(k-p)^{2}-\left|\Sigma\left((k-p)^{2}\right)\right|^{2}},  \tag{2.38a}\\
-\mathrm{i} \Sigma\left(p^{2}\right) & =y^{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\Sigma^{*}\left(k^{2}\right)}{k^{2}-\left|\Sigma\left(k^{2}\right)\right|^{2}} \frac{\Pi\left((k-p)^{2}\right)}{\left[(k-p)^{2}-M^{2}\right]^{2}-\left|\Pi\left((k-p)^{2}\right)\right|^{2}} . \tag{2.38b}
\end{align*}
$$

[^8]In order to have SSB , these equations must posses some non-trivial solution (apart from the obvious trivial solution $\Pi\left(p^{2}\right)=\Sigma\left(p^{2}\right) \equiv 0$, corresponding to no SSB).

The equations (2.38) are subset of the Schwinger-Dyson (SD) equations [61, 62, 63]. They can be understood as a formal summation of all orders of the perturbation theory, therefore they themselves are non-perturbative. This is in accordance with our previous claim that any SSB must be a non-perturbative effect.

The SD equations constitute in principle infinite "tower" of coupled integral equations for all Green's functions of the theory, not only the two-point functions. For practical calculation one usually has to truncate this "tower" at some level. We truncated it at the level of threepoint Green's functions, which we approximate by the bare ones. Although we will in the following chapters derive the SD equations in a more formal way, we will still use the same truncation scheme, i.e., we will always neglect the three- and more-point functions in nonperturbative calculations. (Nevertheless, there will be some perturbative calculations of the three-point functions.)

Since the scalar mass $M$ is the only mass scale in the Lagrangian, the fermion mass $m$, as calculated from the Eq. (2.29), will necessarily have the form

$$
\begin{equation*}
m=M f(y) \tag{2.39}
\end{equation*}
$$

Here $f(y)$ must be a function only of the Yukawa coupling constant $y$, since it is the only dimensionless parameter of the SD equations (2.38), whose solution $\Sigma$ is. This function is non-perturbative, i.e., non-analytic in $y$. Moreover, inspired by the situation in the Nambu-Jona-Lasinio (NJL) model [64, 65], where schematically $f(y) \sim \exp (-1 / y)$, one hopes that the a small change in $y$ (within the same order of magnitude) might produce a much larger (by several orders of magnitude) change in $f(y)$. Put another way, different Yukawa coupling constants, yet of the same order of magnitude, can potentially produce a large hierarchy in the fermion spectrum. This is to be compared with the situation in case of condensing scalar, Sec. 2.2, where the fermion mass $m$ depends linearly on $y$ :

$$
\begin{equation*}
m=-\sqrt{\frac{-M^{2}}{\lambda}} y \tag{2.40}
\end{equation*}
$$

## Chapter 3

## Formal developments

While the previous chapter served as a rather intuitive and informal introduction, now we are going to treat the same subject more rigorously and in more detail. In particular, we discuss here in detail which parts of the scalar and fermion self-energies are actually needed for the sake of demonstration of spontaneous breaking of the axial symmetry and we show how to arrive more decently at the Schwinger-Dyson equations, derived in the previous chapter in a rather clumsy way. Finally, we also give some numeric evidence of viability of the presented scheme.

### 3.1 The model

### 3.1.1 Lagrangian

We consider a complex scalar field $\phi$ and two species of massless fermions, $\psi_{1}$ and $\psi_{2}$, with the Lagrangian

$$
\begin{equation*}
\mathcal{L}=\bar{\psi}_{1} \mathrm{i} \not \partial \psi_{1}+\bar{\psi}_{2} \mathrm{i} \not \partial \psi_{2}+\left(\partial_{\mu} \phi\right)^{\dagger}\left(\partial^{\mu} \phi\right)-M^{2} \phi^{\dagger} \phi+\mathcal{L}_{\text {Yukawa }} . \tag{3.1}
\end{equation*}
$$

The Yukawa interactions are again not the most general ones:

$$
\begin{align*}
\mathcal{L}_{\text {Yukawa }}= & y_{1} \bar{\psi}_{1 L} \psi_{1 R} \phi+y_{1}^{*} \bar{\psi}_{1 R} \psi_{1 L} \phi^{\dagger} \\
& +y_{2} \bar{\psi}_{2 R} \psi_{2 L} \phi+y_{2}^{*} \bar{\psi}_{2 L} \psi_{2 R} \phi^{\dagger} . \tag{3.2}
\end{align*}
$$

In particular, the terms with interchanged $\phi \leftrightarrow \phi^{\dagger}$,

$$
\begin{align*}
\tilde{\mathcal{L}}_{\text {Yukawa }}= & \tilde{y}_{1} \bar{\psi}_{1 L} \psi_{1 R} \phi^{\dagger}+\tilde{y}_{1}^{*} \bar{\psi}_{1 R} \psi_{1 L} \phi \\
& +\tilde{y}_{2} \bar{\psi}_{2 R} \psi_{2 L} \phi^{\dagger}+\tilde{y}_{2}^{*} \bar{\psi}_{2 L} \psi_{2 R} \phi, \tag{3.3}
\end{align*}
$$

are absent. On top of it, also the Yukawa interaction terms mixing both fermion species (i.e., the terms proportional to, e.g., $\bar{\psi}_{1 L} \psi_{2 R}$ ) are missing.

The Yukawa coupling constants $y_{1}, y_{2}$ can be again without loss of generality considered real, since the phase can be eliminated by a redefinition of the corresponding fermion fields (e.g., by phase transformations of $\psi_{1 R}$ and $\psi_{2 R}$ ). Nevertheless, we keep them deliberately complex for similar reasons as in the previous chapter.

Notice that we do not consider in the Lagrangian (3.1) the scalar self-interaction term

$$
\begin{equation*}
\mathcal{L}_{\text {selfint. }}=-\frac{1}{2} \lambda\left(\phi^{\dagger} \phi\right)^{2} . \tag{3.4}
\end{equation*}
$$

This is due to the lesson learned in previous chapter that within the present scheme of breaking the symmetry solely by the Yukawa dynamics, through formation of appropriate fermion and
scalar two-point functions, the pure scalar dynamics of the type (3.4) is dispensable, in contrast to the breaking of the symmetry by scalar VEV, discussed in Sec. 2.2. Thus, from now on we will systematically neglect the scalar self-interactions of the type (3.4) in the rest of this text. Of course, in more phenomenologically oriented treatment the scalar self-interactions would have to be included, as they are not protected by any symmetry and they would be generated anyway by means of radiative corrections.

### 3.1.2 Symmetries

Let us investigate the symmetries of the Lagrangian. First, we observe that the both fermion numbers are separately conserved, which corresponds to the vectorial symmetry $\mathbb{U}(1)_{V_{1}} \times \mathbb{U}(1)_{V_{2}}$. Just for the sake of later references let us write the transformation of $\psi_{i}$ under $\mathbb{U}(1)_{\mathrm{V}_{j}}$ as $\mathbb{S}^{1}$

$$
\begin{equation*}
\mathbb{U}(1)_{\mathrm{V}_{j}}: \quad \psi_{i} \longrightarrow\left[\psi_{i}\right]^{\prime}=\mathrm{e}^{\mathrm{i} \theta \mathrm{~V}_{j} t_{i}, \mathrm{~V}_{j}} \psi_{i} \tag{3.5}
\end{equation*}
$$

where $\theta_{\mathrm{V}_{j}}$ are the parameters of the transformation and the generators $t_{i, \mathrm{~V}_{j}}$ are given by

$$
t_{i, \mathrm{~V}_{j}}= \begin{cases}Q_{\mathrm{V}_{i}} & \text { if } i=j  \tag{3.6}\\ 0 & \text { if } i \neq j\end{cases}
$$

where $Q_{\mathrm{V}_{i}}$ are some non-vanishing real numbers. (Needless to say that $\phi$ transforms trivially under $\mathbb{U}(1)_{\mathrm{v}_{i}}$, i.e., $t_{\phi, \mathrm{V}_{i}}=0$.) The fermion numbers are conserved separately for both fermion species due to the specific form of the Yukawa interactions, namely due to the lack of the mixing terms; otherwise there would be only one $\mathbb{U}(1)_{\mathrm{V}}$ symmetry, corresponding to the global fermion number conservation of both fermion species.

Apart from the vectorial symmetry, there is also axial symmetry, which is going to play a more important rôle in our considerations. In contrast to the case of vectorial symmetries, this time, instead of two independent axial symmetries $\mathbb{U}(1)_{\mathrm{A}_{1}} \times \mathbb{U}(1)_{\mathrm{A}_{2}}$ (which would be present in absence of the Yukawa interactions), there is rather a single axial symmetry $\mathbb{U}(1)_{\mathrm{A}}$. It acts on the fermions as

$$
\begin{equation*}
\mathbb{U}(1)_{\mathrm{A}}: \quad \psi_{i} \longrightarrow\left[\psi_{i}\right]^{\prime}=\mathrm{e}^{\mathrm{i} \theta_{\mathrm{A}} t_{i, \mathrm{~A}}} \psi_{i} \tag{3.7a}
\end{equation*}
$$

and on the scalar as

$$
\begin{equation*}
\mathbb{U}(1)_{\mathrm{A}}: \quad \phi \longrightarrow[\phi]^{\prime}=\mathrm{e}^{\mathrm{i} \theta_{\mathrm{A}} t_{\phi, \mathrm{A}}} \phi . \tag{3.7b}
\end{equation*}
$$

The fermion $\mathbb{U}(1)_{\mathrm{A}}$ generators $t_{i, \mathrm{~A}}$ are given by

$$
\begin{equation*}
t_{i, \mathrm{~A}}=Q_{i, \mathrm{~A}} \gamma_{5} \tag{3.8}
\end{equation*}
$$

with the axial charges $Q_{1, \mathrm{~A}}$ and $Q_{2, \mathrm{~A}}$ (being of course non-vanishing real numbers) constrained by

$$
\begin{equation*}
Q_{1, \mathrm{~A}}+Q_{2, \mathrm{~A}}=0 \tag{3.9}
\end{equation*}
$$

The scalar $\mathbb{U}(1)_{\mathrm{A}}$ generator $t_{\phi, \mathrm{A}}$ then reads

$$
\begin{align*}
t_{\phi, \mathrm{A}} & =-2 Q_{1, \mathrm{~A}}  \tag{3.10a}\\
& =+2 Q_{2, \mathrm{~A}} . \tag{3.10b}
\end{align*}
$$

[^9]Note that the axial symmetry $\mathbb{U}(1)_{\mathrm{A}}$ with the action (3.7) in fact forbids the Yukawa interactions $\tilde{\mathcal{L}}_{\text {Yukawa }}$, (3.3).

Due to the existence of the axial symmetry, one might concern whether this symmetry is not anomalous. At the moment this question is actually not too urgent, as the axial symmetry is global. However, later on in chapter 10 (more precisely, in Sec. 10.2) we will gauge it and consequently it will become obligatory to remove the axial anomaly in order to have a consistent gauge quantum field theory. Nevertheless, the theory is in fact anomaly free already at this moment. This is thanks to the introduction of the two fermion species $\psi_{1}$ and $\psi_{2}$ with opposite axial charges, see Eq. (3.9) $2^{2}$ The condition (3.9), primarily necessary for the theory to be invariant under $\mathbb{U}(1)_{A}$, is precisely the condition for cancelation of the axial anomaly. This is ultimately the reason why we have introduced two fermion species instead of only one and why we have chosen the Yukawa interactions to have the special form (3.2).

### 3.1.3 Nambu-Gorkov formalism

As noted in the previous chapter, the axial symmetry has to be (spontaneously) broken in order to allow for the generation of the fermion masses. We assume that this symmetry breakdown will be driven by formation of the scalar propagators of the type $\langle\phi \phi\rangle$ and $\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle$. Thus, it turns out to be convenient to reparameterize the theory in terms of new degree of freedom: The Nambu-Gorkov doublet $\Phi$, defined a: $4^{3}$

$$
\begin{equation*}
\Phi \equiv\binom{\phi}{\phi^{\dagger}} \tag{3.11}
\end{equation*}
$$

and introduced originally for fermions in Refs. [5, 66] in the context of the theory of superconductivity. The point is that now the propagator $\left\langle\Phi \Phi^{\dagger}\right\rangle$ contains the two symmetry-breaking propagators $\langle\phi \phi\rangle,\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle$, together with the two symmetry-conserving propagators $\left\langle\phi \phi^{\dagger}\right\rangle,\left\langle\phi^{\dagger} \phi\right\rangle$, and allows this way to treat them all on the same footing:

$$
\left\langle\Phi \Phi^{\dagger}\right\rangle=\left(\begin{array}{cc}
\left\langle\phi \phi^{\dagger}\right\rangle & \langle\phi \phi\rangle  \tag{3.12}\\
\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle & \left\langle\phi^{\dagger} \phi\right\rangle
\end{array}\right) .
$$

The free, full and 1PI scalar propagators of the form (3.12) will be discussed in more detail in Sec. 3.2.1. Now let us note the key property of the Nambu-Gorkov field $\Phi$ : It is real in the sense that its charge conjugate (i.e., basically the Hermitian conjugate) is proportional to itself:

$$
\begin{equation*}
\Phi=\sigma_{1} \Phi^{\dagger \mathrm{T}} \tag{3.13}
\end{equation*}
$$

where the Pauli matrix $\sigma_{1}$ acts in the two-dimensional space of the Nambu-Gorkov doublet (3.11).

Let us rewrite the action of $\mathbb{U}(1)_{\mathrm{A}}$ on the scalar field from the basis $\phi$, (3.7b), to the Nambu-Gorkov basis $\Phi$ :

$$
\begin{equation*}
\mathbb{U}(1)_{\mathrm{A}}: \quad \Phi \longrightarrow[\Phi]^{\prime}=\mathrm{e}^{\mathrm{i} \theta_{\mathrm{A}} t_{\Phi, \mathrm{A}}} \Phi, \tag{3.14}
\end{equation*}
$$

where the generator $t_{\Phi, \mathrm{A}}$ is expressed in terms of $t_{\phi, \mathrm{A}}$, (3.10), as

$$
t_{\Phi, \mathrm{A}}=\left(\begin{array}{cc}
t_{\phi, \mathrm{A}} & 0  \tag{3.15}\\
0 & -t_{\phi, \mathrm{A}}
\end{array}\right) .
$$

[^10]We now rewrite the theory in terms of the Nambu-Gorkov field $\Phi$. The free scalar part of the Lagrangian (3.1),

$$
\begin{equation*}
\mathcal{L}_{\text {scalar }}=\left(\partial_{\mu} \phi\right)^{\dagger}\left(\partial^{\mu} \phi\right)-M^{2} \phi^{\dagger} \phi \tag{3.16a}
\end{equation*}
$$

is easily rewritten in terms of $\Phi$ as

$$
\begin{equation*}
\mathcal{L}_{\text {scalar }}=\frac{1}{2}\left(\partial_{\mu} \Phi\right)^{\dagger}\left(\partial^{\mu} \Phi\right)-\frac{1}{2} M^{2} \Phi^{\dagger} \Phi \tag{3.16b}
\end{equation*}
$$

The Yukawa Lagrangian (3.2) can be written compactly in terms of $\Phi$ as

$$
\begin{equation*}
\mathcal{L}_{\text {Yukawa }}=\sum_{i=1,2} \bar{\psi}_{i} \bar{Y}_{i} \psi_{i} \Phi, \tag{3.17a}
\end{equation*}
$$

or equivalently as

$$
\begin{equation*}
\mathcal{L}_{\text {Yukawa }}=\sum_{i=1,2} \Phi^{\dagger} \bar{\psi}_{i} Y_{i} \psi_{i} . \tag{3.17b}
\end{equation*}
$$

The equivalence of the two apparently different expressions (3.17a) and (3.17b) is just a consequence of the reality of the field $\Phi$. The coupling constants $Y_{i}$ are doublets operating in the space of the Nambu-Gorkov field $\Phi$ and are defined as

$$
\begin{equation*}
Y_{1} \equiv\binom{y_{1}^{*} P_{L}}{y_{1} P_{R}}, \quad Y_{2} \equiv\binom{y_{2}^{*} P_{R}}{y_{2} P_{L}} \tag{3.18}
\end{equation*}
$$

The conjugate coupling constants $\bar{Y}_{i}$ are defined in accordance with (7), i.e., as

$$
\begin{equation*}
\bar{Y}_{i} \equiv \gamma_{0} Y_{i}^{\dagger} \gamma_{0} \tag{3.19}
\end{equation*}
$$

so that we have explicitly

$$
\begin{equation*}
\bar{Y}_{1}=\left(y_{1} P_{R}, y_{1}^{*} P_{L}\right), \quad \bar{Y}_{2}=\left(y_{2} P_{L}, y_{2}^{*} P_{R}\right) \tag{3.20}
\end{equation*}
$$

### 3.2 Propagators

In this section we will first introduce the notation for the scalar and fermion propagators, then we will state the form of the propagators that we will be looking for in the next section in the quest for demonstrating the SSB and finally we will say something about what kind of spectrum is to be expected.

### 3.2.1 Scalar propagators

Let us begin with the scalar. We denote the full scalar propagator (in the Nambu-Gorkov basis Ф) a: 4

$$
\begin{equation*}
\mathrm{i} G_{\Phi}=\left\langle\Phi \Phi^{\dagger}\right\rangle=-{ }^{\Phi}-\frac{\Phi}{-} \tag{3.21}
\end{equation*}
$$

[^11]Notice that there are no arrows on the scalar line as a consequence of the reality of the field $\Phi$. The free propagator

$$
\begin{equation*}
\mathrm{i} D_{\Phi}=\left\langle\Phi \Phi^{\dagger}\right\rangle_{0} \tag{3.22}
\end{equation*}
$$

determined by the free scalar Lagrangian (3.16), is in the momentum representation given by

$$
D_{\Phi}=\left(\begin{array}{cc}
\frac{1}{p^{2}-M^{2}} & 0  \tag{3.23}\\
0 & \frac{1}{p^{2}-M^{2}}
\end{array}\right)
$$

The scalar self-energy $\boldsymbol{\Pi}$, defined as

$$
\begin{equation*}
-\mathrm{i} \Pi=\left\langle\Phi \Phi^{\dagger}\right\rangle_{1 \mathrm{PI}}=--\bigcirc-^{\Phi}- \tag{3.24}
\end{equation*}
$$

is now given in terms of the bare and full propagators by

$$
\begin{equation*}
\Pi=D_{\Phi}^{-1}-G_{\Phi}^{-1} \tag{3.25}
\end{equation*}
$$

The meaning of this expression is that it actually corresponds to the geometric series

$$
\begin{align*}
G_{\Phi} & =D_{\Phi}+D_{\Phi} \Pi D_{\Phi}+D_{\Phi} \Pi D_{\Phi} \Pi D_{\Phi}+\ldots  \tag{3.26a}\\
& =\left(D_{\Phi}^{-1}-\boldsymbol{\Pi}\right)^{-1} \tag{3.26b}
\end{align*}
$$

In other words, $\boldsymbol{\Pi}$ is indeed the 1PI part of the full propagator $G_{\Phi}$.
The reality condition (3.13) of $\Phi$ has important impacts on the form of the propagators. It induces a non-trivial symmetry of the scalar propagator $G_{\Phi}$,

$$
\begin{equation*}
G_{\Phi}=\sigma_{1} G_{\Phi}^{\mathrm{T}} \sigma_{1} . \tag{3.27}
\end{equation*}
$$

This condition must be satisfied also by the free propagator $D_{\Phi}$ (and, indeed, it is satisfied, see explicit form (3.23) of $D_{\Phi}$ ), as it is just a special case of $G_{\Phi}$. Thus, the self-energy $\Pi$ must satisfy the analogous condition too:

$$
\begin{equation*}
\boldsymbol{\Pi}=\sigma_{1} \boldsymbol{\Pi}^{\mathrm{T}} \sigma_{1} \tag{3.28}
\end{equation*}
$$

as can be inferred from the expression (3.25).

### 3.2.2 Fermion propagators

Similarly in the fermion sector, the full propagators of the fermion fields ard 5

$$
\begin{equation*}
\mathrm{i} G_{\psi_{i}}=\left\langle\psi_{i} \bar{\psi}_{i}\right\rangle=\stackrel{\psi_{i}}{\psi_{i}} . \tag{3.29}
\end{equation*}
$$

[^12]Note that since $\psi_{i}=\psi_{i L}+\psi_{i R}$, the propagators $\left\langle\psi_{i} \bar{\psi}_{i}\right\rangle$ contain all the particular propagators $\left\langle\psi_{i L} \bar{\psi}_{i L}\right\rangle,\left\langle\psi_{i R} \bar{\psi}_{i R}\right\rangle,\left\langle\psi_{i L} \bar{\psi}_{i R}\right\rangle,\left\langle\psi_{i R} \bar{\psi}_{i L}\right\rangle$, which have been treated in the previous chapter separately. The Lagrangian (3.1) contains no fermion mass terms, consequently the free propagators

$$
\begin{equation*}
\mathrm{i} S_{i}=\left\langle\psi_{i} \bar{\psi}_{i}\right\rangle_{0} \tag{3.30}
\end{equation*}
$$

are in momentum space given simply by

$$
\begin{equation*}
S_{i}^{-1}=\not p \tag{3.31}
\end{equation*}
$$

The fermion self-energies $\boldsymbol{\Sigma}_{i}$,

$$
\begin{equation*}
-\mathrm{i} \boldsymbol{\Sigma}_{i}=\left\langle\psi_{i} \bar{\psi}_{i}\right\rangle_{1 \mathrm{PI}}=\stackrel{\psi_{i}}{\psi_{i}} \tag{3.32}
\end{equation*}
$$

are now given by

$$
\begin{equation*}
\Sigma_{i}=S_{i}^{-1}-G_{\psi_{i}}^{-1} \tag{3.33}
\end{equation*}
$$

which again correspond to the geometric series

$$
\begin{align*}
G_{\psi_{i}} & =S_{i}+S_{i} \boldsymbol{\Sigma}_{i} S_{i}+S_{i} \boldsymbol{\Sigma}_{i} S_{i} \boldsymbol{\Sigma}_{i} S_{i}+\ldots  \tag{3.34a}\\
& =\left(S_{i}^{-1}-\boldsymbol{\Sigma}_{i}\right)^{-1} \tag{3.34b}
\end{align*}
$$

so that $\boldsymbol{\Sigma}_{i}$ are indeed nothing else than the 1PI parts of the full propagators, as indicated in (3.32).

### 3.2.3 Ansätze for the self-energies

The self-energies $\boldsymbol{\Sigma}_{i}$ and $\boldsymbol{\Pi}$, as the agents of the SSB of the axial symmetry, will be subject of our searching in the next section. In fact, our aim will be merely to demonstrate the possibility the SSB itself, we will not be interested in, e.g., the symmetry-preserving results. Therefore it is unnecessary to treat the self-energies in the full generality, it is sufficient to focus only on their symmetry-breaking parts. In other words, is useful to consider a suitable Ansatz for the self-energies.

The first step in constraining the otherwise in principle (almost) completely arbitrary selfenergies is to impose the Hermiticity conditions

$$
\begin{align*}
\Sigma_{i} & =\bar{\Sigma}_{i}  \tag{3.35a}\\
\Pi & =\Pi^{\dagger} \tag{3.35b}
\end{align*}
$$

(where $\overline{\boldsymbol{\Sigma}}_{i} \equiv \gamma_{0} \boldsymbol{\Sigma}_{i}^{\dagger} \gamma_{0}$, cf. (77)). These conditions have no relation to the pattern of the SSB, in fact they are merely of a technical character. They will serve us for two purposes: First, they will reduce the number of unconstrained parts of the self-energies (i.e., reduce the number of independent SD equations) and second, they will eventually ensure that the resulting fermion and scalar spectrum (more precisely, the masses squared) will be real. In order to understand better the Hermiticity conditions (3.35), it is also useful to realize that the same conditions would hold if the self-energies were (momentum-independent) mass parameters in a Hermitian Lagrangian.

The Hermiticity conditions (3.35), together with the scalar symmetry condition (3.28), lead to the self-energies of the specific form

$$
\begin{align*}
\Sigma_{i} & =\not p\left(A_{L} P_{L}+A_{R} P_{L}\right)+\left(\Sigma^{*} P_{L}+\Sigma P_{R}\right),  \tag{3.36a}\\
\boldsymbol{\Pi} & =\left(\begin{array}{cc}
\Pi_{N} & \Pi \\
\Pi^{*} & \Pi_{N}
\end{array}\right), \tag{3.36b}
\end{align*}
$$

where $A_{L}, A_{R}, \Pi_{N}$ and $\Sigma, \Pi$ are respectively real and complex, but otherwise arbitrary functions of $p^{2}$.

In order to further meaningfully constrain the self-energies, it is worth considering their relation to the axial symmetry $\mathbb{U}(1)_{A}$, which is assumed to be broken by them. In particular, it is important to know that the non-invariance of the self-energies under $\mathbb{U}(1)_{\mathrm{A}}$ is measured by the quantities

$$
\begin{align*}
\boldsymbol{\Sigma}_{i} t_{i, \mathrm{~A}}-\bar{t}_{i, \mathrm{~A}} \boldsymbol{\Sigma}_{i} & =\llbracket \boldsymbol{\nu}_{i}, t_{i, \mathrm{~A}} \rrbracket,  \tag{3.37a}\\
\boldsymbol{\Pi} t_{\Phi, \mathrm{A}}-t_{\Phi, \mathrm{A}} \boldsymbol{\Pi} & =\left[\boldsymbol{\Pi}, t_{\Phi, \mathrm{A}}\right] \tag{3.37b}
\end{align*}
$$

(cf. definition (8)). This can be seen in two ways. First, more formally, one can directly study the transformation behavior of the self-energies under $\mathbb{U}(1)_{\mathrm{A}}$, induced by the transformation rules (3.7a) and (3.14) of $\psi_{i}$ and $\Phi$, respectively. The corresponding self-energies $\boldsymbol{\Sigma}_{i}$ and $\boldsymbol{\Pi}$ then transform as

$$
\begin{align*}
\mathbb{U}(1)_{\mathrm{A}}: \quad \boldsymbol{\Sigma}_{i} \longrightarrow\left[\boldsymbol{\Sigma}_{i}\right]^{\prime} & =\mathrm{e}^{\mathrm{i} \theta_{\mathrm{A}} \bar{t}_{i, \mathrm{~A}}} \boldsymbol{\Sigma}_{i} \mathrm{e}^{-\mathrm{i} \theta_{\mathrm{A}} t_{i, \mathrm{~A}}}  \tag{3.38a}\\
& =\boldsymbol{\Sigma}_{i}-\mathrm{i} \theta_{\mathrm{A}}\left(\boldsymbol{\Sigma}_{i} t_{i, \mathrm{~A}}-\bar{t}_{i, \mathrm{~A}} \boldsymbol{\Sigma}_{i}\right)+\mathcal{O}\left(\theta_{\mathrm{A}}^{2}\right) \tag{3.38b}
\end{align*}
$$

and

$$
\begin{align*}
\mathbb{U}(1)_{\mathrm{A}}: \quad \Pi \longrightarrow[\Pi]^{\prime} & =\mathrm{e}^{\mathrm{i} \theta_{\mathrm{A}} t_{\phi, \mathrm{A}}} \boldsymbol{\Pi} \mathrm{e}^{-\mathrm{i} \theta_{\mathrm{A}} t_{\phi, \mathrm{A}}}  \tag{3.39a}\\
& =\Pi-\mathrm{i} \theta_{\mathrm{A}}\left(\Pi t_{\Phi, \mathrm{A}}-t_{\Phi, \mathrm{A}} \Pi\right)+\mathcal{O}\left(\theta_{\mathrm{A}}^{2}\right), \tag{3.39b}
\end{align*}
$$

respectively. We see that the non-invariance of the self-energies under $\mathbb{U}(1)_{\mathrm{A}}$ is indeed proportional to the corresponding quantities (3.37). Another way of seeing it, less formal but perhaps more illuminating, is to imagine that the self-energies are momentum-independent (except for the $\not p$ in $\boldsymbol{\Sigma}_{i}$ ) and thus being interpretable as mass parameters of some effective Lagrangian:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{eff}} \equiv-\sum_{i=1,2} \bar{\psi}_{i} \boldsymbol{\Sigma}_{i} \psi_{i}-\frac{1}{2} \Phi^{\dagger} \boldsymbol{\Pi} \Phi \tag{3.40}
\end{equation*}
$$

(Accordingly, this effective Lagrangian is basically the mass Lagrangian for the fermions and scalar and it also contains corrections to the kinetic terms for the fermions, due to above mentioned $\not \nsim$ being substituted by $-\mathrm{i} \not \partial$.) Upon performing the $\mathbb{U}(1)_{\mathrm{A}}$ transformations (3.7a) and (3.14), the Lagrangian (3.40) transforms as

$$
\begin{align*}
\mathbb{U}(1)_{\mathrm{A}}: \quad \mathcal{L}_{\text {eff }} \longrightarrow\left[\mathcal{L}_{\text {eff }}\right]^{\prime}= & -\sum_{i=1,2} \bar{\psi}_{i} \mathrm{e}^{-\mathrm{i} \theta_{\mathrm{A}} \bar{t}_{i, \mathrm{~A}}} \boldsymbol{\Sigma}_{i} \mathrm{e}^{\mathrm{i} \theta_{\mathrm{A}} t_{i, \mathrm{~A}}} \psi_{i}-\frac{1}{2} \Phi^{\dagger} \mathrm{e}^{-\mathrm{i} \theta_{\mathrm{A}} t_{\phi, \mathrm{A}}} \boldsymbol{\Pi} \mathrm{e}^{\mathrm{i} \theta_{\mathrm{A}} t_{\phi, \mathrm{A}}} \Phi \\
= & \mathcal{L}_{\text {eff }}-\mathrm{i} \theta_{\mathrm{A}} \sum_{i=1,2} \bar{\psi}_{i}\left(\boldsymbol{\Sigma}_{i} t_{i, \mathrm{~A}}-\bar{t}_{i, \mathrm{~A}} \boldsymbol{\Sigma}_{i}\right) \psi_{i}  \tag{3.41a}\\
& -\frac{1}{2} \mathrm{i} \theta_{\mathrm{A}} \Phi^{\dagger}\left(\boldsymbol{\Pi} t_{\Phi, \mathrm{A}}-t_{\Phi, \mathrm{A}} \boldsymbol{\Pi}\right) \Phi+\mathcal{O}\left(\theta_{\mathrm{A}}^{2}\right) . \tag{3.41b}
\end{align*}
$$

Again, the change of the Lagrangian (3.40), i.e., the model's non-invariance under the axial symmetry $\mathbb{U}(1)_{\mathrm{A}}$, driven by the self-energies $\boldsymbol{\Sigma}_{i}, \boldsymbol{\Pi}$, is again proportional to the quantities (3.37).

We can now check explicitly how the self-energies of the specific form (3.36) break the axial symmetry $\mathbb{U}(1)_{\mathrm{A}}$. Short calculation reveals the symmetry-breaking quantities (3.37) to be

$$
\begin{align*}
\llbracket \boldsymbol{\Sigma}_{i}, t_{i, \mathrm{~A}} \rrbracket & =2 Q_{i, \mathrm{~A}}\left(\Sigma P_{R}-\Sigma^{*} P_{L}\right),  \tag{3.42a}\\
{\left[\Pi, t_{\Phi, \mathrm{A}}\right] } & =-4 Q_{1, \mathrm{~A}}\left(\begin{array}{cc}
0 & -\Pi \\
\Pi^{*} & 0
\end{array}\right)=+4 Q_{2, \mathrm{~A}}\left(\begin{array}{cc}
0 & -\Pi \\
\Pi^{*} & 0
\end{array}\right) . \tag{3.42b}
\end{align*}
$$

We see that in equations (3.42) some form-factors from the self-energies (3.36) are projected out. Namely, the form-factors $A_{L}, A_{R}$ and $\Pi_{N}$ are missing, which means that they do not break the symmetry. However, our aim here is to focus on the very mechanism of the SSB, or more precisely, to demonstrate that the SSB can happen. For this purpose the symmetry-preserving parts of the self-energies, while important for a more phenomenologically oriented analysis, are not essential. We will therefore systematically neglect them and rather consider only the symmetry-breaking part of self-energies (3.36), i.e., the parts $\Sigma$ and $\Pi$. The Ansatz for the self-energies will be therefore considered to be

$$
\begin{align*}
\Sigma_{i} & =\Sigma^{*} P_{L}+\Sigma P_{R}  \tag{3.43a}\\
\Pi & =\left(\begin{array}{cc}
0 & \Pi \\
\Pi^{*} & 0
\end{array}\right) . \tag{3.43b}
\end{align*}
$$

Notice that this Ansatz is in accordance with the Ansatz considered in the previous chapter. The corresponding full propagators follow immediately:

$$
\begin{align*}
G_{\psi_{i}} & =\frac{\not p+\Sigma_{i}^{\dagger}}{p^{2}-\left|\Sigma_{i}\right|^{2}},  \tag{3.44a}\\
G_{\Phi} & =\frac{1}{\left(p^{2}-M^{2}\right)^{2}-|\Pi|^{2}}\left(\begin{array}{cc}
p^{2}-M^{2} & \Pi \\
\Pi^{*} & p^{2}-M^{2}
\end{array}\right) . \tag{3.44b}
\end{align*}
$$

This of course corresponds to the same equations for the spectrum as in the previous chapter:

$$
\begin{align*}
m_{i}^{2} & =\left|\Sigma_{i}\left(m_{i}^{2}\right)\right|^{2}  \tag{3.45a}\\
M_{1,2}^{2} & =M^{2} \pm\left|\Pi\left(M_{1,2}^{2}\right)\right| \tag{3.45b}
\end{align*}
$$

cf. Eqs. (2.29), (2.35).
Let us finally remark that we could analyze in the same way also the vectorial symmetries $\mathbb{U}(1)_{\mathrm{V}_{i}}$. It is evident from the form (3.6) of the corresponding generators $t_{i, \mathrm{~V}_{j}}$, which are just pure real numbers without any $\gamma_{5}$, that this time we would have

$$
\begin{equation*}
\llbracket \boldsymbol{\Sigma}_{i}, t_{i, \mathrm{~V}_{j}} \rrbracket=t_{i, \mathrm{~V}_{j}}\left(\boldsymbol{\Sigma}_{i}-\boldsymbol{\Sigma}_{i}\right)=0 \tag{3.46}
\end{equation*}
$$

for any $\boldsymbol{\Sigma}_{i}$. Therefore the vectorial symmetries cannot be broken by the fermion self-energies $\left\langle\psi_{i} \bar{\psi}_{i}\right\rangle \sim \boldsymbol{\Sigma}_{i}$ (not to mention the self-energy of the scalar, which does not couple to the vectorial symmetries at all), which is after all expected. The only possibility to break the vectorial symmetries would be to consider the fermion self-energies also of the type $\left\langle\psi_{i}^{\mathrm{c}} \bar{\psi}_{i}\right\rangle,\left\langle\psi_{i} \bar{\psi}_{i}^{\mathrm{c}}\right\rangle$, where $\psi_{i}^{\mathrm{c}}$ denotes the charge conjugat $\epsilon^{6}$ of $\psi_{i}$. This would lead to the generation of the Majorana self-energies. We will actually explore this possibility later on in the context of neutrinos.

[^13]

Figure 3.1: A tadpole diagram, contributing to scalar VEV.

### 3.3 Dynamics

Our general strategy in demonstrating the spontaneous breakdown of the axial $\mathbb{U}(1)_{\mathrm{A}}$ symmetry will be to search for the symmetry-breaking parts of the propagators, i.e., the parts $\Sigma_{i}$ and $\Pi$ of the self-energies $\boldsymbol{\Sigma}_{i}$ and $\boldsymbol{\Pi}$, respectively, as shown in the previous section. We have already mentioned the important observation that at any finite order of perturbative expansion the $\mathbb{U}(1)_{\mathrm{A}}$ symmetry remains preserved and the self-energies $\Sigma_{i}$ and $\Pi$ vanish. The SSB is therefore necessarily a non-perturbative effect and to treat it one has to employ some non-perturbative technique. The technique used here are the Schwinger-Dyson (SD) equations, which represent a formal summation of all orders of perturbative expansion and as such they provide the desired non-perturbative treatment.

At this point a remark concerning the scalar VEV and the associated issue of tadpole terms in the SD equations is in order. Recall that we neglected the scalar self-coupling (3.4). This was done on the basis of argument that the scalar self-coupling is not essential for the proposed mechanism of SSB, as it is not driven by the scalar VEV, formed solely by scalar dynamics, but rather by the scalar and fermion propagators, formed by the Yukawa dynamics. However, the Yukawa dynamics can give rise to the scalar VEV too, as shown schematically in Fig. 3.1. Thus, to be be consistent with the motivation of neglecting the scalar self-coupling (3.4), we will neglect the possible tadpole diagrams as well. More precisely, we will neglect them from the very beginning, i.e., we will derive the SD equations already under the assumption of vanishing scalar VEV. Again, we stress that in principle the scalar VEV should be taken into account, as it is not protected by any symmetry.

### 3.3.1 Cornwall-Jackiw-Tomboulis formalism

There are various methods how to derive the SD equations. Here we are going use the method based on the Cornwall-Jackiw-Tomboulis (CJT) formalism 67]. We first define the appropriate effective potential and then we search for its stationary points with respect to the variations of the full propagators (or, equivalently, the self-energies, since the free propagators are fixed). This will lead to the integral SD equations, by solving which one can find the full propagators. We follow this program first for general self-energies $\boldsymbol{\Sigma}_{i}, \boldsymbol{\Pi}$ and only then we will take into account the specific Ansatz (3.43).

The CJT effective potential is defined as

$$
\begin{equation*}
V\left[G_{\Phi}, G_{\psi_{1}}, G_{\psi_{2}}\right] \equiv V_{\Phi}\left[G_{\Phi}\right]+\sum_{i=1,2} V_{\psi_{i}}\left[G_{\psi_{i}}\right]+V_{2}\left[G_{\Phi}, G_{\psi_{1}}, G_{\psi_{2}}\right] \tag{3.47}
\end{equation*}
$$



Figure 3.2: The two-particle irreducible (2PI) diagrams contributing to $V_{2}$.
where

$$
\begin{align*}
V_{\psi_{i}}\left[G_{\psi_{i}}\right] & \equiv-\mathrm{i} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left\{\ln \left(S_{i}^{-1} G_{\psi_{i}}\right)-S_{i}^{-1} G_{\psi_{i}}+1\right\}  \tag{3.48a}\\
V_{\Phi}\left[G_{\Phi}\right] & \equiv \frac{1}{2} \mathrm{i} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left\{\ln \left(D^{-1} G_{\Phi}\right)-D^{-1} G_{\Phi}+1\right\} \tag{3.48b}
\end{align*}
$$

The factor of $1 / 2$ at $V_{\Phi}$ is due to the reality of the Nambu-Gorkov field $\Phi$, otherwise there would be the factor of 1 in the case of complex $\Phi$. Similarly for the fermions, since they are complex fields, the factor at $V_{\psi_{i}}$ is 1 . For the real (i.e., Majorana) fermions there would be the factor of $1 / 2$ too (this will actually be the case later on when dealing with Majorana neutrinos). Finally, the minus sign at $V_{\psi_{i}}$ is due to the fermion nature of $\psi_{i}$.

The quantity $V_{2}$ is what actually defines the dynamics. It is the sum of all two-particle irreducible (2PI) vacuum diagrams ("bubbles"), see Fig. 3.2. More formally, it is given by the vacuum-to-vacuum amplitude

$$
\begin{equation*}
\langle 0| S|0\rangle=1-(2 \pi)^{4} \delta^{4}(0) \mathrm{i} V_{2}, \tag{3.49}
\end{equation*}
$$

where $S$ is the $S$-matrix given by Yukawa interaction Lagrangian (3.2).
The effective potential $V[G]$ is a functional of the full propagators of all fields in the theory, denoted collectively as $G \equiv\left(G_{\Phi}, G_{\psi_{1}}, G_{\psi_{2}}\right)$. According to Ref. [67], the SD equations correspond to its stationary point, i.e., to the point in the space of the full propagators where the partial functional derivatives of the effective potential vanish. The SD equations are thus naïvely given by

$$
\begin{equation*}
\frac{\delta V[G]}{\delta G}=0 \tag{3.50}
\end{equation*}
$$

However, one has to be careful. An attention has to be taken concerning the direction of allowed variation. It may happen that the fields in question have some symmetry, which induces also the symmetry of the corresponding propagator. Thus, while looking for the stationary point of the effective potential $V$, one has to make sure that the variations of the propagator respect this symmetry.

Indeed, in our case it is the scalar Nambu-Gorkov field $\Phi$, which possesses the non-trivial symmetry (3.13), inducing the symmetry (3.27) of the propagator. Therefore we will search for the stationary point of $V$ not on the whole space of all propagators, but rather only on its subspace, defined by the constraint (3.27).

Technically, extremizing of a function $V(G)$ (generalization to the functional $V[G]$ is straightforward) over a multivariable $G$, constrained, e.g., by the condition $G=f(G)$, is achieved by means of the method of Lagrange multipliers: One first constructs a new function (the Lagrange
function) $V(G, \lambda) \equiv V(G)-\lambda(G-f(G))$. Now, instead of minimizing $V(G)$ with respect to the constrained set of variables $G$, one minimizes $V(G, \lambda)$ with respect to the whole (unconstrained) set of both the variables $G$ and $\lambda$. Having obtained the result, one can eliminate the $\lambda$ from the result in favor of $G$ and get this way the final result satisfying the prescribed condition $G=f(G)$.

Let us now apply the method of Lagrange multipliers to the problem of extremizing the functional $V[G]$ on the subset constrained by (3.27). Thus, instead of extremizing just $V[G]$ with respect to variations of the propagators, we introduce the new functional $V_{\lambda}[G, \lambda]$, defined as

$$
\begin{equation*}
V_{\lambda}[G, \lambda] \equiv V[G]+V_{\Phi, \lambda}\left[G_{\Phi}, \lambda\right] \tag{3.51}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{\Phi, \lambda}\left[G_{\Phi}, \lambda\right] \equiv \int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left\{\lambda\left(G_{\Phi}-\sigma_{1} G_{\Phi}^{\mathrm{T}} \sigma_{1}\right)\right\} \tag{3.52}
\end{equation*}
$$

and extremize it with respect to both the propagators $G$ and the Lagrange multiplier $\lambda$ :

$$
\begin{align*}
& \frac{\delta V_{\lambda}}{\delta G}=0  \tag{3.53a}\\
& \frac{\delta V_{\lambda}}{\delta \lambda}=0 \tag{3.53b}
\end{align*}
$$

Recall that the Lagrange multiplier $\lambda$ is not a number, but rather a momentum-dependent $2 \times 2$ matrix, operating in the two-dimension Nambu-Gorkov space (in other words, it has the same structure as $G_{\Phi}$ ).

Before continuing, let us make a technical aside. It turns out to be more convenient to calculate not directly the functional derivatives (3.53), but rather their matrix transpose. Put another way, since $V_{\lambda}$ (as well as all $V, V_{\Phi}$, etc.) is a pure number (not a matrix), we make all differentiations with respect to $G^{\mathrm{T}}$ and $\lambda^{\mathrm{T}}$, rather than with respect to $G$ and $\lambda$. This is because of the matrix identities

$$
\begin{align*}
\frac{\partial}{\partial A^{\mathrm{T}}} \operatorname{det} A & =A^{-1} \operatorname{det} A  \tag{3.54a}\\
\frac{\partial}{\partial A^{\mathrm{T}}} \operatorname{Tr}(A B) & =B \tag{3.54b}
\end{align*}
$$

holding for any matrice $\sqrt{7} A, B$. (For completeness, recall also another useful and well known identity, used in our calculations: $\operatorname{Tr} \ln A=\ln \operatorname{det} A$.)

We start with the differentiation with respect to $\lambda$. The direct calculation reveals

$$
\begin{equation*}
\frac{\delta V_{\lambda}}{\delta \lambda^{\mathrm{T}}}=\frac{\delta V_{\Phi, \lambda}}{\delta \lambda^{\mathrm{T}}}=\frac{1}{(2 \pi)^{4}}\left(G_{\Phi}-\sigma_{1} G_{\Phi}^{\mathrm{T}} \sigma_{1}\right) \tag{3.55}
\end{equation*}
$$

Demanding that it vanishes we just obtain the constraint (3.27) for $G_{\Phi}$ and through (3.25) also the constrain (3.28) for $\Pi$.

Let us proceed with the differentiation with respect to the propagator $G_{\Phi}$. The particular derivatives are

$$
\begin{equation*}
\frac{\delta V_{\Phi}}{\delta G_{\Phi}^{T}}=-\mathrm{i} \frac{1}{2} \frac{1}{(2 \pi)^{4}}\left(D^{-1}-G_{\Phi}^{-1}\right)=-\mathrm{i} \frac{1}{2} \frac{1}{(2 \pi)^{4}} \boldsymbol{\Pi} \tag{3.56}
\end{equation*}
$$

[^14]and
\[

$$
\begin{equation*}
\frac{\delta V_{\Phi, \lambda}}{\delta G_{\Phi}^{T}}=\frac{1}{(2 \pi)^{4}}\left(\lambda-\sigma_{1} \lambda^{\mathrm{T}} \sigma_{1}\right) . \tag{3.57}
\end{equation*}
$$

\]

Thus

$$
\begin{equation*}
\frac{\delta V_{\lambda}}{\delta G_{\Phi}^{\mathrm{T}}}=-\mathrm{i} \frac{1}{2} \frac{1}{(2 \pi)^{4}} \boldsymbol{\Pi}+\frac{1}{(2 \pi)^{4}}\left(\lambda-\sigma_{1} \lambda^{\mathrm{T}} \sigma_{1}\right)+\frac{\delta V_{2}}{\delta G_{\Phi}^{\mathrm{T}}} \tag{3.58}
\end{equation*}
$$

This must vanish, so that we can express $\Pi$ from it as

$$
\begin{equation*}
-\mathrm{i} \boldsymbol{\Pi}=-2\left(\lambda-\sigma_{1} \lambda^{\mathrm{T}} \sigma_{1}\right)-2(2 \pi)^{4} \frac{\delta V_{2}}{\delta G_{\Phi}^{\mathrm{T}}} \tag{3.59}
\end{equation*}
$$

Now we must somehow eliminate the Lagrange multiplier. For this we make use of the equation (3.53b), or more precisely, of its consequence (3.28):

$$
\begin{align*}
-\mathrm{i} \boldsymbol{\Pi} & =-\mathrm{i} \sigma_{1} \boldsymbol{\Pi}^{\mathrm{T}} \sigma_{1}  \tag{3.60a}\\
& =+2\left(\lambda-\sigma_{1} \lambda^{\mathrm{T}} \sigma_{1}\right)-2(2 \pi)^{4} \sigma_{1}\left(\frac{\delta V_{2}}{\delta G_{\Phi}^{\mathrm{T}}}\right)^{\mathrm{T}} \sigma_{1} \tag{3.60b}
\end{align*}
$$

We can now sum the two equations (3.59) and (3.60) to eliminate the Lagrange multiplier $\lambda$ and to obtain the final scalar SD equation:

$$
\begin{equation*}
-\mathrm{i} \boldsymbol{\Pi}=-(2 \pi)^{4}\left[\frac{\delta V_{2}}{\delta G_{\Phi}^{\mathrm{T}}}+\sigma_{1}\left(\frac{\delta V_{2}}{\delta G_{\Phi}^{\mathrm{T}}}\right)^{\mathrm{T}} \sigma_{1}\right] \tag{3.61}
\end{equation*}
$$

From this equation it is manifestly evident that $\Pi$ will indeed satisfy the condition (3.28).
The fermions are much easier, since $\psi_{i}$ are complex (i.e., Dirac) fermions and therefore there is no special constraint on the form of their propagators. (For real, i.e., Majorana fermions there would be constraint $\psi=\psi^{\mathrm{c}}$; this situation will in fact arise in chapter 6, where we will in the context of electroweak interactions discuss the neutrinos.) The fermion SD equation is therefore given simply by

$$
\begin{equation*}
\frac{\delta V}{\delta G_{\psi_{i}}^{\mathrm{T}}}=\frac{\delta V_{\lambda}}{\delta G_{\psi_{i}}^{\mathrm{T}}}=0 \tag{3.62}
\end{equation*}
$$

Some algebra reveals

$$
\begin{equation*}
\frac{\delta V_{\psi_{i}}}{\delta G_{\psi_{i}}^{\mathrm{T}}}=\mathrm{i} \frac{1}{(2 \pi)^{4}}\left(S_{i}^{-1}-G_{\psi_{i}}^{-1}\right)=\mathrm{i} \frac{1}{(2 \pi)^{4}} \boldsymbol{\Sigma}_{i} \tag{3.63}
\end{equation*}
$$

and the SD equation consequently reads

$$
\begin{equation*}
-\mathrm{i} \boldsymbol{\Sigma}_{i}=(2 \pi)^{4} \frac{\delta V_{2}}{\delta G_{\psi_{i}}^{\mathrm{T}}} \tag{3.64}
\end{equation*}
$$



Figure 3.3: Diagrammatical representation of $V_{2, i}$, Eq. (3.66).

### 3.3.2 Hartree-Fock approximation

To proceed further, we have to specify $V_{2}$. In principle, it is an infinite sum of all 2PI diagrams, as can be seen in Fig. 3.2. We truncate this series at the simplest possible diagrams, i.e., we consider only the very first one in Fig. 3.2, This particular choice of $V_{2}$ is called the HartreeFock approximation. Since the Yukawa interactions do not mix the fermion species (i.e., there are no interactions of the type $\bar{\psi}_{1} \psi_{2} \phi$ ) and in the Hartree-Fock approximation there is only one fermion loop in each diagram, $V_{2}$ can be written as a sum of independent contributions from the two fermion species,

$$
\begin{equation*}
V_{2}\left[G_{\Phi}, G_{\psi_{1}}, G_{\psi_{2}}\right]=\sum_{i=1,2} V_{2, i}\left[G_{\Phi}, G_{\psi_{i}}\right] \tag{3.65}
\end{equation*}
$$

where the particular terms on the right-hand side are given as

$$
\begin{equation*}
-\mathrm{i} V_{2, i}\left[G_{\Phi}, G_{\psi_{i}}\right]=-\frac{1}{2} \mathrm{i}^{5} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\mathrm{~d}^{4} p}{(2 \pi)^{4}} \operatorname{Tr}\left\{Y_{i} G_{\psi_{i}}(k) \bar{Y}_{i} G_{\psi_{i}}(p) G_{\Phi}(k-p)\right\} . \tag{3.66}
\end{equation*}
$$

This expression is easily understood according to Fig. 3.3. The minus sign on the right side is for the fermion loop, while the factor of $1 / 2$ is a combinatorial factor. The trace in (3.66) is over both the fermion and the Nambu-Gorkov scalar space. However, since the couplings constants $Y_{i}, \bar{Y}_{i}$ are rectangular matrices, one has to be careful when applying the rule about the cyclicity of the trace. E.g., one can move $Y_{i}$ from the beginning of the trace to its end; then, however, the trace is only over the fermion space; the trace over the Nambu-Gorkov space would be in such a case already effectively implemented by the matrix multiplication $\bar{Y}_{i} G_{\Phi} Y_{i}$.

The functional derivatives of $V_{2}$ relevant for the SD equations (3.61), (3.64) are

$$
\begin{align*}
\frac{\delta V_{2}}{\delta G_{\Phi}^{\mathrm{T}}(p)} & =\sum_{i=1,2} \frac{1}{2} \frac{1}{(2 \pi)^{4}} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}_{\psi}\left\{Y_{i} G_{\psi_{i}}(k) \bar{Y}_{i} G_{\psi_{i}}(k-p)\right\}  \tag{3.67a}\\
\frac{\delta V_{2}}{\delta G_{\psi_{i}}^{\mathrm{T}}(p)} & =\frac{1}{(2 \pi)^{4}} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}_{\Phi}\left\{Y_{i} G_{\psi_{i}}(k) \bar{Y}_{i} G_{\Phi}(k-p)\right\} \tag{3.67b}
\end{align*}
$$

Notice that the particular traces in (3.67) are only over the indicated space. Therefore the rule about cyclicity of the trace (in terms of the quantities $Y_{i}, \bar{Y}_{i}, G_{\psi_{i}}, G_{\Phi}$ ) is no longer applicable.

One can now verify that the following identity holds:

$$
\begin{equation*}
\frac{\delta V_{2}}{\delta G_{\Phi}^{\mathrm{T}}}=\sigma_{1}\left(\frac{\delta V_{2}}{\delta G_{\Phi}^{\mathrm{T}}}\right)^{\mathrm{T}} \sigma_{1} \tag{3.68}
\end{equation*}
$$



Figure 3.4: Diagrammatical representation of the SD equations (3.70) in the Hartree-Fock approximation.

It holds due to the property of the Yukawa coupling constants $Y_{i}$, (3.18),

$$
\begin{equation*}
Y_{i}=\sigma_{1} \bar{Y}_{i}^{\mathrm{T}_{\Phi}} \tag{3.69}
\end{equation*}
$$

with the transpose ${ }^{T_{\Phi}}$ being understood only in the two-dimensional Nambu-Gorkov space. We stress, however, that the identity (3.68) holds only within our special form (3.66) of $V_{2}$; in another than the Hartee-Fock approximation (3.66) may no longer be true.

Now we can plug the functional derivatives (3.67) of $V_{2}$ into the general forms (3.61), (3.64) of the SD equations and with the help of the identity (3.68) we obtain

$$
\begin{align*}
& -\mathrm{i} \boldsymbol{\Pi}(p)=-\sum_{i=1,2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}_{\psi}\left\{Y_{i} G_{\psi_{i}}(k) \bar{Y}_{i} G_{\psi_{i}}(k-p)\right\}  \tag{3.70a}\\
& -\mathrm{i} \boldsymbol{\Sigma}_{i}(p)=\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}_{\Phi}\left\{Y_{i} G_{\psi_{i}}(k) \bar{Y}_{i} G_{\Phi}(k-p)\right\} \tag{3.70b}
\end{align*}
$$

see Fig. 3.4.

### 3.3.3 Employing the Ansatz

The SD equations (3.70) hold generally, for any form of the propagators, unconstrained by any Ansatz. Now it is time to put our Ansatz (3.43) back into game.

If we just mechanically plug the Ansatz (3.43) into the SD equations (3.70), we obtain 8

$$
\begin{align*}
-\mathrm{i}\left(\begin{array}{cc}
0 & \Pi_{p} \\
\Pi_{p}^{*} & 0
\end{array}\right)= & -2 \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{1}{k^{2}-\left|\Sigma_{1 k}\right|^{2}} \frac{1}{\ell^{2}-\left|\Sigma_{1 \ell}\right|^{2}}\left(\begin{array}{cc}
\left|y_{1}\right|^{2}(k \cdot \ell) & y_{1}^{* 2} \Sigma_{1 k} \Sigma_{1 \ell} \\
y_{1}^{2} \Sigma_{1 k}^{*} \Sigma_{1 \ell}^{*} & \left|y_{1}\right|^{2}(k \cdot \ell)
\end{array}\right) \\
& -2 \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{1}{k^{2}-\left|\Sigma_{2 k}\right|^{2}} \frac{1}{\ell^{2}-\left|\Sigma_{2 \ell}\right|^{2}}\left(\begin{array}{cc}
\left|y_{2}\right|^{2}(k \cdot \ell) & y_{2}^{* 2} \Sigma_{2 k}^{*} \Sigma_{2 \ell}^{*} \\
y_{2}^{2} \Sigma_{2 k} \Sigma_{2 \ell} & \left|y_{2}\right|^{2}(k \cdot \ell)
\end{array}\right), \\
-\mathrm{i}\left(\Sigma_{1 p}^{*} P_{L}+\Sigma_{1 p} P_{R}\right)= & \int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} \frac{1}{k^{2}-\left|\Sigma_{1 k}\right|^{2}} \frac{1}{\left(\ell^{2}-M^{2}\right)^{2}-\left|\Pi_{\ell}\right|^{2}}  \tag{3.71a}\\
& \times\left[\left|y_{1}\right|^{2} \nmid k\left(\ell^{2}-M^{2}\right)+y_{1}^{* 2} \Sigma_{1 k} \Pi_{\ell}^{*} P_{L}+y_{1}^{2} \Sigma_{1 k}^{*} \Pi_{\ell} P_{R}\right], \\
-\mathrm{i}\left(\Sigma_{2 p}^{*} P_{L}+\Sigma_{2 p} P_{R}\right)= & \int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} \frac{1}{k^{2}-\left|\Sigma_{2 k}\right|^{2}} \frac{1}{\left(\ell^{2}-M^{2}\right)^{2}-\left|\Pi_{\ell}\right|^{2}}  \tag{3.71b}\\
& \times\left[\left|y_{2}\right|^{2} \nVdash\left(\ell^{2}-M^{2}\right)+y_{2}^{2} \Sigma_{2 k} \Pi_{\ell} P_{L}+y_{2}^{* 2} \Sigma_{2 k}^{*} \Pi_{\ell}^{*} P_{R}\right], \tag{3.71c}
\end{align*}
$$

where we denoted

$$
\begin{equation*}
\ell \equiv k-p \tag{3.72}
\end{equation*}
$$

Each of these three matrix equations comprise in fact two independent (not related by the complex conjugation) scalar equations. Of these altogether six scalar equations let us first discuss the following three ones:

$$
\begin{align*}
0 & =-2\left|y_{1}\right|^{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{k_{\alpha}}{k^{2}-\left|\Sigma_{1 k}\right|^{2}} \frac{\ell^{\alpha}}{\ell^{2}-\left|\Sigma_{1 \ell}\right|^{2}}-2\left|y_{2}\right|^{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{k_{\alpha}}{k^{2}-\left|\Sigma_{2 k}\right|^{2}} \frac{\ell^{\alpha}}{\ell^{2}-\left|\Sigma_{2 \ell}\right|^{2}}, \\
0 & =\left|y_{1}\right|^{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\not k}{k^{2}-\left|\Sigma_{1 k}\right|^{2}} \frac{\ell^{2}-M^{2}}{\left(\ell^{2}-M^{2}\right)^{2}-\left|\Pi_{\ell}\right|^{2}},  \tag{3.73a}\\
0 & =\left|y_{2}\right|^{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\not k}{k^{2}-\left|\Sigma_{2 k}\right|^{2}} \frac{\ell^{2}-M^{2}}{\left(\ell^{2}-M^{2}\right)^{2}-\left|\Pi_{\ell}\right|^{2}} . \tag{3.73c}
\end{align*}
$$

(The last two equations are strictly speaking not scalar, because as they contain $\not k$, they are proportional to $\not p$. Nevertheless, the true scalar equations can be easily projected out; effectively it suffices to make the replacement $\not k \rightarrow(k \cdot p) / p^{2}$.) Of course, these equations have to be discarded, as they do not comply with the Ansatz (3.43). This is after all manifested in the pathological fact that their left-hand sides are vanishing. Nevertheless, it is useful to take a quick look at their right-hand sides. The integrals in all three equations (3.73) are UV-divergent for any decreasing or constant self-energies $\Sigma_{i}, \Pi$. Since we assume that the symmetry-breaking self-energies $\Sigma_{i}, \Pi$ must be UV-finite, i.e., decreasing (see the discussion at the end of this section), we conclude that even if we included the symmetry-preserving self-energies into our Ansatz (so that the left-hand sides of (3.73) would not be vanishing), they would come out necessarily UV-divergent. This is because symmetry-preserving self-energies (as well as any other symmetry-preserving Green's functions) contain, apart from possible non-perturbative parts, also perturbative parts, i.e., the parts calculable within the usual perturbation theory


Figure 3.5: Diagrammatical representation of the SD equations (3.74) for the symmetrybreaking parts of the propagators.
using the symmetry-preserving interactions from the (symmetric) Lagrangian.
We are thus left with the remaining three equations:

$$
\begin{align*}
-\mathrm{i} \Pi_{p} & =-2 y_{1}^{* 2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\Sigma_{1 k}}{k^{2}-\left|\Sigma_{1 k}\right|^{2}} \frac{\Sigma_{1 \ell}}{\ell^{2}-\left|\Sigma_{1 \ell}\right|^{2}}-2 y_{2}^{* 2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\Sigma_{2 k}^{*}}{k^{2}-\left|\Sigma_{2 k}\right|^{2}} \frac{\Sigma_{2 \ell}^{*}}{\ell^{2}-\left|\Sigma_{2 \ell}\right|^{2}},  \tag{3.74a}\\
-\mathrm{i} \Sigma_{1 p} & =y_{1}^{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\Sigma_{1 k}^{*}}{k^{2}-\left|\Sigma_{1 k}\right|^{2}} \frac{\Pi_{\ell}}{\left(\ell^{2}-M^{2}\right)^{2}-\left|\Pi_{\ell}\right|^{2}},  \tag{3.74b}\\
-\mathrm{i} \Sigma_{2 p} & =y_{2}^{* 2} \int \frac{\mathrm{~d}^{4} \ell}{(2 \pi)^{4}} \frac{\Sigma_{2 k}^{*}}{k^{2}-\left|\Sigma_{2 k}\right|^{2}} \frac{\Pi_{\ell}^{*}}{\left(\ell^{2}-M^{2}\right)^{2}-\left|\Pi_{\ell}\right|^{2}}, \tag{3.74c}
\end{align*}
$$

depicted also in Fig. 3.5. Mathematically, this is a set of three non-linear integral equations for three unknown functions $\Sigma_{1}\left(p^{2}\right), \Sigma_{2}\left(p^{2}\right)$ and $\Pi\left(p^{2}\right)$. These equations are homogenous, i.e., they have the trivial solution $\Sigma_{1}\left(p^{2}\right)=\Sigma_{2}\left(p^{2}\right)=\Pi\left(p^{2}\right) \equiv 0$, corresponding to no SSB. Our task is to find a non-trivial solution, which would indicate the occurence of the SSB.

Very little can be said about the possible non-trivial solutions. Even their number is in principle unknown. However, note that the equations (3.74) are basically the same as those (2.38), derived diagrammatically in the previous chapter (up to the different number of fermion equations). Recall that we have concluded, on the basis of the convergence properties of the integrals in the equations, that the resulting self-energies must be UV-finite, i.e., decreasing. Indeed, the form of the equations is clearly consistent with this assumption.

[^15]In fact, this assumption can be supported by another, more physical argument. If the self-energies were UV-divergent, appropriate counterterms would have to be added to the Lagrangian. However, as the self-energies are symmetry-breaking, so would have to be also the counterterms themselves. But the Lagrangian must be symmetric, which prohibits such counterterms. Consequently, as there is no possibility to add the symmetry-breaking counterterms to the Lagrangian, the symmetry-breaking self-energies (as well as any other symmetry-breaking Green's functions) must be necessarily UV-finite.

### 3.4 Numerics

As there is virtually no hope to solve the SD equations (3.74) analytically, one has to resort to some kind of numerical approach. In this section the results of the numerical solution of SD equations are presented, together with a brief description of the numerical procedure itself.

### 3.4.1 Approximations

The SD equations in the form (3.74), yet being a result of numerous approximations, are still quite difficult to be solved even numerically, so further approximations have to be done. The most serious problem is the existence of the poles in the propagators. While vital for the very mass generation, these poles are extremely difficult to integrate numerically. Thus, we get rid of them by switching form the Minkowski to the Euclidean metric via the Wick rotation. Effectively, in the propagators the Wick rotation consists of changing $p^{2} \rightarrow-p_{\mathrm{E}}^{2}$, with $p_{\mathrm{E}}^{2}$ being always non-negative. By this we remove the poles in the fermion propagators. In the scalar propagator the situation is more complicated, the pole still remains, only its position is changed. After wick rotation it is given by equation

$$
\begin{equation*}
p_{\mathrm{E}}^{2}+M^{2}-\left|\Pi\left(-p_{\mathrm{E}}^{2}\right)\right|=0, \tag{3.75}
\end{equation*}
$$

which, depending on $\Pi$, can still have a solution for some positive $p_{\mathrm{E}}^{2}$. This problem is "solved" by considering in the numerical analysis only those $\Pi$ for which the pole equation (3.75) has no (real and positive) solution.

Moreover, in order to reduce the number of independent equations to be solved, we deliberately consider both the fermion and scalar self-energies to be real. In fact, this approximation is consistent with the removing of the poles discussed above, as now there is no $\mathrm{i} \epsilon$-prescription to bring any imaginary parts (provided, of course, that the coupling constants $y_{1}, y_{2}$ are set real too).

As a net result, we solve the following set of equations for the unknown real functions $\Sigma_{1}\left(p^{2}\right)$, $\Sigma_{2}\left(p^{2}\right)$ and $\Pi\left(p^{2}\right):$

$$
\begin{align*}
\Pi_{p} & =\sum_{i=1,2} 2 y_{i}^{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\Sigma_{i k}}{k^{2}+\Sigma_{i k}^{2}} \frac{\Sigma_{i \ell}}{\ell^{2}+\Sigma_{i \ell}^{2}},  \tag{3.76a}\\
\Sigma_{1 p} & =y_{1}^{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\Sigma_{1 k}}{k^{2}+\Sigma_{1 k}^{2}} \frac{\Pi_{\ell}}{\left(\ell^{2}+M^{2}\right)^{2}-\Pi_{\ell}^{2}},  \tag{3.76b}\\
\Sigma_{2 p} & =y_{2}^{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\Sigma_{2 k}}{k^{2}+\Sigma_{2 k}^{2}} \frac{\Pi_{\ell}}{\left(\ell^{2}+M^{2}\right)^{2}-\Pi_{\ell}^{2}}, \tag{3.76c}
\end{align*}
$$

where $p^{2}=p_{0}^{2}+p_{1}^{2}+p_{2}^{2}+p_{3}^{2} \geq 0$ and $y_{1}, y_{2} \in \mathbb{R}$. Notice that from now on we omit the subscript E and redefine the self-energies like, e.g., $\Sigma_{i}\left(-p^{2}\right) \rightarrow \Sigma_{i}\left(p^{2}\right) \equiv \Sigma_{i p}$, and similarly for $\Pi$.

The system of equations (3.76) has apparently three free parameters $y_{1}, y_{2}$ and $M$. In fact, the parameter $M$, as being the only parameter with dimension of mass in the theory, serves just as a scale parameter for the self-energies and momenta. Therefore it can be set to any value without the loss of generality. Hence we are left with only two relevant parameters, the Yukawa coupling constants $y_{1}$ and $y_{2}$, according to which the solutions will be classified.

Now the task is to solve the equations (3.76) possibly for each pair $y_{1}, y_{2}$. However, as the equations (3.76) depend on the squares of $y_{1}, y_{2}$, one does not need to scan the full $\left(y_{1}, y_{2}\right)$ space, it suffices to check only one quadrant. Say, the one where both $y_{1}, y_{2}$ are positive. Moreover, even this quadrant need not to be probed full, due to the symmetricity of the equations (3.76) under exchange of the fermion species, $1 \leftrightarrow 2$. If one knows a solution for at some point $\left(y_{1}, y_{2}\right)$, one automatically knows also the solution at the point $\left(y_{2}, y_{1}\right)$.

### 3.4.2 Numerical procedure

The system of equations (3.76) can be formally written as

$$
\begin{align*}
\Pi & =G\left[\Sigma_{1}, \Sigma_{2}\right]  \tag{3.77a}\\
\Sigma_{1} & =F_{1}\left[\Sigma_{1}, \Pi\right]  \tag{3.77b}\\
\Sigma_{2} & =F_{2}\left[\Sigma_{2}, \Pi\right] \tag{3.77c}
\end{align*}
$$

where the functionals $G, F_{i}$ are given by the integrals on the right-hand sides of (3.76). These integrals are four-dimensional over the full $\mathbb{R}^{4}$. Upon rewriting the integrals to the hyperspherical coordinates, two of the three angular integrals can be performed analytically and one is finally left with only two-dimensional integrals. There remain two integrals that cannot be in general solved analytically: One angular over the interval $[0, \pi]$ and one radial (momentum squared) over $[0, \infty)$.

Since the self-energies are presumably approaching zero at large momenta, so do the corresponding integrands in the integrals (3.76). Therefore introducing a sufficiently high momentum cut-off in the integral should not alter the solutions substantially. Such a cut-off corresponds to replacing the infinite interval of the radial integral by a finite one.

The next step is discretizing the self-energies. That is to say, instead of computing the selfenergies as the functions of all momenta (eventually up to the cut-off introduced in the previous paragraph), we compute the self-energies only in the finite, but sufficiently large number of fixed discrete momenta, appropriately (i.e., not necessarily equidistantly) distributed between the zero and the cut-off. Choosing such a discretization, the integrals can be naturally substituted by sums by means of some quadrature rule for numerical integrating. To be concrete, we have used the Simpson's rule for radial integral and the Gauss-Chebyshev quadrature formula for the angular integral.

To summarize, we have traded the system of non-linear integral equations for unknown functions (i.e., the self-energies) by a system of non-linear algebraic equations for finite set of unknown numbers (i.e., the discretized self-energies). It has actually the same structure (3.77) as the original set of integral equations, only the symbols $\Pi, \Sigma_{i}$ have to be understood as vectors of finite dimensions, rather than functions, and the symbols $G, F_{i}$ are some complicated multivariable vector-valued functions rather than functionals.

Such an algebraic system is already directly amenable to the numerical treatment. The standard (and in fact the only) method for solving it is the method of iterations. It consists roughly of the following: One chooses some initial Ansatz, or "zeroth" iteration, for the fermion self-energies:

$$
\begin{equation*}
\Sigma_{1}^{(0)}, \quad \Sigma_{2}^{(0)} \tag{3.78}
\end{equation*}
$$

Consequently, one can also calculate the "zeroth" iteration of the scalar self-energy:

$$
\begin{equation*}
\Pi^{(0)}=G\left[\Sigma_{1}^{(0)}, \Sigma_{2}^{(0)}\right] . \tag{3.79}
\end{equation*}
$$

By this the iteration process is established: the $(n+1)$-th iteration is calculated from the $n$-th iteration as

$$
\begin{align*}
\Sigma_{1}^{(n+1)} & =F_{1}\left[\Sigma_{1}^{(n)}, \Pi^{(n)}\right],  \tag{3.80a}\\
\Sigma_{2}^{(n+1)} & =F_{2}\left[\Sigma_{2}^{(n)}, \Pi^{(n)}\right],  \tag{3.80b}\\
\Pi^{(n+1)} & =G\left[\Sigma_{1}^{(n)}, \Sigma_{2}^{(n)}\right], \tag{3.80c}
\end{align*}
$$

with $n \geq 0$. Clearly, if this procedure converges, then its limit is the solution to the discretized equations (3.77). The convergence of the iteration process (3.80) can be controlled, e.g., by the quantities

$$
\begin{equation*}
I_{X}^{(n)}=\frac{\int X^{(n)}}{\int X^{(n-1)}}, \tag{3.81}
\end{equation*}
$$

where $X=\Pi, \Sigma_{1}, \Sigma_{2}$. The advantage of the quantities $I_{X}^{(n)}$ is that they constitute only three scalar quantities, not vectors like the self-energies, so that their convergence can be controlled much easier that the convergence of the self-energies. Obviously, if a self-energy converges to some non-trivial fixed point, then the corresponding $I_{X}^{(n)}$ converges to 1 , and if the self-energy converges to zero, $I_{X}^{(n)}$ converges to some $I$ in the interval $0 \leq I<1$. The opposite implications may not hold in general. However, in our case it turned out that they do hold, due to a "good" behaviot $1^{9}$ of the iterations. Thus, the quantities $I_{X}^{(n)}$ can indeed be used for controlling the convergence of the iteration process.

Usual behavior of such a nonlinear system in the case of only one equation for one unknown function is such that for (almost) any initial Ansatz the iteration procedure converges to a (trivial or non-trivial) solution. Example of such an equation is the equation (2.30), i.e., the SD equation for one $\Sigma$ (there is no subscript ${ }_{i}$ in such a case) with $\Pi$ set to be a constant. Whether the solution $\Sigma$ is trivial or non-trivial depends typically on whether $y<y_{\text {crit. }}$ or $y>y_{\text {crit. }}$, respectively, for some critical value $y_{\text {crit. }}$.

In our case of more coupled equations the situation turns out to be, however, different. First, if there is only the trivial solution, the situation is the same as before: For any initial Ansatz (3.78) the $I_{X}^{(n)}$ converges to some $0 \leq I<1$. However, the existence of a non-trivial solution manifests differently than before: For the initial Ansatz (3.78) too "small" the $I_{X}^{(n)}$ behaves exactly like if there was only the non-trivial solution. However, for the Ansatz being sufficiently "big" (and, needless to say, the same $y_{1}, y_{2}$ ) the iteration procedure blows up, i.e., $I_{X}^{(n)}$ converges to some $I>1$ or even diverges 10

Let us specify the loose notions "small" and "big" more precisely. We can choose the initial Ansatz (3.78) to be

$$
\begin{equation*}
\Sigma_{1}^{(0)}\left(p^{2}\right)=\Sigma_{2}^{(0)}\left(p^{2}\right)=x f\left(p^{2}\right) \tag{3.82}
\end{equation*}
$$

where $f\left(p^{2}\right)$ is some fixed decreasing function, its concrete form turns out not to be very important. More important is the real parameter $x$, by setting of which we can manage the

[^16]iteration process to converge to the trivial solution (which exists in any case) or to blow up (presumably in the case of existence of a non-trivial solution). Not surprisingly, the former is achieved by setting $x$ small enough, while the latter corresponds to $x$ large enough.

There must exist a limiting value of $x_{\text {lim. }}$. between the two régimes. Since we can for any $x$ determine, according to the behavior of the iteration procedure, whether $x<x_{\text {lim. }}$ or $x>x_{\text {lim. }}$, the value $x_{\text {lim. }}$. can be approximatively determined, with arbitrary accuracy, by means of the bisection method.

The behavior of the iterations process for $x$ close to $x_{\text {lim. }}$ is rather peculiar: There exist some $n_{0}$ such that for $n<n_{0}$ the iteration process seems to converge to the non-trivial solution, but for $n>n_{0}$ it starts to go to the trivial solution or blows up (depending on whether $x<x_{\text {lim }}$. or $x>x_{\text {lim }}$, respectively). The point is that the closer is $x$ to $x_{\text {lim. }}$, the larger is $n_{0}$. One can deduce that ideally, for $x=x_{\text {lim. }}$, the $n_{0}$ would be infinite. Or in other words, for the Ansatz (3.82) with $x=x_{\text {lim. }}$ the iteration procedure would converge to the non-trivial solution.

The procedure of finding a sufficiently accurate numerical solution (or, more precisely, a sufficiently accurate approximation of the solution) of (3.77) therefore schematically consists of:

1. Getting $x$ as close to $x_{\text {lim. }}$. as possible. As this is numerically the most demanding part, the achieved proximity of $x$ to $x_{\text {lim }}$. is ultimately only a question of the available time and computer capacities.
2. Finding the corresponding $n_{0}$, until which the iteration process (seemingly) converges.
3. Taking the $n_{0}$-th iteration, i.e., $\Pi^{\left(n_{0}\right)}, \Sigma_{1}^{\left(n_{0}\right)}, \Sigma_{2}^{\left(n_{0}\right)}$, as the solution of (3.77).

Since the numerical procedure, as described above, has clearly many ambiguities, a special care was taken whether these ambiguities do not influence substantially the obtained results. In other words, the stability of the numerical algorithm was tested. Three main variations of the algorithm were considered:

Class of Ansätze Several types of the decreasing function $f(x)$ in the Ansatz (3.82) were considered. For some of them (some very rapidly decreasing exponentials) the iteration procedure converged for any $x$ only to the trivial solution. However, if $f\left(p^{2}\right)$ was such that the iteration procedure converged to a non-trivial solution, then the non-trivial solution was always the same and hence presumably unique.

Integration method There is an arbitrariness in the choice of the numerical integration method for the two of four integrals in each of the equations (3.76) that have to be performed numerically. For the purpose of probing this arbitrariness we employed consecutively two methods: the trapezoidal rule and the Simpson's rule. On top of these, for the angular integration we have used also the Gauss-Chebyshev quadrature formula (using the Chebyshev polynomials of the second kind). The final results for all integration methods agreed, the differences were only in the speed of convergence.

Step-size As a remnant of the numerical integration there is necessarily a step-size dependence of the results. The important question is how this dependence behaves for arbitrarily small step-sizes. If there is no sensible (i.e., finite) limit of the integral as the step-sizes are going to zero (the continuum limit), the results of the numerical integration have no meaning. We checked that this limit does exist and that all interesting phenomena (especially the strong $y_{1,2}$-dependence of the fermion masses, presented thereinafter) are present in it.


Figure 3.6: A quadrant of the $\left(y_{1}, y_{2}\right)$ plane with indicated areas of different behavior of the system of equations (3.76). According to the resulting fermion self-energies there are three main areas: first where $\Sigma_{1} \equiv 0$ and $\Sigma_{2} \neq 0$, second where $\Sigma_{1} \neq 0$ and $\Sigma_{2} \neq 0$ and third where $\Sigma_{1} \neq 0$ and $\Sigma_{2} \equiv 0$, denoted as (II), (III) and (IIII), respectively. There is also the area, denoted as $(\mathbb{I V})$, where the pole (3.75) in the scalar propagator prohibited us from finding solutions. The dashed line, going from $y_{1}=72$ and $y_{2}=88$ to $y_{1}=104$ and $y_{2}=88$, shows where the dependence of the spectrum on the Yukawa coupling constants was probed - see Fig. 3.8 and Fig. 3.9

Moreover, in order to check the consistency of our numerical method by a comparison with an independent result, we calculated the equation for $\Sigma_{i}$ (either of (3.76a) or (3.76b)), with $\Pi$ set to be a constant (up to our knowledge, there are no independent calculations of the full set of the coupled equations (3.76) we could compare with) and compared our result with the results of Ref. [68] (Eq. (2) and Fig. 2 therein). They coincided.

### 3.4.3 Numerical results

Using the numerical procedure described above, a part of the quadrant $y_{1}, y_{2}>0$ was probed and non-trivial solutions were found. Moreover, as far as we were able to check, all non-trivial solutions seem to be unique.

There are three types of the non-trivial solutions, according to whether only $\Sigma_{1}$, only $\Sigma_{2}$ or both $\Sigma_{1}, \Sigma_{2}$ are non-trivial. The locations of the three types of solutions in the $\left(y_{1}, y_{2}\right)$ plane are depicted in Fig. 3.6. While for most of the values of $y_{1}, y_{2}$ the solutions were found, there is a region around the origin in the ( $y_{1}, y_{2}$ ) plane where the numerical analysis failed due to the


Figure 3.7: Typical shape of the solutions $\Sigma_{1}\left(p^{2}\right), \Sigma_{2}\left(p^{2}\right)$ and $\Pi\left(p^{2}\right)$ to the system of equations (3.76), computed here for $y_{1}=83$ and $y_{2}=88$. Note the saturation of the self-energies at low momenta and fast decrease at high momenta.
existence of the scalar pole (3.75). Thus, we cannot say anything about the solutions of the equations (3.76) for $y_{1}, y_{2}$ being simultaneously small.

The typical shape of the resulting non-trivial self-energies is depicted in Fig. 3.7. They are saturated at low momenta and fall down rapidly at high momenta so that the integrals (3.76) are indeed finite.

Our aim was to find the dependence of the spectrum - the masses of the fermions and the scalars - on the Yukawa coupling constants $y_{1}, y_{2}$. For the calculation of masses we have used the Minkowski-metric equations (3.45). We have probed the $y_{1,2}$-dependence along the cut depicted in Fig. 3.6, since it connects all the three main areas (I), (III) and (IIII) and therefore the resulting $y_{1,2}$-dependence of the spectrum can be regarded as quite typical. The results are depicted in Figs. 3.8 and 3.9. Note how the critical lines between the areas are evident in the $y_{1,2}$-dependence of the spectrum. The most significant result - the behavior of the fermion spectrum - can be seen in Fig. 3.9, As $y_{1}$ approaches the critical line between ( $\mathbb{I I}$ ) and (II) (or (IIII), respectively) in the direction from (III) to $(\mathbb{I})((\mathbb{I I I I}))$, the ratio $m_{2}^{2} / m_{1}^{2}$ becomes arbitrarily high (low)!

### 3.5 Summary

In this chapter we have redone the previous chapter's analysis in a more rigorous way:

- When defining the model, we have made sure this time, by introducing two fermion species with judiciously chosen axial charges, that the theory was free of the axial anomaly.
- While in the previous chapter we have "derived" the SD equations in a mere diagrammatical way, now we have derived them using the elaborate CJT formalism.
- Moreover, we have derived the SD equations first for arbitrary self-energies and only then we have restricted them only on the properly chosen parts of the self-energies, sufficient


Figure 3.8: The $y_{1}$-dependence of the scalar masses $M_{1,2}^{2}$ with fixed $y_{2}=88$.
for the task of demonstrating the presence of SSB of the axial symmetry.

- We have given a numerical evidence of viability of the present scheme by finding nontrivial UV-finite solutions to the SD equations with the following properties:
- They seem to be unique.
- They exhibit a critical behavior in the sense that they exist only for Yukawa coupling constants large enough.
- They allow for arbitrary amplification of fermion masses ratio.


Figure 3.9: The $y_{1}$-dependence of the fermion masses $m_{1,2}^{2}$ with fixed $y_{2}=88$.

## Part II

## Electroweak interactions

## Chapter 4

## The model

In this part we apply the ideas from the previous one on a realistic theory of electroweak interactions. This chapter is dedicated merely to defining of the model and only in the subsequent chapters 5 and 6 we will discuss the very possibility of breaking the electroweak symmetry by the Yukawa dynamics. Apart from sole definition of the model by means of its particle content and its symmetries, most of this chapter is dedicated to convenient reparameterization of the theory (i.e., the fields, the symmetry generators and the gauge and Yukawa interactions) in terms of the Nambu-Gorkov formalism. This time, in contrast to part 亿, this reparameterization will apply not only to scalars, but also to fermions, namely to leptons.

This chapter, as well as the whole part [I], is a technically-oriented extension of Refs. [54, 58].

### 4.1 The Lagrangian

### 4.1.1 Particle content

We consider an $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ gauge-invariant theory equipped with the usual SM fermion content. That is to say, we consider the quark and lepton left-handed $\mathbb{S U}(2)_{\mathrm{L}}$ doublets $\binom{u_{a L}}{d_{a L}}$ and $\binom{\nu_{a L}}{e_{a L}}$, respectively, together with the charged fermion right-handed singlets $u_{a R}, d_{a R}, e_{a R}$. We assume $n$ generations: $a=1, \ldots, n$. Moreover, on top of this SM particle content we introduce also $m$ right-handed neutrino singlets $\nu_{a R}$. Their number $m$ may be in principle arbitrary, unrelated to the number of generations, so in general we have to assume $a=0, \ldots, m \neq n$. (Notice that the numbers of the left-handed doublets and of the charged right-handed singlets are constrained to be the same due to the requirement of anomaly freedom.) Since the fields of each type with different values of the index $a$ are not distinguished by the quantum numbers of the $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ symmetry, we can call them the flavors $\mathbb{1}^{1}$.

In the following it will be useful to suppress the flavor indices and adopt more compact notation. We will therefore denote the particular left-handed fields of all generations collectively as

$$
f_{L} \equiv\left(\begin{array}{c}
f_{1 L}  \tag{4.1}\\
\vdots \\
f_{n L}
\end{array}\right), \quad f=\nu, e, u, d
$$

[^17]and similarly the right-handed charged fields as
\[

f_{R} \equiv\left($$
\begin{array}{c}
f_{1 R}  \tag{4.2}\\
\vdots \\
f_{n R}
\end{array}
$$\right), \quad \quad f=e, u, d
\]

The definition of the right-handed neutrino field $\nu_{R}$ is analogous and differs of course only formally by its different dimension ( $m$ instead of $n$ ):

$$
\nu_{R} \equiv\left(\begin{array}{c}
\nu_{1 R}  \tag{4.3}\\
\vdots \\
\nu_{m R}
\end{array}\right)
$$

The $\mathbb{S U}(2)_{\mathrm{L}}$ doublets are now given in terms of the left-handed fields (4.1) as

$$
\begin{equation*}
\ell_{L} \equiv\binom{\nu_{L}}{e_{L}}, \quad q_{L} \equiv\binom{u_{L}}{d_{L}} \tag{4.4}
\end{equation*}
$$

Furthermore, we consider two scalar $\mathbb{S U}(2)_{\mathrm{L}}$ doublet: 2

$$
\begin{align*}
S & \equiv\binom{S^{(+)}}{S^{(0)}}  \tag{4.5a}\\
N & \equiv\binom{N^{(0)}}{N^{(-)}} \tag{4.5b}
\end{align*}
$$

with bare masses $M_{S}$ and $M_{N}$, respectively. For definiteness, their Lagrangian thus reads

$$
\begin{equation*}
\mathcal{L}_{\text {scalar }}=\left(\partial_{\mu} S\right)^{\dagger}\left(\partial^{\mu} S\right)+\left(\partial_{\mu} N\right)^{\dagger}\left(\partial^{\mu} N\right)-M_{S}^{2} S^{\dagger} S-M_{N}^{2} N^{\dagger} N . \tag{4.6}
\end{equation*}
$$

We stress that $M_{S}^{2}, M_{N}^{2}>0$, so that, likewise in the previous part, we do not need to consider the scalar self-interactions.

Since the right-handed neutrinos are singlets under the whole $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$, there is no protection for the their Majorana mass terms. In other words, the requirement of the electroweak symmetry $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ alone is consistent with the assumption of the existence of hard mass term in the Lagrangian of the form

$$
\begin{equation*}
\mathcal{L}_{\text {mass }}=-\frac{1}{2}\left(\bar{\nu}_{R}\right)^{\mathrm{c}} M_{\nu R} \nu_{R}-\frac{1}{2} \bar{\nu}_{R} M_{\nu R}^{\dagger}\left(\nu_{R}\right)^{\mathrm{c}}, \tag{4.7}
\end{equation*}
$$

where $M_{\nu R}$ is an $m \times m$ symmetric ${ }^{3}$ mass matrix and $\left(\nu_{R}\right)^{\text {c }}$ denotes the charge conjugation (4), discussed in more detail in appendix A.

On the other hand, one can define the lepton number symmetry $\mathbb{U}(1)_{\ell}$ as follows: On the lepton fields $\ell_{L}, e_{R}, \nu_{R}$ it acts non-trivially as

$$
\begin{equation*}
\mathbb{U}(1)_{\ell}: \quad\left\{\ell_{L}, e_{R}, \nu_{R}\right\} \quad \longrightarrow\left[\left\{\ell_{L}, e_{R}, \nu_{R}\right\}\right]^{\prime}=\mathrm{e}^{\mathrm{i} Q_{\ell} \theta}\left\{\ell_{L}, e_{R}, \nu_{R}\right\} \tag{4.8}
\end{equation*}
$$

(with $Q_{\ell}$ being the $\mathbb{U}(1)_{\ell}$ charge) and leaves all other fields (i.e., the quark fields, the scalars and the gauge bosons) invariant. Clearly, the theory is invariant under (4.8), except for the Lagrangian (4.7), which breaks it explicitly. For $M_{\nu R}=0$ the lepton number symmetry $\mathbb{U}(1)_{\ell}$ would be exact. Nevertheless, we will for definiteness assume $M_{\nu R} \neq 0$; implications of the case $M_{\nu R}=0$ will be discussed only occasionally.

[^18]
### 4.1.2 Yukawa interactions

By assumption responsible for the eventual dynamical EWSB, the Yukawa interactions are for us of key importance. We postulate

$$
\begin{equation*}
\mathcal{L}_{\text {Yukawa }}=\mathcal{L}_{\text {Yukawa }, q}+\mathcal{L}_{\text {Yukawa }, \ell}, \tag{4.9}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{L}_{\text {Yukawa }, q}=\bar{q}_{L} y_{d} d_{R} S+\bar{q}_{L} y_{u} u_{R} N+\text { h.c. },  \tag{4.10a}\\
& \mathcal{L}_{\text {Yukawa }, \ell}=\bar{\ell}_{L} y_{e} e_{R} S+\bar{\ell}_{L} y_{\nu} \nu_{R} N+\text { h.c. } \tag{4.10b}
\end{align*}
$$

The Yukawa coupling constants $y_{u}, y_{d}, y_{\nu}, y_{e}$ are in principle arbitrary complex matrices. For the sake of later references let us decompose (4.10) also as

$$
\begin{align*}
\mathcal{L}_{\text {Yukawa }, q} & =\mathcal{L}_{\text {Yukawa }, q}^{(0)}+\mathcal{L}_{\text {Yukawa }, q}^{( \pm)},  \tag{4.11a}\\
\mathcal{L}_{\text {Yukawa }, \ell} & =\mathcal{L}_{\text {Yukawa }, \ell}^{(0)}+\mathcal{L}_{\text {Yukawa }, \ell}^{( \pm)} \tag{4.11b}
\end{align*}
$$

i.e., into the interactions of the neutral scalars:

$$
\begin{align*}
\mathcal{L}_{\text {Yukawa }, q}^{(0)} & =\bar{d}_{L} y_{d} d_{R} S^{(0)}+\bar{d}_{R} y_{d}^{\dagger} d_{L} S^{(0) \dagger}+\bar{u}_{L} y_{u} u_{R} N^{(0)}+\bar{u}_{R} y_{u}^{\dagger} u_{L} N^{(0) \dagger}  \tag{4.12a}\\
\mathcal{L}_{\text {Yukawa }, \ell}^{(0)} & =\bar{e}_{L} y_{e} e_{R} S^{(0)}+\bar{e}_{R} y_{e}^{\dagger} e_{L} S^{(0) \dagger}+\bar{\nu}_{L} y_{\nu} \nu_{R} N^{(0)}+\bar{\nu}_{R} y_{\nu}^{\dagger} \nu_{L} N^{(0) \dagger} \tag{4.12b}
\end{align*}
$$

and the interactions of the charged scalars:

$$
\begin{align*}
\mathcal{L}_{\text {Yukawa }, q}^{( \pm)} & =\bar{u}_{L} y_{d} d_{R} S^{(+)}+\bar{d}_{R} y_{d}^{\dagger} u_{L} S^{(+) \dagger}+\bar{d}_{L} y_{u} u_{R} N^{(-)}+\bar{u}_{R} y_{u}^{\dagger} d_{L} N^{(-) \dagger}  \tag{4.13a}\\
\mathcal{L}_{\text {Yukawa }, \ell}^{( \pm)} & =\bar{\nu}_{L} y_{e} e_{R} S^{(+)}+\bar{e}_{R} y_{e}^{\dagger} \nu_{L} S^{(+) \dagger}+\bar{e}_{L} y_{\nu} \nu_{R} N^{(-)}+\bar{\nu}_{R} y_{\nu}^{\dagger} e_{L} N^{(-) \dagger} \tag{4.13b}
\end{align*}
$$

Notice that we do not consider the interactions

$$
\begin{equation*}
\tilde{\mathcal{L}}_{\text {Yukawa }}=\tilde{\mathcal{L}}_{\text {Yukawa }, q}+\tilde{\mathcal{L}}_{\text {Yukawa }, \ell} \tag{4.14}
\end{equation*}
$$

with

$$
\begin{align*}
& \tilde{\mathcal{L}}_{\text {Yukawa }, q}=\bar{q}_{L} \tilde{y}_{d} d_{R} \tilde{N}+\bar{q}_{L} \tilde{y}_{u} u_{R} \tilde{S}+\text { h.c. },  \tag{4.15a}\\
& \tilde{\mathcal{L}}_{\text {Yukawa }, \ell}=\bar{\ell}_{L} \tilde{y}_{e} e_{R} \tilde{N}+\bar{\ell}_{L} \tilde{y}_{\nu} \nu_{R} \tilde{S}+\text { h.c. } \tag{4.15b}
\end{align*}
$$

whose neutral and charged parts read

$$
\begin{align*}
& \tilde{\mathcal{L}}_{\text {Yukawa }, q}^{(0)}=-\bar{d}_{L} \tilde{y}_{d} d_{R} N^{(0) \dagger}-\bar{d}_{R} \tilde{y}_{d}^{\dagger} d_{L} N^{(0)}+\bar{u}_{L} \tilde{y}_{u} u_{R} S^{(0) \dagger}+\bar{u}_{R} \tilde{y}_{u}^{\dagger} u_{L} S^{(0)},  \tag{4.16a}\\
& \tilde{\mathcal{L}}_{\text {Yukawa }, \ell}^{(0)}=-\bar{e}_{L} \tilde{y}_{e} e_{R} N^{(0) \dagger}-\bar{e}_{R} \tilde{y}_{e}^{\dagger} e_{L} N^{(0)}+\bar{\nu}_{L} \tilde{y}_{\nu} \nu_{R} S^{(0) \dagger}+\bar{\nu}_{R} \tilde{y}_{\nu}^{\dagger} \nu_{L} S^{(0)} \tag{4.16b}
\end{align*}
$$

and

$$
\begin{align*}
\tilde{\mathcal{L}}_{\text {Yukawa }, q}^{( \pm)} & =\bar{u}_{L} \tilde{y}_{d} d_{R} N^{(-) \dagger}+\bar{d}_{R} \tilde{y}_{d}^{\dagger} u_{L} N^{(-)}-\bar{d}_{L} \tilde{y}_{u} u_{R} S^{(+) \dagger}-\bar{u}_{R} \tilde{y}_{u}^{\dagger} d_{L} S^{(+)}  \tag{4.17a}\\
\tilde{\mathcal{L}}_{\text {Yukawa }, \ell}^{( \pm)} & =\bar{\nu}_{L} \tilde{y}_{e} e_{R} N^{(-) \dagger}+\bar{e}_{R} \tilde{y}_{e}^{\dagger} \nu_{L} N^{(-)}-\bar{e}_{L} \tilde{y}_{\nu} \nu_{R} S^{(+) \dagger}-\bar{\nu}_{R} \tilde{y}_{\nu}^{\dagger} e_{L} S^{(+)} \tag{4.17b}
\end{align*}
$$

respectively. In fact, these interactions are also permitted by the underlying $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ symmetry: The doublets $\tilde{S}, \tilde{N}$ are defined in terms of $S, N$ as $\mathbb{Z}^{4}$

$$
\begin{align*}
\tilde{S} & \equiv \mathrm{i} \sigma_{2} S^{\mathrm{c}}=\binom{S^{(0) \dagger}}{-S^{(+) \dagger}}  \tag{4.18a}\\
\tilde{N} & \equiv \mathrm{i} \sigma_{2} N^{\mathrm{c}}=\binom{N^{(-) \dagger}}{-N^{(0) \dagger}} \tag{4.18b}
\end{align*}
$$

[^19]i.e., they are basically just the charge conjugates of $S, N$ (and thus having opposite hypercharge), only rotated by the antisymmetric matrix $\mathrm{i} \sigma_{2}=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$, so that they are valid $\mathbb{S U}(2)_{\mathrm{L}}$ doublets.

Dismissing of the interactions (4.14) is in fact justified by assuming that there is a discrete symmetry, called $\mathcal{P}_{\text {down }}$, acting non-trivially only on $e_{R}, d_{R}, S$ as

$$
\begin{equation*}
\mathcal{P}_{\text {down }}: \quad\left\{e_{R}, d_{R}, S\right\} \quad \longrightarrow\left[\left\{e_{R}, d_{R}, S\right\}\right]^{\prime}=-\left\{e_{R}, d_{R}, S\right\} \tag{4.19}
\end{equation*}
$$

and leaving all other fields invariant. Clearly, this symmetry forbids the interactions (4.14). Its most obvious advantage is at this moment the reduction of the number of the Yukawa coupling constants. Further reasons for imposing $\mathcal{P}_{\text {down }}$ will be discussed at the end of Sec. 6.1.6.

At this point one may notice that the Yukawa Lagrangian (4.9) is basically the same as in the SM (apart from the Yukawa interactions of $\nu_{R}$ ), with $S$ and $N$ playing the rôle of the Higgs doublet $\phi$ and $\tilde{\phi}=\mathrm{i} \sigma_{2} \phi^{\mathrm{c}}$, respectively. One may then ask why not to consider only one scalar doublet like in the SM, instead of two distinct doublets $S, N$. This question will be discussed in Sec. 6.1.4, after introduction of the SD equations.

### 4.1.3 Gauge interactions

## Notation for the gauge basis

The theory is invariant under the $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ gauge symmetry. We denote the generators of the respective subgroups as

$$
\begin{align*}
\mathbb{S U}(2)_{\mathrm{L}}: & t_{a=1,2,3},  \tag{4.20a}\\
\mathbb{U}(1)_{\mathrm{Y}}: & t_{a=4} \tag{4.20b}
\end{align*}
$$

and the corresponding gauge fields as

$$
\begin{align*}
\mathbb{S U}(2)_{\mathrm{L}}: & A_{a=1,2,3}^{\mu},  \tag{4.21a}\\
\mathbb{U}(1)_{\mathrm{Y}}: & A_{a=4}^{\mu} . \tag{4.21b}
\end{align*}
$$

## Another gauge basis

However, for various reasons the gauge boson basis $A_{1}^{\mu}, A_{2}^{\mu}, A_{3}^{\mu}, A_{4}^{\mu}$ is not always convenient. Thus, we are now going to introduce another basis.

The generators $t_{3}, t_{4}$ can be rotated as

$$
\begin{equation*}
\binom{t_{Z}}{t_{\mathrm{em}}} \equiv O_{\mathrm{W}}\binom{t_{3}}{t_{4}} \tag{4.22}
\end{equation*}
$$

which corresponds to the rotation of the gauge bosons $A_{3}^{\mu}, A_{4}^{\mu}$

$$
\begin{equation*}
\binom{A_{Z}^{\mu}}{A_{\mathrm{em}}^{\mu}} \equiv O_{\mathrm{W}}\binom{A_{3}^{\mu}}{A_{4}^{\mu}} \tag{4.23}
\end{equation*}
$$

We defined here the orthogonal matrix $O_{\mathrm{W}}$ in terms of the gauge coupling constants $g, g^{\prime}$ (corresponding to the respective subgroups $\mathbb{S U}(2)_{\mathrm{L}}$ and $\left.\mathbb{U}(1)_{\mathrm{Y}}\right)$ as

$$
O_{\mathrm{W}} \equiv\left(\begin{array}{rr}
\cos \theta_{\mathrm{W}} & -\sin \theta_{\mathrm{W}}  \tag{4.24}\\
\sin \theta_{\mathrm{W}} & \cos \theta_{\mathrm{W}}
\end{array}\right) \equiv \frac{1}{\sqrt{g^{2}+g^{\prime 2}}}\left(\begin{array}{rr}
g & -g^{\prime} \\
g^{\prime} & g
\end{array}\right)
$$

where $\theta_{\mathrm{W}}$ is the Weinberg (or weak mixing) angle. Now the new generator $t_{\mathrm{em}}$ corresponds to the unbroken subgroup $\mathbb{U}(1)_{\mathrm{em}}$ :

$$
\begin{equation*}
\mathbb{U}(1)_{\mathrm{em}}: \quad t_{\mathrm{em}} . \tag{4.25}
\end{equation*}
$$

Of course, the fields $A_{Z}^{\mu}$ and $A_{\mathrm{em}}^{\mu}$ correspond to the $Z$ boson and $\gamma$ (photon), respectively, i.e., to the gauge boson mass eigenstates after the eventual spontaneous breakdown of $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ down to $\mathbb{U}(1)_{\mathrm{em}}$, as we will show in detail in chapter 11 .

Similarly we can rotate the gauge fields $A_{1}^{\mu}, A_{2}^{\mu}$ as

$$
\begin{equation*}
\binom{A_{W^{+}}^{\mu}}{A_{W^{-}}^{\mu}} \equiv U_{\mathrm{W}}\binom{A_{1}^{\mu}}{A_{2}^{\mu}} \tag{4.26}
\end{equation*}
$$

where

$$
U_{\mathrm{W}} \equiv \frac{1}{\sqrt{2}}\left(\begin{array}{rr}
1 & -\mathrm{i}  \tag{4.27}\\
1 & \mathrm{i}
\end{array}\right)
$$

is a unitary matrix. The fields $A_{W^{ \pm}}^{\mu}$ correspond to the $W^{ \pm}$bosons (being charge conjugation eigenstates) and satisfy

$$
\begin{equation*}
\left(A_{W^{ \pm}}^{\mu}\right)^{\dagger}=A_{W^{\mp}}^{\mu} . \tag{4.28}
\end{equation*}
$$

### 4.2 Reparameterization of the Lagrangian

The theory has been so far formulated in terms of the fields $S, N, q_{L}, u_{R}, d_{R}, \ell_{L}, \nu_{R}, e_{R}$. This is convenient for the formulation of the model from the gauge principle, since all the mentioned fields are in fact directly the $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ irreducible representations. However, for practical calculations it will be more useful to reparameterize the theory in terms of new degrees of freedom $\Phi, q, \Psi_{\ell}$, defined in terms of the original ones as

$$
\Phi \equiv\left(\begin{array}{c}
S^{(+)}  \tag{4.29}\\
N^{(-) \dagger} \\
S^{(+) \dagger} \\
N^{(-)} \\
S^{(0)} \\
S^{(0) \dagger} \\
N^{(0)} \\
N^{(0) \dagger}
\end{array}\right), \quad q \equiv\binom{u_{L}+u_{R}}{d_{L}+d_{R}}, \quad \Psi_{\ell} \equiv\left(\begin{array}{c}
\nu_{L}+\left(\nu_{L}\right)^{\mathrm{c}} \\
\nu_{R}+\left(\nu_{R}\right)^{\mathrm{c}} \\
e_{L}+\left(e_{L}\right)^{\mathrm{c}} \\
e_{R}+\left(e_{R}\right)^{\mathrm{c}}
\end{array}\right)
$$

In the following sections we comment closer on the motivations for introducing this, at first sight unnecessarily complicated notation and give a more detailed technical treatment of each of the fields $\Phi, q, \Psi_{\ell}$. At this moment let us just say that the main motivation is the same as before within the Abelian toy model in part I. where it was more convenient to work with the Nambu-Gorkov field $\Phi=\binom{\phi}{\phi^{\dagger}}$ than with $\phi$ due to the employed mechanism and pattern of the SSB. Similar argumentation will be used also in the present context, especially for scalars and leptons. Last but not least, the notation (4.29) will allow us to write some (but not all) formulæ in much more compact and elegant way. For instance, as a consequence of having only three independent fields $\Phi, q, \Psi_{\ell}$ there will be also only three (though matrix) SD equations.

The notation for fermions, introduced in this section, will be utilized also later in chapter 11] when discussing masses of the electroweak gauge bosons.

### 4.2.1 Scalars

## Reparameterization of the fields

Recall in the Abelian toy model, where the symmetry was broken by the two-point functions $\langle\phi \phi\rangle,\left\langle\phi^{\dagger} \phi^{\dagger}\right\rangle$, it was more convenient to work with the Nambu-Gorkov field $\Phi=\binom{\phi}{\phi^{\dagger}}$ instead of the single complex field $\phi$. Analogously, we now assume that the electroweak symmetry will be broken by formation of the two-point functions of the type, e.g., $\left\langle S^{(0)} S^{(0)}\right\rangle,\left\langle N^{(0)} N^{(0)}\right\rangle$, etc. Therefore, instead of working with the two scalar doublet $S, N$, organized perhaps in a single field $\phi$,

$$
\phi \equiv\binom{S}{N}=\left(\begin{array}{c}
S^{(+)}  \tag{4.30}\\
S^{(0)} \\
N^{(0)} \\
N^{(-)}
\end{array}\right)
$$

it will be more convenient to work with the corresponding Nambu-Gorkov field, whose matrix propagator, in contrast to propagator of the field $\phi$, naturally incorporates the symmetrybreaking propagators of the desired type. I.e., we can, in accordance with appendix E, define:

$$
\Phi^{\prime} \equiv\binom{\phi}{\phi^{c}}=\left(\begin{array}{c}
S^{(+)}  \tag{4.31}\\
S^{(0)} \\
N^{(0)} \\
N^{(-)} \\
S^{(+) \dagger} \\
S^{(0) \dagger} \\
N^{(0) \dagger} \\
N^{(-) \dagger}
\end{array}\right)
$$

Here the scalar charge conjugation $\phi^{c}$ is defined by (E.4) in appendix E.
However, as indicated by the prime, the basis $\Phi^{\prime}$ is in fact still not the most convenient one (and consequently also not the one we will eventually use for actual calculations). The reason for this is that the electrically neutral and the electrically charged components are in $\Phi^{\prime}$ distributed in a rather inconvenient way. The following choice proves to be more (or perhaps the most) convenient:

$$
\Phi \equiv\left(\begin{array}{c}
S^{(+)}  \tag{4.32}\\
N^{(-) \dagger} \\
S^{(+) \dagger} \\
N^{(-)} \\
S^{(0)} \\
S^{(0) \dagger} \\
N^{(0)} \\
N^{(0) \dagger}
\end{array}\right)
$$

One can appreciate better this choice by noting that it has the generic structure

$$
\begin{equation*}
\Phi=\binom{\Phi^{(+)}}{\Phi^{(0)}} \tag{4.33}
\end{equation*}
$$

where $\Phi^{(+)}$and $\Phi^{(0)}$ are made exclusively of the charged and neutral scalars, respectively:

$$
\Phi^{(+)} \equiv\left(\begin{array}{c}
S^{(+)}  \tag{4.34}\\
N^{(-) \dagger} \\
S^{(+) \dagger} \\
N^{(-)}
\end{array}\right), \quad \quad \Phi^{(0)} \equiv\left(\begin{array}{c}
S^{(0)} \\
S^{(0) \dagger} \\
N^{(0)} \\
N^{(0) \dagger}
\end{array}\right)
$$

Thus, due to the conservation of the electric charge the propagator $\left\langle\Phi \Phi^{\dagger}\right\rangle$ will have in the basis (4.33) a block diagonal form. Moreover, the structure of (4.33) resembles the structure of an $\mathbb{S U}(2)_{\mathrm{L}}$ doublet with the electroweak hypercharge $Y=1$, consequently the structure of the $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ generators in the $\Phi$ basis will be rather familiar.

In fact, $\Phi$ is related to $\Phi^{\prime}$ by a simple linear transformation

$$
\begin{equation*}
\Phi=U \Phi^{\prime} \tag{4.35}
\end{equation*}
$$

where the unitary matrix $U$ is explicitly given as

$$
U \equiv\left(\begin{array}{cc|cc|cc|cc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{4.36}\\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\hline 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\hline 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
\hline 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right)=\frac{1}{2}\left(\begin{array}{cccc}
1+\sigma_{3} & 0 & 0 & 1-\sigma_{3} \\
0 & 1-\sigma_{3} & 1+\sigma_{3} & 0 \\
\sigma_{1}+\mathrm{i} \sigma_{2} & 0 & 1-\sigma_{3} & 0 \\
0 & 1+\sigma_{3} & 0 & \sigma_{1}-\mathrm{i} \sigma_{2}
\end{array}\right) .
$$

In order to establish the link with the literature, we also introduce the notation

$$
\begin{align*}
\Phi_{S N} & \equiv\binom{S^{(+)}}{N^{(-) \dagger}}  \tag{4.37a}\\
\Phi_{S} & \equiv\binom{S^{(0)}}{S^{(0) \dagger}}  \tag{4.37b}\\
\Phi_{N} & \equiv\binom{N^{(0)}}{N^{(0) \dagger}} \tag{4.37c}
\end{align*}
$$

which is used in Ref. [58]. We will also use this notation later on when discussing the Ansatz for the scalar 1PI propagator. In this notation we clearly have

$$
\begin{align*}
\Phi^{(+)} & =\binom{\Phi_{S N}}{\Phi_{S N}^{\mathrm{c}}},  \tag{4.38a}\\
\Phi^{(0)} & =\binom{\Phi_{S}}{\Phi_{N}}, \tag{4.38b}
\end{align*}
$$

with $\Phi^{(+)}, \Phi^{(0)}$ defined in (4.34).
Both Nambu-Gorkov fields $\Phi^{\prime}$ and $\Phi$ are real fields, since their charge conjugates are just their linear transforms. For the primed field the linear relation between $\Phi^{\prime}$ and $\Phi^{\prime c}$ has the "canonical" form (see (E.7))

$$
\begin{equation*}
\Phi^{\prime c}=\sigma_{1} \Phi^{\prime} \tag{4.39}
\end{equation*}
$$

with the Pauli matrix $\sigma_{1}$ operating in the Nambu-Gorkov doublet space of $\Phi^{\prime}$ (i.e., rotating $\phi$ and $\phi^{c}$ ). In the unprimed basis this condition translates as

$$
\begin{equation*}
\Phi^{\mathrm{c}}=\Sigma_{1} \Phi, \tag{4.40}
\end{equation*}
$$

where

$$
\begin{align*}
\Sigma_{1} & \equiv U \sigma_{1} U  \tag{4.41a}\\
& =\left(\begin{array}{cccc}
0 & \mathbb{1} & 0 & 0 \\
\mathbb{1} & 0 & 0 & 0 \\
0 & 0 & \sigma_{1} & 0 \\
0 & 0 & 0 & \sigma_{1}
\end{array}\right) . \tag{4.41b}
\end{align*}
$$

The reality conditions (4.39) and (4.40) have impact on the form of the corresponding propagators: The full propagators in both bases

$$
\begin{align*}
\mathrm{i} G_{\Phi^{\prime}} & =\left\langle\Phi^{\prime} \Phi^{\dagger \dagger}\right\rangle  \tag{4.42}\\
\mathrm{i} G_{\Phi} & =\left\langle\Phi \Phi^{\dagger}\right\rangle \tag{4.43}
\end{align*}
$$

must non-trivially satisfy

$$
\begin{align*}
G_{\Phi^{\prime}} & =\sigma_{1} G_{\Phi^{\prime}}^{\mathrm{T}} \sigma_{1}  \tag{4.44}\\
G_{\Phi} & =\Sigma_{1} G_{\Phi}^{\mathrm{T}} \Sigma_{1} \tag{4.45}
\end{align*}
$$

## Rewriting of the gauge interactions

It will be later useful to know explicitly the $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ generators in the $\Phi$ basis. In order to find them we now rewrite the gauge interaction of the scalars from the original basis $S, N$ to the $\Phi$ one. In terms of $S, N$ the scalar gauge interactions read ${ }^{5}$

$$
\begin{equation*}
\mathcal{L}_{\text {scalar,gauge }}=\sum_{X=S, N}\left(\mathrm{D}_{\mu} X\right)^{\dagger}\left(\mathrm{D}^{\mu} X\right), \tag{4.46}
\end{equation*}
$$

where the covariant derivatives read

$$
\begin{equation*}
\mathrm{D}^{\mu}=\partial^{\mu}-\mathrm{i} g \frac{\sigma_{a}}{2} A_{a}^{\mu}-\mathrm{i} g^{\prime} \frac{Y_{X}}{2} A_{4}^{\mu} \tag{4.47}
\end{equation*}
$$

The weak hypercharge $Y$ is, in general, related to the electric charge $Q$ and the third component of the weak isospin $t_{3}$ of the corresponding $\mathbb{S U}(2)_{L} \times \mathbb{U}(1)_{Y}$ irreducible representation by the Gell-Mann-Nishijima formula

$$
\begin{equation*}
Y=2\left(Q-t_{3}\right) \tag{4.48}
\end{equation*}
$$

I.e., in our case of the electroweak doublets $S, N$, (4.5), we have numerically

$$
\begin{align*}
Y_{S} & =+1  \tag{4.49a}\\
Y_{N} & =-1 . \tag{4.49b}
\end{align*}
$$

We can write the Lagrangian (4.46) more compactly in terms of the field $\phi$, (4.30), as

$$
\begin{equation*}
\mathcal{L}_{\text {scalar,gauge }}=\left(\mathrm{D}_{\mu} \phi\right)^{\dagger}\left(\mathrm{D}^{\mu} \phi\right), \tag{4.50}
\end{equation*}
$$

[^20]with the covariant derivative given by ${ }^{6}$
\[

$$
\begin{equation*}
\mathrm{D}^{\mu}=\partial^{\mu}-\mathrm{i} T_{\phi, a} A_{a}^{\mu} \tag{4.51}
\end{equation*}
$$

\]

This time already $a=1, \ldots, 4$. The generators $T_{\phi, a}$ are defined with the gauge coupling constants $g, g^{\prime}$ deliberately included in:

$$
\begin{align*}
T_{\phi, a=1,2,3} & \equiv \frac{1}{2} g\left(\begin{array}{cc}
\sigma_{a} & 0 \\
0 & \sigma_{a}
\end{array}\right)  \tag{4.52a}\\
T_{\phi, a=4} & \equiv \frac{1}{2} g^{\prime}\left(\begin{array}{cc}
Y_{S} & 0 \\
0 & Y_{N}
\end{array}\right) \tag{4.52b}
\end{align*}
$$

We will now reparameterize the model in terms of the field $\Phi$ instead of the field $\phi$. In order to do so, it turns out to be useful to utilize the primed basis $\Phi^{\prime}$ as an intermediate stage, i.e., to parameterize the model first in terms of the primed field $\Phi^{\prime}$ and only then to move on to the parameterization in terms of the field $\Phi$.

In terms of the primed Nambu-Gorkov basis $\Phi^{\prime}$ the gauge interaction Lagrangian (4.50) recasts as

$$
\begin{equation*}
\mathcal{L}_{\text {scalar,gauge }}=\frac{1}{2}\left(\mathrm{D}_{\mu} \Phi^{\prime}\right)^{\dagger}\left(\mathrm{D}^{\mu} \Phi^{\prime}\right) \tag{4.53}
\end{equation*}
$$

where this time

$$
\begin{equation*}
\mathrm{D}^{\mu}=\partial^{\mu}-\mathrm{i} T_{\Phi^{\prime}, a} A_{a}^{\mu} \tag{4.54}
\end{equation*}
$$

The generators $T_{\Phi^{\prime}, a}$ in the $\Phi^{\prime}$ basis can be expressed in terms of those $T_{\phi, a}$ in the $\phi$ basis, (4.52), as

$$
T_{\Phi^{\prime}, a}=\left(\begin{array}{cc}
T_{\phi, a} & 0  \tag{4.55}\\
0 & -T_{\phi, a}^{\mathrm{T}}
\end{array}\right) .
$$

Now we can rewrite the gauge interaction Lagrangian (4.53) and the symmetry generators (4.55) into the unprimed Nambu-Gorkov basis $\Phi$. The Lagrangian has again the same form

$$
\begin{equation*}
\mathcal{L}_{\text {scalar,gauge }}=\frac{1}{2}\left(\mathrm{D}_{\mu} \Phi\right)^{\dagger}\left(\mathrm{D}^{\mu} \Phi\right) \tag{4.56}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathrm{D}^{\mu}=\partial^{\mu}-\mathrm{i} T_{\Phi, a} A_{a}^{\mu} \tag{4.57}
\end{equation*}
$$

Using the relation (4.35) between the bases $\Phi^{\prime}$ and $\Phi$, the generators $T_{\Phi, a}$ can be given in terms of $T_{\Phi^{\prime}, a}$, (4.55), as

$$
\begin{equation*}
T_{\Phi, a}=U T_{\Phi^{\prime}, a} U \tag{4.58}
\end{equation*}
$$

The generators $T_{\Phi, a}(8 \times 8$ matrices) can be now for $a=1,2$ written in terms of $4 \times 4$ blocks as

$$
T_{\Phi, a=1,2}=\left(\begin{array}{cc}
0 & \mathcal{T}_{a}  \tag{4.59a}\\
\mathcal{T}_{a}^{\dagger} & 0
\end{array}\right)
$$

[^21]and for $a=3,4$ in terms of $2 \times 2$ blocks as
\[

$$
\begin{align*}
& T_{\Phi, a=3}=\frac{1}{2} g\left(\begin{array}{cccc}
\mathbb{1} & 0 & 0 & 0 \\
0 & -\mathbb{1} & 0 & 0 \\
0 & 0 & -\sigma_{3} & 0 \\
0 & 0 & 0 & \sigma_{3}
\end{array}\right),  \tag{4.59b}\\
& T_{\Phi, a=4}=\frac{1}{2} g^{\prime}\left(\begin{array}{cccc}
\mathbb{1} & 0 & 0 & 0 \\
0 & -\mathbb{1} & 0 & 0 \\
0 & 0 & \sigma_{3} & 0 \\
0 & 0 & 0 & -\sigma_{3}
\end{array}\right) . \tag{4.59c}
\end{align*}
$$
\]

The blocks $\mathcal{T}_{a}$ are given by

$$
\begin{align*}
& \mathcal{T}_{1}=\frac{1}{2} g\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & -1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right)=\frac{1}{4} g\left(\begin{array}{cc}
\left(1+\sigma_{3}\right) & -\left(1-\sigma_{3}\right) \\
-\left(\sigma_{1}+\mathrm{i} \sigma_{2}\right) & \left(\sigma_{1}-\mathrm{i} \sigma_{2}\right)
\end{array}\right),  \tag{4.60a}\\
& \mathcal{T}_{2}=\frac{1}{2} g\left(\begin{array}{cccc}
-\mathrm{i} & 0 & 0 & 0 \\
0 & 0 & 0 & \mathrm{i} \\
0 & -\mathrm{i} & 0 & 0 \\
0 & 0 & \mathrm{i} & 0
\end{array}\right)=\frac{1}{4} g\left(\begin{array}{cc}
-\mathrm{i}\left(1+\sigma_{3}\right) & \mathrm{i}\left(1-\sigma_{3}\right) \\
-\mathrm{i}\left(\sigma_{1}+\mathrm{i} \sigma_{2}\right) & \mathrm{i}\left(\sigma_{1}-\mathrm{i} \sigma_{2}\right)
\end{array}\right), \tag{4.60b}
\end{align*}
$$

and for practical calculation it is useful to note that they are related to each other by

$$
\begin{equation*}
\mathcal{T}_{2}=-\mathrm{i} \sigma_{3} \mathcal{T}_{1} \tag{4.61}
\end{equation*}
$$

with $\sigma_{3}$ operating in the space of the indicated blocks of $\mathcal{T}_{1}, \mathcal{T}_{2}$. Notice also that in expressing $T_{\Phi, 4}$ we have already used the numerical values (4.49) of the hypercharges $Y_{S}, Y_{N}$.

Since we will break spontaneously the $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ symmetry down to the non-trivial subgroup $\mathbb{U}(1)_{\mathrm{em}}$, rather than completely to the trivial group, it will be later on useful to know explicitly the generators corresponding to broken symmetries and the generator of the unbroken $\mathbb{U}(1)_{\mathrm{em}}$. The generators $T_{\Phi, 1}, T_{\Phi, 2}$ already correspond to the fully broken symmetries, so it suffices to rotate the generators $T_{\Phi, 3}, T_{\Phi, 4}$ according to (4.22) in order to find the completely broken generator $T_{\Phi, Z}$ and the conserved generator $T_{\Phi, \mathrm{em}}$. The resulting generators can be, regarding later applications, written in the form

$$
\begin{align*}
T_{\Phi, \mathrm{em}} & =\left(\begin{array}{cc}
T_{\Phi^{(+)}, \mathrm{em}} & 0 \\
0 & T_{\Phi^{(0)}, \mathrm{em}}
\end{array}\right),  \tag{4.62a}\\
T_{\Phi, Z} & =\left(\begin{array}{cc}
T_{\Phi^{(+)}, Z} & 0 \\
0 & T_{\Phi^{(0)}, Z}
\end{array}\right) \tag{4.62b}
\end{align*}
$$

with the components of $T_{\Phi, \text { em }}$ given by

$$
\begin{align*}
T_{\Phi(+), \mathrm{em}} & =\frac{g g^{\prime}}{\sqrt{g^{2}+g^{\prime 2}}}\left(\begin{array}{cc}
\mathbb{1} & 0 \\
0 & -\mathbb{1}
\end{array}\right)  \tag{4.63a}\\
T_{\Phi(0), \mathrm{em}} & =0 \tag{4.63b}
\end{align*}
$$

and the components of $T_{\Phi, Z}$ by

$$
\begin{align*}
& T_{\Phi(+), Z}=\frac{1}{2} \frac{g^{2}-g^{\prime 2}}{\sqrt{g^{2}+g^{\prime 2}}}\left(\begin{array}{cc}
\mathbb{1} & 0 \\
0 & -\mathbb{1}
\end{array}\right)  \tag{4.64a}\\
& T_{\Phi^{(0)}, Z}=\frac{1}{2} \sqrt{g^{2}+g^{\prime 2}}\left(\begin{array}{cc}
-\sigma_{3} & 0 \\
0 & \sigma_{3}
\end{array}\right), \tag{4.64b}
\end{align*}
$$

respectively.

### 4.2.2 Quarks

## Reparameterization of the fields

Recall the definition of the left-handed quark doublet in terms of the left-handed quark fields $u_{L}$ and $d_{L}$, (4.4):

$$
\begin{equation*}
q_{L}=\binom{u_{L}}{d_{L}} \tag{4.65a}
\end{equation*}
$$

It is convenient to organize analogously the right-handed singlet fields $u_{R}$ and $d_{R}$, (4.2), into the right-handed quark doublet

$$
\begin{equation*}
q_{R} \equiv\binom{u_{R}}{d_{R}} \tag{4.65b}
\end{equation*}
$$

Even more compact notation can be, however, achieved by combining the chiral doublets (4.65) in the obvious way as

$$
\begin{equation*}
q \equiv q_{L}+q_{R}=\binom{u_{L}+u_{R}}{d_{L}+d_{R}} \equiv\binom{u}{d} \tag{4.66}
\end{equation*}
$$

The field $q$ (and occasionally also the fields $u, d$ ) will be the most convenient to use and we will therefore rewrite the relevant interactions in its terms.

## Rewriting of the gauge interactions

We start the rewriting of the theory in terms of $q$ with the gauge interactions, aiming mainly at the form of the electroweak generators in the basis $q$. In terms of the left- and right-handed doublets $q_{L}, q_{R}$, (4.65), the gauge interactions can be written as

$$
\mathcal{L}_{\text {quark,gauge }}=\bar{q}_{L}\left(g \frac{1}{2} \sigma^{a} A_{a}^{\mu}+g^{\prime} \frac{1}{2} Y_{q} A_{4}^{\mu}\right) \gamma_{\mu} q_{L}+\bar{q}_{R} g^{\prime} \frac{1}{2}\left(\begin{array}{cc}
Y_{u} & 0  \tag{4.67}\\
0 & Y_{d}
\end{array}\right) A_{4}^{\mu} \gamma_{\mu} q_{R}
$$

The hyper-charges $Y_{q}, Y_{u}, Y_{d}$ correspond to the left-handed doublet $q_{L}$ and to the right-handed singlets $u_{R}, d_{R}$, respectively. They are given in terms of the electric charges $Q_{f}$,

$$
\begin{align*}
Q_{u} & =+\frac{2}{3}  \tag{4.68a}\\
Q_{d} & =-\frac{1}{3} \tag{4.68b}
\end{align*}
$$

and in terms of the third components of the weak isospin $t_{3 f}$,

$$
\begin{align*}
t_{3 u} & =+\frac{1}{2}  \tag{4.69a}\\
t_{3 d} & =-\frac{1}{2} \tag{4.69b}
\end{align*}
$$

by the general formula (4.48). Specifically, we have

$$
\begin{align*}
Y_{q} & =2\left(Q_{f}-t_{3 f}\right),  \tag{4.70a}\\
Y_{f} & =2 Q_{f}, \tag{4.70b}
\end{align*}
$$

so that the numerical values are

$$
\begin{align*}
Y_{q} & =+\frac{1}{3}  \tag{4.71a}\\
Y_{u} & =+\frac{4}{3}  \tag{4.71b}\\
Y_{d} & =-\frac{2}{3} . \tag{4.71c}
\end{align*}
$$

In the basis $q$ the gauge interaction Lagrangian (4.67) recasts as

$$
\begin{equation*}
\mathcal{L}=\bar{q} \gamma^{\mu} T_{q, a} q A_{\mu}^{a} \tag{4.72}
\end{equation*}
$$

where the generators are defined again with the gauge coupling constants included in as

$$
\begin{align*}
T_{q, a=1,2,3} & =g \frac{\sigma_{a}}{2} P_{L}  \tag{4.73a}\\
T_{q, a=4} & =g^{\prime} \frac{Y_{q}}{2} P_{L}+g^{\prime} \frac{1}{2}\left(\begin{array}{cc}
Y_{u} & 0 \\
0 & Y_{d}
\end{array}\right) P_{R}  \tag{4.73b}\\
& =-g^{\prime} \frac{\sigma_{3}}{2} P_{L}+g^{\prime}\left(\begin{array}{cc}
Q_{u} & 0 \\
0 & Q_{d}
\end{array}\right) . \tag{4.73c}
\end{align*}
$$

In expressing the generator $T_{q, 4}$ in the form (4.73c) we have used the relations (4.70) and the explicit values (4.69) of $t_{3 f}$.

Again, it is useful to know the form of the generator $T_{q, \text { em }}$, corresponding to the conserved $\mathbb{U}(1)_{\mathrm{em}}$ subgroup, together with the orthogonal generator $T_{q, Z}$. Using the relations (4.22) we arrive at

$$
\begin{align*}
T_{q, \mathrm{em}} & =\frac{g g^{\prime}}{\sqrt{g^{2}+g^{\prime 2}}}\left(\begin{array}{cc}
Q_{u} & 0 \\
0 & Q_{d}
\end{array}\right),  \tag{4.74a}\\
T_{q, Z} & =-\frac{g^{\prime 2}}{\sqrt{g^{2}+g^{\prime 2}}}\left(\begin{array}{cc}
Q_{u} & 0 \\
0 & Q_{d}
\end{array}\right)+\sqrt{g^{2}+g^{\prime 2}} \frac{\sigma_{3}}{2} P_{L} . \tag{4.74b}
\end{align*}
$$

Just for the sake of later references we also mark explicitly the block-diagonal form of the generators $T_{q, 3}, T_{q, 4}$ :

$$
T_{q, a=3,4}=\left(\begin{array}{cc}
T_{u, a} & 0  \tag{4.75}\\
0 & T_{d, a}
\end{array}\right)
$$

where

$$
\begin{align*}
T_{f, 3} & \equiv g t_{3 f} P_{L},  \tag{4.76a}\\
T_{f, 4} & \equiv g^{\prime} \frac{1}{2}\left(Y_{q} P_{L}+Y_{f} P_{R}\right)  \tag{4.76b}\\
& =-g^{\prime} t_{3 f} P_{L}+g^{\prime} Q_{f}, \tag{4.76c}
\end{align*}
$$

and naturally also of the generators $T_{q, \mathrm{em}}, T_{q, Z}$ :

$$
\begin{align*}
T_{q, \mathrm{em}} & =\left(\begin{array}{cc}
T_{u, \mathrm{em}} & 0 \\
0 & T_{d, \mathrm{em}}
\end{array}\right)  \tag{4.77a}\\
T_{q, Z} & =\left(\begin{array}{cc}
T_{u, Z} & 0 \\
0 & T_{d, Z}
\end{array}\right) \tag{4.77b}
\end{align*}
$$

where

$$
\begin{align*}
T_{f, \mathrm{em}} & \equiv \frac{g g^{\prime}}{\sqrt{g^{2}+g^{\prime 2}}} Q_{f}  \tag{4.78a}\\
T_{f, Z} & \equiv-\frac{g^{\prime 2}}{\sqrt{g^{2}+g^{\prime 2}}} Q_{f}+\sqrt{g^{2}+g^{\prime 2}} t_{3 f} P_{L} \tag{4.78b}
\end{align*}
$$

## Rewriting of the Yukawa interactions

Now when we have, in addition to the scalar part, reparameterized also the quark part of the theory, we can finally rewrite the Yukawa interactions (4.10a) in terms of the new degrees of freedom $\Phi$ and $q$ :

$$
\begin{align*}
\mathcal{L}_{\text {Yukawa }, q} & =\bar{q} \bar{Y}_{q} q \Phi  \tag{4.79a}\\
& =\Phi^{\dagger} \bar{q} Y_{q} q . \tag{4.79b}
\end{align*}
$$

Here the coupling constant $Y_{q}$ is a complicated rectangular matrix, incorporating all of the particular Yukawa coupling constants from the original Lagrangian (4.10a), together with the chiral projectors $P_{L, R}$. It is a column with eight entries, corresponding to eight entries of the scalar field $\Phi$. Each of the eight entries is a $2 \times 2$ matrix in the space of the quark doublet $q$. Having in mind the expression of $\Phi$ in terms of the fields (4.37), the coupling constant $Y_{q}$ can be expressed in the block form as

$$
Y_{q}=\left(\begin{array}{c}
Y_{q, S N}  \tag{4.80}\\
\bar{Y}_{q, S N}^{T} \\
Y_{q, S} \\
Y_{q, N}
\end{array}\right) .
$$

The block $Y_{q, S N}$ is explicitly given as

$$
Y_{q, S N}=\binom{\left(\begin{array}{cc}
0 & 0  \tag{4.81a}\\
y_{d}^{\dagger} P_{L}-\tilde{y}_{u} P_{R} & 0
\end{array}\right)}{\left(\begin{array}{cc}
0 & 0 \\
y_{u} P_{R}+\tilde{y}_{d}^{\dagger} P_{L} & 0
\end{array}\right)}
$$

so that $\bar{Y}_{q, S N}^{\mathrm{T}_{\Phi}}$, with ${ }^{\mathrm{T}_{\Phi}}$ denoting the transpose only in the eight-dimensional space of the scalar field $\Phi$, has the form

$$
\bar{Y}_{q, S N}^{\mathrm{T}_{\Phi}}=\binom{\left(\begin{array}{cc}
0 & y_{d} P_{R}-\tilde{y}_{u}^{\dagger} P_{L}  \tag{4.81b}\\
0 & 0
\end{array}\right)}{\left(\begin{array}{lc}
0 & y_{u}^{\dagger} P_{L}+\tilde{y}_{d} P_{R} \\
0 & 0
\end{array}\right)} .
$$

The blocks $Y_{q, S}$ and $Y_{q, N}$ read

$$
\begin{gather*}
Y_{q, S}=\binom{\left(\begin{array}{cc}
\tilde{y}_{u} P_{R} & 0 \\
0 & y_{d}^{\dagger} P_{L}
\end{array}\right)}{\left(\begin{array}{cc}
\tilde{y}_{u}^{\dagger} P_{L} & 0 \\
0 & y_{d} P_{R}
\end{array}\right)},  \tag{4.81c}\\
Y_{q, N}=\binom{\left(\begin{array}{cc}
y_{u}^{\dagger} P_{L} & 0 \\
0 & -\tilde{y}_{d} P_{R}
\end{array}\right)}{\left(\begin{array}{cc}
y_{u} P_{R} & 0 \\
0 & -\tilde{y}_{d}^{\dagger} P_{L}
\end{array}\right)} \tag{4.81d}
\end{gather*}
$$

and one can observe that they satisfy

$$
\begin{align*}
Y_{q, S} & =\sigma_{1} \bar{Y}_{q, S}^{\mathrm{T}_{\Phi}},  \tag{4.82a}\\
Y_{q, N} & =\sigma_{1} \bar{Y}_{q, N}^{\mathrm{T}_{\Phi}} . \tag{4.82b}
\end{align*}
$$

Consequently, the whole $Y_{q}$ satisfies

$$
\begin{equation*}
Y_{q}=\Sigma_{1} \bar{Y}_{q}^{\mathrm{T}_{\Phi}} . \tag{4.83}
\end{equation*}
$$

Notice that we have included in the expression (4.81) of $Y_{q}$, just for completeness, also the "tilded" Yukawa coupling constants $\tilde{y}_{u}$ and $\tilde{y}_{d}$, corresponding to the interactions (4.15a), forbidden by the discrete symmetry (4.19). In fact, we assume of course $\tilde{y}_{u}=\tilde{y}_{d}=0$.

### 4.2.3 Leptons

## Reparameterization of the fields

Likewise in the case of quarks, we have two $n$-plets $\nu_{L}$ and $e_{L}$ of the left-handed fields, organized into the $\mathbb{S U}(2)_{L}$ doublet (4.4),

$$
\begin{equation*}
\ell_{L}=\binom{\nu_{L}}{e_{L}} \tag{4.84a}
\end{equation*}
$$

and one $n$-plet $e_{R}$ of the right-handed charged lepton singlets. This time, in contrast to quarks, there are $m$ (in general different from $n$ ) right-handed neutrino fields, organized into the $m$-plet $\nu_{R}$, (4.3). Nevertheless, it is again convenient to introduce the right-handed lepton doublet field $\ell_{R}:$

$$
\begin{equation*}
\ell_{R} \equiv\binom{\nu_{R}}{e_{R}} \tag{4.84b}
\end{equation*}
$$

Since this time the dimensions of the two doublets $\ell_{L}$ and $\ell_{R}$ differ, we cannot sum them and define this way the doublet $\ell=\ell_{L}+\ell_{R}$, as we did with quarks (see Eq. (4.66)). We can, however, organize them in the following way

$$
\Psi_{\ell}^{\prime} \equiv\binom{\ell_{L}+\left(\ell_{L}\right)^{\mathrm{c}}}{\ell_{R}+\left(\ell_{R}\right)^{\mathrm{c}}}=\left(\begin{array}{c}
\nu_{L}+\left(\nu_{L}\right)^{\mathrm{c}}  \tag{4.85}\\
e_{L}+\left(e_{L}\right)^{\mathrm{c}} \\
\nu_{R}+\left(\nu_{R}\right)^{\mathrm{c}} \\
e_{R}+\left(e_{R}\right)^{\mathrm{c}}
\end{array}\right)
$$

We call it a Nambu-Gorkov field, since it is in a sense the same object as the scalar NambuGorkov field $\Phi$. In particular, it is also a real or Majorana field, since it satisfies the Majorana condition:

$$
\begin{equation*}
\Psi_{\ell}^{\prime c}=\Psi_{\ell}^{\prime} . \tag{4.86}
\end{equation*}
$$

The properties of the fermion Majorana field (4.85) are discussed in more detail in appendix (D, Sec. D. 3 ,

The main advantage of the Nambu-Gorkov formalism (4.85) and actually the reason why we use it (apart from $m \neq n$, which could be after all overcome in a simpler way than by defining $\left.\Psi_{\ell}^{\prime}\right)$ is that its matrix propagator naturally contains the Majorana propagators, i.e., the propagators of the type $\left\langle\psi \bar{\psi}^{\mathrm{c}}\right\rangle,\left\langle\psi^{\mathrm{c}} \bar{\psi}\right\rangle$. Such propagators can be clearly in principle generated for the neutrinos without breaking the sacred electromagnetic invariance.

However, we are now at the same situation as before with scalars, or more precisely, with the field $\Phi^{\prime}$. The prime at $\Psi_{\ell}^{\prime}$ indicates that this basis is not the most convenient one. The reason for that is again the same: In $\Psi_{\ell}^{\prime}$ the neutral and charged components are mixed. There is a better basis $\Psi_{\ell}$ of the Nambu-Gorkov doublet, which can be constructed as follows: First we define the Nambu-Gorkov doublets separately for both types of leptons:

$$
\begin{align*}
\Psi_{\nu} & \equiv\binom{\nu_{L}+\left(\nu_{L}\right)^{\mathrm{c}}}{\nu_{R}+\left(\nu_{R}\right)^{\mathrm{c}}}  \tag{4.87a}\\
\Psi_{e} & \equiv\binom{e_{L}+\left(e_{L}\right)^{\mathrm{c}}}{e_{R}+\left(e_{R}\right)^{\mathrm{c}}} \tag{4.87b}
\end{align*}
$$

and then we make out of them the doublet $\Psi_{\ell}$ :

$$
\Psi_{\ell} \equiv\binom{\Psi_{\nu}}{\Psi_{e}}=\left(\begin{array}{c}
\nu_{L}+\left(\nu_{L}\right)^{\mathrm{c}}  \tag{4.88}\\
\nu_{R}+\left(\nu_{R}\right)^{\mathrm{c}} \\
e_{L}+\left(e_{L}\right)^{\mathrm{c}} \\
e_{R}+\left(e_{R}\right)^{\mathrm{c}}
\end{array}\right)
$$

Notice that this field is again Majorana:

$$
\begin{equation*}
\Psi_{\ell}^{c}=\Psi_{\ell} . \tag{4.89}
\end{equation*}
$$

The Nambu-Gorkov doublet in this basis is more convenient, because has the same natural form as the electroweak doublet (4.84) and consequently certain quantities (e.g., the propagators and the generators) will have more natural and familiar block forms.

Notice that the fields $\Psi_{\ell}$ and $\Psi_{\ell}^{\prime}$ are related to each other by a simple linear transformation:

$$
\begin{equation*}
\Psi_{\ell}=U \Psi_{\ell}^{\prime} \tag{4.90}
\end{equation*}
$$

where

$$
U \equiv\left(\begin{array}{cccc}
\mathbb{1}_{n \times n} & 0 & 0 & 0  \tag{4.91}\\
0 & 0 & \mathbb{1}_{m \times m} & 0 \\
0 & \mathbb{1}_{n \times n} & 0 & 0 \\
0 & 0 & 0 & \mathbb{1}_{n \times n}
\end{array}\right)
$$

The matrix $U$ satisfies $U^{\dagger} U=U^{\mathrm{T}} U=1$.

To complete the present discussion of the Nambu-Gorkov formalism, let us state the consequence of the Majorana character of the field $\Psi_{\ell}$ for its propagator

$$
\begin{equation*}
\mathrm{i} G_{\Psi_{\ell}}=\left\langle\Psi_{\ell} \bar{\Psi}_{\ell}\right\rangle \tag{4.92}
\end{equation*}
$$

The Majorana condition (4.89) implies the following symmetry of the propagator:

$$
\begin{equation*}
G_{\Psi_{\ell}}(p)=G_{\Psi_{\ell}}^{\mathrm{c}}(-p), \tag{4.93}
\end{equation*}
$$

where $G_{\Psi_{\ell}}^{c}$ (generally, a "charge conjugation" of matrix in Dirac space) is defined in (15). (The same relation as (4.93) holds also for the propagators of the primed Nambu-Gorkov field $\Psi_{\ell}^{\prime}$, as it satisfies the same Majorana condition (4.86).) More details are to be found in appendix (D.

## Rewriting of the gauge interactions

We will now rewrite the gauge interaction into the basis $\Psi_{\ell}$. Likewise in the case of scalars, we will use the basis $\Psi_{\ell}^{\prime}$ as a convenient intermediate step, using the results from appendix D. In terms of the left- and right-handed doublets (4.84) the gauge interaction can be written as

$$
\mathcal{L}_{\text {lepton,gauge }}=\bar{\ell}_{L}\left(g \frac{1}{2} \sigma^{a} A_{a}^{\mu}+g^{\prime} \frac{1}{2} Y_{\ell} A_{4}^{\mu}\right) \gamma_{\mu} \ell_{L}+\bar{\ell}_{R} g^{\prime} \frac{1}{2}\left(\begin{array}{cc}
Y_{\nu} & 0  \tag{4.94a}\\
0 & Y_{e}
\end{array}\right) A_{4}^{\mu} \gamma_{\mu} \ell_{R}
$$

or more compactly as

$$
\begin{equation*}
\mathcal{L}_{\text {lepton,gauge }}=\bar{\ell}_{L} \gamma_{\mu} T_{\ell_{L}, a} \ell_{L} A_{a}^{\mu}+\bar{\ell}_{R} \gamma_{\mu} T_{\ell_{R}, a} \ell_{R} A_{a}^{\mu} \tag{4.94b}
\end{equation*}
$$

with $T_{\ell_{L}, a}, T_{\ell_{R}, a}$ defined for $a=1,2,3$ as

$$
\begin{align*}
T_{\ell_{L}, a=1,2,3} & \equiv g \frac{1}{2} \sigma^{a}  \tag{4.95a}\\
T_{\ell_{R}, a=1,2,3} & \equiv 0 \tag{4.95b}
\end{align*}
$$

and for $a=4$ as

$$
\begin{align*}
T_{\ell_{L}, a=4} & \equiv g^{\prime} \frac{1}{2} Y_{\ell}  \tag{4.95c}\\
T_{\ell_{R}, a=4} & \equiv g^{\prime} \frac{1}{2}\left(\begin{array}{cc}
Y_{\nu} & 0 \\
0 & Y_{e}
\end{array}\right) \tag{4.95d}
\end{align*}
$$

The hyper-charges $Y_{\ell}, Y_{\nu}, Y_{e}$, corresponding to $\ell_{L}, \nu_{R}$ and $e_{R}$, respectively, are again related to the corresponding electric charges $Q_{f}$,

$$
\begin{align*}
Q_{\nu} & =0,  \tag{4.96a}\\
Q_{e} & =-1, \tag{4.96b}
\end{align*}
$$

and to the third components of the isospin $t_{3 f}$,

$$
\begin{align*}
t_{3 \nu} & =+\frac{1}{2}  \tag{4.97a}\\
t_{3 e} & =-\frac{1}{2} \tag{4.97b}
\end{align*}
$$

by the formula (4.48), i.e.,

$$
\begin{align*}
Y_{\ell} & =2\left(Q_{f}-t_{3 f}\right),  \tag{4.98a}\\
Y_{f} & =2 Q_{f} \tag{4.98b}
\end{align*}
$$

The numerical values are

$$
\begin{align*}
Y_{\ell} & =-1  \tag{4.99a}\\
Y_{\nu} & =0  \tag{4.99b}\\
Y_{e} & =-2 \tag{4.99c}
\end{align*}
$$

As shown in appendix (1) the Lagrangian (4.94b) acquires in the Nambu-Gorkov basis $\Psi_{\ell}^{\prime}$ the form

$$
\begin{equation*}
\mathcal{L}_{\text {lepton,gauge }}=\frac{1}{2} \bar{\Psi}_{\ell}^{\prime} \gamma_{\mu} T_{\Psi_{\ell}^{\prime}, a} \Psi_{\ell}^{\prime} A_{a}^{\mu} \tag{4.100}
\end{equation*}
$$

with the generators $T_{\Psi_{\ell}^{\prime}, a}$ expressed in terms of the original generators $T_{\ell_{L}, a}, T_{\ell_{R}, a}$, (4.95), as

$$
T_{\Psi_{\ell}^{\prime}, a}=\left(\begin{array}{cc}
T_{\ell_{L}, a} P_{L}-T_{\ell_{L}, a}^{\mathrm{T}} P_{R} & 0  \tag{4.101}\\
0 & T_{\ell_{R}, a} P_{R}-T_{\ell_{R}, a}^{\mathrm{T}} P_{L}
\end{array}\right)
$$

(Cf. Eq. (D.141).) For transition from $\Psi_{\ell}^{\prime}$ to $\Psi_{\ell}$ we can now use the relation (4.90). In the basis $\Psi_{\ell}$ the Lagrangian (4.100) recasts as

$$
\begin{equation*}
\mathcal{L}_{\text {lepton,gauge }}=\frac{1}{2} \bar{\Psi}_{\ell} \gamma_{\mu} T_{\Psi_{\ell}, a} \Psi_{\ell} A_{a}^{\mu}, \tag{4.102}
\end{equation*}
$$

with the generators $T_{\Psi_{\ell}, a}$ given in terms of the generators $T_{\Psi_{\ell}^{\prime}, a}$ simply as

$$
\begin{equation*}
T_{\Psi_{\ell, a}}=U T_{\Psi_{\ell}^{\prime}, a} U^{\dagger} \tag{4.103}
\end{equation*}
$$

Explicitly we obtain:

$$
\begin{align*}
T_{\Psi_{\ell, 1}} & =-\gamma_{5} g \frac{1}{2}\left(\begin{array}{cc}
0 & P_{+}^{\mathrm{T}} \\
P_{+} & 0
\end{array}\right)  \tag{4.104a}\\
T_{\Psi_{\ell, 2}} & =\quad g \frac{1}{2}\left(\begin{array}{cc}
0 & -\mathrm{i} P_{+}^{\mathrm{T}} \\
\mathrm{i} P_{+} & 0
\end{array}\right),  \tag{4.104b}\\
T_{\Psi_{\ell, 3}} & =-\gamma_{5} g \frac{1}{2}\left(\begin{array}{cc}
P_{+\nu} & 0 \\
0 & -P_{+e}
\end{array}\right),  \tag{4.104c}\\
T_{\Psi_{\ell, 4}} & =-\gamma_{5} g^{\prime} \frac{1}{2}\left(\begin{array}{cc}
Y_{\ell} P_{+\nu} & 0 \\
0 & Y_{\ell} P_{+e}
\end{array}\right)+\gamma_{5} g^{\prime} \frac{1}{2}\left(\begin{array}{cc}
Y_{\nu} P_{-\nu} & 0 \\
0 & Y_{e} P_{-e}
\end{array}\right)  \tag{4.104d}\\
& =\gamma_{5} g^{\prime} \frac{1}{2}\left(\begin{array}{cc}
P_{+\nu} & 0 \\
0 & -P_{+e}
\end{array}\right)-\gamma_{5} g^{\prime}\left(\begin{array}{cc}
Q_{\nu} \sigma_{3 \nu} & 0 \\
0 & Q_{e} \sigma_{3 e}
\end{array}\right) . \tag{4.104e}
\end{align*}
$$

The three matrices $P_{+}, P_{+\nu}, P_{+e}$ in (4.104) differ only in their dimensions: While the first is rectangular, the other two are square with different dimensions:

$$
\begin{align*}
P_{+} & \equiv\left(\begin{array}{cc}
\mathbb{1}_{n \times n} & 0 \\
0 & 0_{n \times m}
\end{array}\right)  \tag{4.105a}\\
P_{+\nu} & \equiv\left(\begin{array}{cc}
\mathbb{1}_{n \times n} & 0 \\
0 & 0_{m \times m}
\end{array}\right)  \tag{4.105b}\\
P_{+e} & \equiv\left(\begin{array}{cc}
\mathbb{1}_{n \times n} & 0 \\
0 & 0_{n \times n}
\end{array}\right) \tag{4.105c}
\end{align*}
$$

Note that the three matrices coincide in the special case $m=n$. In practical calculations it is also useful to note that they are related by the formulæ

$$
\begin{align*}
P_{+} P_{+}^{\mathrm{T}} & =P_{+e}  \tag{4.106a}\\
P_{+}^{\mathrm{T}} P_{+} & =P_{+\nu} \tag{4.106b}
\end{align*}
$$

Analogously, one can also define the matrices $P_{-\nu}, P_{-e}$ as

$$
\begin{align*}
P_{-\nu} & \equiv\left(\begin{array}{cc}
\mathbb{O}_{n \times n} & 0 \\
0 & \mathbb{1}_{m \times m}
\end{array}\right),  \tag{4.107a}\\
P_{-e} & \equiv\left(\begin{array}{cc}
\mathbb{O}_{n \times n} & 0 \\
0 & \mathbb{1}_{n \times n}
\end{array}\right) . \tag{4.107b}
\end{align*}
$$

Notice that each pair $P_{+f}, P_{-f}$ forms a complete set of projectors on the two-dimensional Nambu-Gorkov space of each particular $\Psi_{f}$, (4.87), $f=\nu, e$ :

$$
\begin{align*}
P_{ \pm f} P_{ \pm f} & =P_{ \pm f},  \tag{4.108a}\\
P_{ \pm f} P_{\mp f} & =0,  \tag{4.108b}\\
P_{ \pm f}+P_{\mp f} & =1, \tag{4.108c}
\end{align*}
$$

with the right-hand sides of (4.108b), (4.108c) being square matrices of dimensions $n+m$ and $2 n$ for the neutrinos and charged leptons, respectively. We can also "generalize" the Pauli matrix $\sigma_{3}$ :

$$
\begin{equation*}
\sigma_{3 f} \equiv P_{+f}-P_{-f}, \tag{4.109}
\end{equation*}
$$

i.e.,

$$
\begin{align*}
\sigma_{3 \nu} & =\left(\begin{array}{cc}
\mathbb{1}_{n \times n} & 0 \\
0 & -\mathbb{1}_{m \times m}
\end{array}\right),  \tag{4.110a}\\
\sigma_{3 e} & =\left(\begin{array}{cc}
\mathbb{1}_{n \times n} & 0 \\
0 & -\mathbb{1}_{n \times n}
\end{array}\right) . \tag{4.110b}
\end{align*}
$$

The generators $T_{\Psi_{\ell}, \mathrm{em}}$ and $T_{\Psi_{\ell}, Z}$ are again given by the formulæ (4.22) and explicitly come out as

$$
\begin{align*}
T_{\Psi_{\ell}, \mathrm{em}} & =-\frac{g g^{\prime}}{\sqrt{g^{2}+g^{\prime 2}}} \gamma_{5}\left(\begin{array}{cc}
Q_{\nu} \sigma_{3 \nu} & 0 \\
0 & Q_{e} \sigma_{3 e}
\end{array}\right),  \tag{4.111a}\\
T_{\Psi_{\ell}, Z} & =\frac{g^{\prime 2}}{\sqrt{g^{2}+g^{\prime 2}}} \gamma_{5}\left(\begin{array}{cc}
Q_{\nu} \sigma_{3 \nu} & 0 \\
0 & Q_{e} \sigma_{3 e}
\end{array}\right)-\frac{1}{2} \sqrt{g^{2}+g^{\prime 2}} \gamma_{5}\left(\begin{array}{cc}
P_{+\nu} & 0 \\
0 & -P_{+e}
\end{array}\right) . \tag{4.111b}
\end{align*}
$$

Like in the case of quarks, we again, for the sake of later references, mark explicitly the block-diagonal form of the generators $T_{\Psi_{\ell, 3}}, T_{\Psi_{\ell, 4}}$ :

$$
T_{\Psi_{\ell}, a=3,4}=\left(\begin{array}{cc}
T_{\Psi_{\nu, a}} & 0  \tag{4.112}\\
0 & T_{\Psi_{e}, a}
\end{array}\right)
$$

where

$$
\begin{align*}
T_{\Psi_{f}, 3} & \equiv-g \gamma_{5} t_{3 f} P_{+f}  \tag{4.113a}\\
T_{\Psi_{f}, 4} & \equiv-\gamma_{5} g^{\prime} \frac{1}{2} Y_{\ell} P_{+f}+\gamma_{5} g^{\prime} \frac{1}{2} Y_{\nu} P_{-f}  \tag{4.113b}\\
& =g^{\prime} \gamma_{5} t_{3 f} P_{+f}-g^{\prime} \gamma_{5} Q_{f} \sigma_{3 f} \tag{4.113c}
\end{align*}
$$

and analogously of the generators $T_{\Psi_{\ell}, \mathrm{em}}, T_{\Psi_{\ell}, Z}$ :

$$
\begin{align*}
T_{\Psi_{\ell}, \mathrm{em}} & =\left(\begin{array}{cc}
T_{\Psi_{\nu, \mathrm{em}}} & 0 \\
0 & T_{\Psi_{e}, \mathrm{em}}
\end{array}\right)  \tag{4.114a}\\
T_{\Psi_{\ell}, Z} & =\left(\begin{array}{cc}
T_{\Psi_{\nu, Z}} & 0 \\
0 & T_{\Psi_{e}, Z}
\end{array}\right) \tag{4.114b}
\end{align*}
$$

where

$$
\begin{align*}
T_{\Psi_{f}, \mathrm{em}} & \equiv-\frac{g g^{\prime}}{\sqrt{g^{2}+g^{\prime 2}}} \gamma_{5} Q_{f} \sigma_{3 f},  \tag{4.115a}\\
T_{\Psi_{f}, Z} & \equiv \frac{g^{\prime 2}}{\sqrt{g^{2}+g^{\prime 2}}} \gamma_{5} Q_{f} \sigma_{3 f}-\sqrt{g^{2}+g^{\prime 2}} \gamma_{5} t_{3 f} P_{+f} \tag{4.115b}
\end{align*}
$$

Consider now the charged lepton generators $T_{\Psi_{e}, a}$ with $a=3,4$ or $a=\mathrm{em}, Z$. These generators operate on the space of the Nambu-Gorkov doublet $\Psi_{e}$, which is made of the lefthanded and the right-handed charged lepton fields $e_{L}$ and $e_{R}$, respectively. Since the number of components of both $e_{L}$ and $e_{R}$ is the same (i.e., $n$ ), the fields $e_{L}, e_{R}$ can be represented, apart from the Nambu-Gorkov doublet $\Psi_{e}$, also by the field

$$
\begin{equation*}
e \equiv e_{L}+e_{R} \tag{4.116}
\end{equation*}
$$

just like the quarks (cf. formulae (4.66)). It is useful to know the generators $T_{e, a}$ (with $a=3,4$ or $a=\mathrm{em}, Z)$, i.e., the generators $T_{\Psi_{e}, a}$ rewritten in the basis $e$. For this we can make use of the result (D.136) (and generally the results from Sec. D. 4 of appendix (D), stating that

$$
\begin{equation*}
T_{e, a}=\left(P_{L}, P_{R}\right) T_{\Psi_{e}, a}\binom{P_{L}}{P_{R}}, \quad a=3,4 \text { or } a=\mathrm{em}, Z . \tag{4.117}
\end{equation*}
$$

Not surprisingly, the resulting generators $T_{e, a}$ are of the same form as the quark generators $T_{f, a}, f=u, d$, see Eqs. (4.76) and (4.78). Only for the sake of later reference, let us state the generators $T_{e, a}$ explicitly. We have

$$
\begin{align*}
T_{e, 3} & =g t_{3 e} P_{L},  \tag{4.118a}\\
T_{e, 4} & =g^{\prime} \frac{1}{2}\left(Y_{\ell} P_{L}+Y_{e} P_{R}\right)  \tag{4.118b}\\
& =-g^{\prime} t_{3 e} P_{L}+g^{\prime} Q_{e} \tag{4.118c}
\end{align*}
$$

for the $a=3,4$ basis and

$$
\begin{align*}
T_{e, \mathrm{em}} & =\frac{g g^{\prime}}{\sqrt{g^{2}+g^{\prime 2}}} Q_{e}  \tag{4.119a}\\
T_{e, Z} & =-\frac{g^{\prime 2}}{\sqrt{g^{2}+g^{\prime 2}}} Q_{e}+\sqrt{g^{2}+g^{\prime 2}} t_{3 e} P_{L} \tag{4.119b}
\end{align*}
$$

for the $a=\mathrm{em}, Z$ basis.

## Rewriting the lepton number symmetry

The lepton number symmetry $\mathbb{U}(1)_{\ell}$, (4.8), is in the Nambu-Gorkov basis $\Psi_{\ell}$ translated as

$$
\begin{equation*}
\mathbb{U}(1)_{\ell}: \quad \Psi_{\ell} \longrightarrow\left[\Psi_{\ell}\right]^{\prime}=\mathrm{e}^{\mathrm{i} T_{\Psi_{\ell}} \theta} \Psi_{\ell} \tag{4.120}
\end{equation*}
$$

We denote the generator $T_{\Psi_{\ell}}$ for the sake of later references as

$$
T_{\Psi_{\ell}}=\left(\begin{array}{cc}
T_{\Psi_{\nu}} & 0  \tag{4.121}\\
0 & T_{\Psi_{\nu}}
\end{array}\right)
$$

where $T_{\Psi_{\nu}}$ and $T_{\Psi_{e}}$ are of course the same

$$
\begin{align*}
& T_{\Psi_{\nu}}=-\gamma_{5} \sigma_{3} Q_{\ell},  \tag{4.122a}\\
& T_{\Psi_{e}}=-\gamma_{5} \sigma_{3} Q_{\ell} . \tag{4.122b}
\end{align*}
$$

## Rewriting of the Yukawa interactions

The lepton part (4.10b) of the Yukawa interactions (4.9) is rewritten in terms of $\Phi$ and $\Psi_{\ell}$ as

$$
\begin{align*}
\mathcal{L}_{\text {Yukawa }, \ell} & =\frac{1}{2} \bar{\Psi}_{\ell} \bar{Y}_{\Psi_{\ell}} \Psi_{\ell} \Phi  \tag{4.123a}\\
& =\frac{1}{2} \Phi^{\dagger} \bar{\Psi}_{\ell} Y_{\ell} \Psi_{\ell} \tag{4.123b}
\end{align*}
$$

with the coupling constant $Y_{\Psi_{\ell}}$ being again, similarly as the quark coupling constant $Y_{q}$, an 8 -plet, being contracted in (4.123) with the 8 -plet $\Phi$. In contrast to quarks, however, the entries of $Y_{\Psi_{\ell}}$ are this time not $2 \times 2$, but rather $4 \times 4$ matrices in the space of the field $\Psi_{\ell}$. We can write $Y_{\Psi_{\ell}}$ as

$$
Y_{\Psi_{\ell}}=\left(\begin{array}{c}
Y_{\Psi_{\ell, S N}}  \tag{4.124}\\
\bar{Y}_{\Psi_{\ell}, S N}^{T_{\Phi}} \\
Y_{\Psi_{\ell, S}} \\
Y_{\Psi_{\ell, N}}
\end{array}\right) .
$$

The block $Y_{\Psi_{\ell}, S N}$ is given explicitly as

$$
Y_{\Psi_{\ell}, S N}=\binom{\left(\begin{array}{cc|cc}
0 & 0 & 0 & y_{e}^{*} P_{L}  \tag{4.125a}\\
0 & 0 & -\tilde{y}_{\nu}^{\mathrm{T}} P_{R} & 0 \\
\hline 0 & -\tilde{y}_{\nu} P_{R} & 0 & 0 \\
y_{e}^{\dagger} P_{L} & 0 & 0 & 0
\end{array}\right)}{\left(\begin{array}{cc|cc}
0 & 0 & 0 & \tilde{y}_{e}^{*} P_{L} \\
0 & 0 & y_{\nu}^{\mathrm{T}} P_{R} & 0 \\
\hline 0 & y_{\nu} P_{R} & 0 & 0 \\
\tilde{y}_{e}^{\dagger} P_{L} & 0 & 0 & 0
\end{array}\right)},
$$

so that $Y_{\Psi_{\ell}, S N}^{\mathrm{T}_{\Phi}}$ reads

$$
Y_{\Psi_{\ell}, S N}^{\mathrm{T}_{\Phi}}=\left(\begin{array}{cc|cc}
0 & 0 & 0 & y_{e} P_{R}  \tag{4.125b}\\
0 & 0 & -\tilde{y}_{\nu}^{\dagger} P_{L} & 0 \\
\hline 0 & -\tilde{y}_{\nu}^{*} P_{L} & 0 & 0 \\
y_{e}^{\mathrm{T}} P_{R} & 0 & 0 & 0
\end{array}\right) .
$$

The remaining blocks are given as

$$
\left.\begin{array}{rl}
Y_{\Psi_{\ell}, S} & =\left(\begin{array}{cc|cc}
0 & \tilde{y}_{\nu} P_{R} & 0 & 0 \\
\tilde{y}_{\nu}^{\mathrm{T}} P_{R} & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & y_{e}^{*} P_{L} \\
0 & 0 & y_{e}^{\dagger} P_{L} & 0
\end{array}\right) \\
\left(\begin{array}{cc|cc}
0 & \tilde{y}_{\nu}^{*} P_{L} & 0 & 0 \\
\tilde{y}_{\nu}^{\dagger} P_{L} & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & y_{e} P_{R} \\
0 & 0 & y_{e}^{\mathrm{T}} P_{R} & 0
\end{array}\right) \tag{4.125d}
\end{array}\right),
$$

and since they satisfy

$$
\begin{align*}
Y_{\Psi_{\ell, S}} & =\sigma_{1} \bar{Y}_{\Psi_{\ell, S}}^{\mathrm{T}_{\Phi}},  \tag{4.126a}\\
Y_{\Psi_{\ell, N}} & =\sigma_{1} \bar{Y}_{\Psi_{\ell, N}}^{\mathrm{T}_{\Phi}}, \tag{4.126b}
\end{align*}
$$

the whole $Y_{\Psi_{\ell}}$ satisfies, similarly to the quark case, the relation

$$
\begin{equation*}
Y_{\Psi_{\ell}}=\Sigma_{1} \bar{Y}_{\Psi_{\ell}}^{\mathrm{T}_{\Phi}} . \tag{4.127}
\end{equation*}
$$

In addition, there is also the relation

$$
\begin{equation*}
Y_{\Psi_{\ell}}=Y_{\Psi_{\ell}}^{\mathrm{cT}_{\Phi}} \tag{4.128}
\end{equation*}
$$

which is a consequence of the Majorana nature of $\Psi_{\ell}$. Therefore there is no analogue of this relation for the quarks. For the sake of completeness we have again included in (4.125) also the coupling constants $\tilde{y}_{\nu}, \tilde{y}_{e}$ from (4.15b), which we actually assume to be vanishing due to the symmetry (4.19): $\tilde{y}_{\nu}=0, \tilde{y}_{e}=0$.

### 4.3 Summary

We have considered an $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ gauge theory equipped with $n$ generations of the SM fermions (i.e., the left-handed quark and lepton doublets $q_{L}$ and $\ell_{L}$ and the right-handed quark and charged lepton singlets $u_{R}, d_{R}$ and $e_{R}$ ). We have enhanced this theory with $m$ right-handed neutrino singlets $\nu_{R}$, allowing for the gauge-invariant Majorana mass term (4.7).

Moreover, we introduced two scalar doublets $S$ and $N$ with opposite hypercharges $\pm 1$. The bare masses squared of these scalars are assumed to be positive, in contrast to the usual Higgs scalar doublet. Also, again in contrast to the SM, we neglected the scalar self-interactions.

However, the Yukawa interactions (though in the form somewhat constrained by the imposed discrete symmetry $\mathcal{P}_{\text {down }}$, (4.19)) were kept, as they will be of vital importance for the quest of spontaneous symmetry breaking in chapter 6,

Most of the chapter was dedicated to the reparameterization of the theory in terms of the new degrees of freedom. Namely, instead of using the scalar $(S, N)$, quark ( $q_{L}, u_{R}, d_{R}$ ) and lepton $\left(\ell_{L}, \nu_{R}, e_{R}\right)$ irreducible representations of $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$, we introduced new fields $\Phi, q$ and $\ell$, in terms of which we have rewritten the gauge interactions (i.e., basically the symmetry generators) and the Yukawa interactions.

## Chapter 5

## Ansätze for propagators

Our strategy of demonstrating the SSB in the next chapter will be to find its manifestation in the sector of fermion and scalar propagators. In other words, we will look for symmetrybreaking parts of those propagators. For that purpose it will be sufficient to probe only a subset of all possible propagators, i.e., to restrict to some Ansatz for the propagators. This chapter is dedicated to finding such Ansatz.

### 5.1 Strategy

In constructing the Ansätze for propagators we will above all make sure carefully that it will not break the sacred electromagnetic invariance. Apart from this rather obligatory requirement we will follow also two optional criteria, whose aim is rather to simplify the calculations as much as possible while keeping present the most essential physical properties of our pattern of the SSB:

First, we will consider only those self-energies that break the symmetry and will neglect the symmetry-preserving self-energies. We can do this, since we wish only to demonstrate the viability of the SSB and do not pretend to make any phenomenological predictions. Moreover, from the technical point of view, it will be convenient to consider only the symmetry-breaking self-energies since by general arguments we know that they must be UV-finite.

Second, we will also neglect those self-energies (though symmetry-breaking) that renormalize the wave function. This is because we concentrate here mainly on the effects of the SSB on the particle spectrum. The renormalization of the kinetic terms, though finite, is therefore not of much interest from our adopted point of view. Nevertheless, we will, just for curiosity, separately write down explicitly the SD equations for such self-energies and show that they really come out finite, as they should.

The finial, rather minor guiding principle for determining the Ansatz will be anticipating the Hartree-Fock approximation of the SD equations, to be introduced only in the next chapter 6. This will in fact apply only to the scalars. It will turn out that some of the scalar self-energies, even though symmetry-breaking and not renormalizing the kinetic terms, will be vanishing in the one-loop, Hartree-Fock approximation. We will therefore set them to zero from the very beginning, just in order to make the intermediate formulæ as simple and tractable as possible.

### 5.2 Scalars

### 5.2.1 Notation for propagators

The scalar self-energy $\Pi_{\Phi}$ is defined as the difference

$$
\begin{equation*}
\Pi_{\Phi} \equiv D_{\Phi}^{-1}-G_{\Phi}^{-1} \tag{5.1}
\end{equation*}
$$

between the inverse free propagator $D_{\Phi}$ and the inverse full propagator $G_{\Phi}$,

$$
\begin{align*}
\mathrm{i} D_{\Phi} & =\left\langle\Phi \Phi^{\dagger}\right\rangle_{0}  \tag{5.2}\\
\mathrm{i} G_{\Phi} & =\left\langle\Phi \Phi^{\dagger}\right\rangle \tag{5.3}
\end{align*}
$$

Since the original scalar doublets $S, N$ have hard masses $M_{S}, M_{N}$, respectively, the free propagator $D_{\Phi}$ is given by

$$
\begin{equation*}
D_{\Phi}=\operatorname{diag}\left(D_{S}^{0}, D_{N}^{0}, D_{S}^{0}, D_{N}^{0}, D_{S}^{0}, D_{S}^{0}, D_{N}^{0}, D_{N}^{0}\right) \tag{5.4}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{S}^{0} \equiv \frac{1}{p^{2}-M_{S}^{2}}, \quad D_{N}^{0} \equiv \frac{1}{p^{2}-M_{N}^{2}} \tag{5.5}
\end{equation*}
$$

We will now construct an appropriate Ansatz for $\Pi_{\Phi}$ by following the philosophy outlined above.

### 5.2.2 General form of the self-energy

First, recall that since the Nambu-Gorkov field $\Phi$ satisfies the condition (4.40), there is the non-trivial condition (4.45) for the full propagator $G_{\Phi}$. Since the free propagator (5.4) satisfies this condition too (it must, as being just a special case of the full propagator in the case of no interactions), the self-energy (5.1) must satisfy it as well:

$$
\begin{equation*}
\Pi_{\Phi}=\Sigma_{1} \Pi_{\Phi}^{\mathrm{T}} \Sigma_{1} \tag{5.6}
\end{equation*}
$$

with $\Sigma_{1}$ given by (4.41). This is the first, most basic requirement on $\Pi_{\Phi}$.
Further, we demand that the $\mathbb{U}(1)_{\mathrm{em}}$ is preserved by the scalar self-energy $\Pi_{\Phi}$. That is to say, we demand that 1

$$
\begin{equation*}
\left[\Pi_{\Phi}, T_{\Phi, \mathrm{em}}\right]=0 \tag{5.7}
\end{equation*}
$$

with the electromagnetic generator $T_{\Phi, \text { em }}$ given by (4.62a).
Moreover, we want rather for technical reasons the self-energy $\Pi_{\Phi}$ to be Hermitian:

$$
\begin{equation*}
\Pi_{\Phi}=\Pi_{\Phi}^{\dagger} \tag{5.8}
\end{equation*}
$$

Apart from obviously convenient reduction of the number of independent parts of $\Pi_{\Phi}$ this condition will later on ensure that the masses squared of the scalars bosons will be real.

The three conditions (5.6), (5.7), (5.8) constrain the $\Pi_{\Phi}$ to have the form

$$
\Pi_{\Phi}=\left(\begin{array}{cc}
\Pi_{\Phi^{(+)}} & 0  \tag{5.9}\\
0 & \Pi_{\Phi^{(0)}}
\end{array}\right)
$$

[^22]where
\[

$$
\begin{align*}
\boldsymbol{\Pi}_{\Phi^{(+)}} & \equiv\left(\begin{array}{cc}
A & 0 \\
0 & A^{\mathrm{T}}
\end{array}\right)  \tag{5.10a}\\
\boldsymbol{\Pi}_{\Phi^{(0)}} & \equiv\left(\begin{array}{cc}
C & E \\
E^{\dagger} & D
\end{array}\right) \tag{5.10b}
\end{align*}
$$
\]

with

$$
\begin{align*}
A & \equiv\left(\begin{array}{ll}
A_{1} & A_{2} \\
A_{2}^{*} & A_{3}
\end{array}\right)  \tag{5.11a}\\
C & \equiv\left(\begin{array}{ll}
C_{1} & C_{2} \\
C_{2}^{*} & C_{1}
\end{array}\right)  \tag{5.11b}\\
D & \equiv\left(\begin{array}{ll}
D_{1} & D_{2} \\
D_{2}^{*} & D_{1}
\end{array}\right)  \tag{5.11c}\\
E & \equiv\left(\begin{array}{ll}
E_{1} & E_{2} \\
E_{2}^{*} & E_{1}^{*}
\end{array}\right) \tag{5.11d}
\end{align*}
$$

Here the numbers $A_{1}, A_{3}, C_{1}, D_{1}$ and $A_{2}, C_{2}, D_{2}, E_{1}, E_{2}$ are real and complex functions of $p^{2}$, respectively.

### 5.2.3 Symmetry constraints

Not all of the functions $A_{i}, C_{i}, D_{i}, E_{i}$, however, break the symmetry. Some of them (or some linear combination(s) of them) may preserve it. Let us now check it.

## The $T_{\Phi, Z}$ generator

Let us start with the symmetry associated with the generator $T_{\Phi, Z}$, (4.62b). Its breaking induced by the scalar self-energy $\Pi_{\Phi}$ is measured by the commutator $\left[\Pi_{\Phi}, T_{\Phi, Z}\right]$. Due to the block-diagonal structure of $T_{\Phi, Z}$ we have

$$
\left[\boldsymbol{\Pi}_{\Phi}, T_{\Phi, Z}\right]=\left(\begin{array}{cc}
{\left[\boldsymbol{\Pi}_{\Phi^{(+)}}, T_{\Phi^{(+)}, Z}\right]} & 0  \tag{5.12}\\
0 & {\left[\boldsymbol{\Pi}_{\Phi^{(0)}}, T_{\Phi^{(0)}, Z}\right]}
\end{array}\right)
$$

with $T_{\Phi^{(+)}, Z}, T_{\Phi^{(0)}, Z}$ given by (4.64).
For the first commutator $\left[\boldsymbol{\Pi}_{\Phi^{(+)}}, T_{\Phi^{(+), Z}}\right]$ we have immediately

$$
\begin{equation*}
\left[\Pi_{\Phi^{(+)}}, T_{\Phi^{(+), Z}}\right]=0 \tag{5.13}
\end{equation*}
$$

Vanishing of $\left[\Pi_{\Phi^{(+)}}, T_{\Phi^{(+)}, Z}\right]$ is in fact due to the requirement of the electromagnetic invariance, since the generator $T_{\Phi^{(+), Z}}$, (4.64a), is proportional to its electromagnetic counterpart $T_{\Phi^{(+)}, \mathrm{em}}$, (4.63a).

More interesting is the second commutator $\left[\Pi_{\Phi^{(0)}}, T_{\Phi^{(0)}, Z}\right]$. Explicit calculation reveals

$$
\left[\boldsymbol{\Pi}_{\Phi^{(0)}}, T_{\Phi^{(0)}, Z}\right]=\frac{1}{2} \sqrt{g^{2}+g^{\prime 2}}\left(\begin{array}{cc}
-\left[C, \sigma_{3}\right] & \left\{E, \sigma_{3}\right\}  \tag{5.14}\\
-\left\{E^{\dagger}, \sigma_{3}\right\} & {\left[D, \sigma_{3}\right]}
\end{array}\right)
$$

with the particular (anti)commutators

$$
\begin{align*}
{\left[C, \sigma_{3}\right] } & =2\left(\begin{array}{cc}
0 & -C_{2} \\
C_{2}^{*} & 0
\end{array}\right)  \tag{5.15a}\\
{\left[D, \sigma_{3}\right] } & =2\left(\begin{array}{cc}
0 & -D_{2} \\
D_{2}^{*} & 0
\end{array}\right)  \tag{5.15b}\\
\left\{E, \sigma_{3}\right\} & =2\left(\begin{array}{cc}
E_{1} & 0 \\
0 & E_{1}^{*}
\end{array}\right) \tag{5.15c}
\end{align*}
$$

Therefore, we conclude that from the nine self-energies $A_{1}, A_{3}, C_{1}, D_{1}, A_{2}, C_{2}, D_{2}, E_{1}, E_{2}$ only the three $C_{2}, D_{2}, E_{1}$ break the symmetry associated with the generator $T_{\Phi, Z}$.

## The $T_{\Phi, 1}, T_{\Phi, 2}$ generators

We can calculate similarly also the commutators of $\Pi_{\Phi}$ with the generators $T_{\Phi, 1}, T_{\Phi, 2}$, (4.59a), and arrive at

$$
\left[\boldsymbol{\Pi}_{\Phi}, T_{\Phi, a=1,2}\right]=\left(\begin{array}{cc}
0 & X_{a}  \tag{5.16}\\
-X_{a}^{\dagger} & 0
\end{array}\right)
$$

with $X_{a}$ given by

$$
\begin{equation*}
X_{a}=\Pi_{\Phi^{(+)}} \mathcal{T}_{a}-\mathcal{T}_{a} \Pi_{\Phi^{(0)}} \tag{5.17}
\end{equation*}
$$

Noting the definitions (4.60) of $\mathcal{T}_{a}$, we find

$$
X_{1}=\frac{1}{2} g\left(\begin{array}{cc|cc}
\left(A_{1}-C_{1}\right) & -C_{2} & -E_{1} & -\left(A_{2}+E_{2}\right)  \tag{5.18a}\\
\left(A_{2}+E_{2}\right)^{*} & E_{1} & D_{2}^{*} & -\left(A_{3}-D_{1}\right) \\
\hline C_{2}^{*} & -\left(A_{1}-C_{1}\right) & \left(A_{2}+E_{2}\right)^{*} & E_{1}^{*} \\
-E_{1}^{*} & -\left(A_{2}+E_{2}\right) & \left(A_{3}-D_{1}\right) & -D_{2}
\end{array}\right)
$$

and

$$
\begin{equation*}
X_{2}=-\mathrm{i} \sigma_{3} X_{1} \tag{5.18b}
\end{equation*}
$$

In expression (5.18b) for $X_{2}$ we have used the relation (4.61). Thus, we conclude that the self-energies $C_{2}, D_{2}, E_{1}$ separately break the invariance. Of the remaining six self-energies $A_{1}$, $A_{3}, C_{1}, D_{1}, A_{2}, E_{2}$ only the combinations

$$
\begin{align*}
& A_{1}-C_{1},  \tag{5.19a}\\
& A_{3}-D_{1},  \tag{5.19b}\\
& A_{2}+E_{2} \tag{5.19c}
\end{align*}
$$

break the generators $T_{\Phi, 1}, T_{\Phi, 2}$, while the combinations

$$
\begin{align*}
& A_{1}+C_{1},  \tag{5.20a}\\
& A_{3}+D_{1},  \tag{5.20b}\\
& A_{2}-E_{2} \tag{5.20c}
\end{align*}
$$

leave them invariant.

## The discrete $\mathcal{P}_{\text {down }}$ symmetry

Furthermore, recall that apart from the continuous symmetry $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ there is also the discrete symmetry $\mathcal{P}_{\text {down }}$, (4.19), acting on the scalar doublets $S, N$ as

$$
\begin{array}{lrl}
\mathcal{P}_{\text {down }}: & S \longrightarrow[S]^{\prime}=-S \\
\mathcal{P}_{\text {down }}: & N \longrightarrow[N]^{\prime}=+N \tag{5.21b}
\end{array}
$$

For the individual blocks $A, C, D, E$ of $\Pi$ we have therefore

$$
\begin{align*}
{\left[A, \mathcal{P}_{\text {down }}\right] } & =2\left(\begin{array}{cc}
0 & A_{2} \\
A_{2}^{*} & 0
\end{array}\right)  \tag{5.22a}\\
{\left[C, \mathcal{P}_{\text {down }}\right] } & =0  \tag{5.22b}\\
{\left[D, \mathcal{P}_{\text {down }}\right] } & =0  \tag{5.22c}\\
{\left[E, \mathcal{P}_{\text {down }}\right] } & =2 E \tag{5.22d}
\end{align*}
$$

The "commutators" in (5.22) are defined as

$$
\begin{equation*}
\left[X, \mathcal{P}_{\mathrm{down}}\right] \equiv X-[X]^{\prime}, \tag{5.23}
\end{equation*}
$$

where $[X]^{\prime}$ is transformation of $X$ under $\mathcal{P}_{\text {down }}$. Therefore we see, in particular, that the functions $A_{2}$ and $E_{2}$ do break the $\mathcal{P}_{\text {down }}$ symmetry separately, which is to be compared with the previous result that only the combination $A_{2}+E_{2}$ breaks the $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ symmetry, while the combination $A_{2}-E_{2}$ preserves it.

## Elimination of $E$

Now, as we know which of the functions $A_{i}, C_{i}, D_{i}, E_{i}$, or their linear combinations do break the symmetries of the Lagrangian and which not, we can proceed to the construction of the Ansatz. We have seen that all functions, but the combinations $A_{1}+C_{1}$ and $A_{3}+D_{1}$, break at least a part of the full symmetry $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}} \times \mathcal{P}_{\text {down }}$. Since the symmetry-preserving combinations contain the perturbative and hence potentially UV-divergent contributions, we will not consider them in our Ansatz and set

$$
\begin{align*}
& A_{1}+C_{1}=0  \tag{5.24a}\\
& A_{3}+D_{1}=0 \tag{5.24b}
\end{align*}
$$

Now all of the other functions, as being symmetry-breaking and hence UV-finite, should be in principle included into the Ansatz. However, for various reason we will neglect also some of these symmetry-breaking functions. First of all, we set $E=0$ :

$$
\begin{align*}
& E_{1}=0,  \tag{5.25a}\\
& E_{2}=0 \tag{5.25b}
\end{align*}
$$

There are two reason for doing that. The first reason is rather pragmatic: If $E=0$, then the matrix $\Pi_{\Phi^{(0)}}$, (5.10b), has a block-diagonal form with the non-vanishing blocks $C, D$ being $2 \times 2$ matrices. Recall that the self-energy $\Pi_{\Phi(+)}$, (5.10a), has already the same block-diagonal form too. Now since the free propagator $D_{\Phi}$, (5.4), is a diagonal matrix, the full propagator $G_{\Phi}$ has consequently the same block structure as the self-energy $\Pi_{\Phi}$, i.e., it consists of four $2 \times 2$ blocks on the diagonal. The point is that each of these blocks is calculated from the self-energy
by taking inverse of a $2 \times 2$ matrix, which is of course much easier than taking inverse of a $4 \times 4$ matrix (which would be inevitable if $E \neq 0$ ).

Second reason for setting $E=0$ actually anticipates what we will discuss only in the next chapter. Likewise in chapter 3 on the Abelian toy model, we will also here study the dynamics using the SD equations, derived from the CJT effective potential. And also likewise in the Abelian toy model, we will approximate the CJT effective potential by the single oneloop diagram, i.e., we will use the Hartree-Fock approximation. However, as we will show explicitly later, it turns out that in this approximation the SD equations for $E$ are vanishing, and consequently in one loop we have indeed $E=0$. Only at two loops there would be a non-vanishing contribution to $E$.

### 5.2.4 Refining the notation

Now when we have set $E=0$, it is convenient to change slightly our denotations. We rename the non-vanishing self-energy blocks as

$$
\begin{align*}
A & \equiv \Pi_{\Phi_{S N}}  \tag{5.26a}\\
C & \equiv \Pi_{\Phi_{S}}  \tag{5.26b}\\
D & \equiv \Pi_{\Phi_{N}} \tag{5.26c}
\end{align*}
$$

so that the self-energies $\boldsymbol{\Pi}_{\Phi}(+)$ and $\boldsymbol{\Pi}_{\Phi(0)}$ now read

$$
\begin{align*}
\boldsymbol{\Pi}_{\Phi^{(+)}} & =\left(\begin{array}{cc}
\boldsymbol{\Pi}_{\Phi_{S N}} & 0 \\
0 & \Pi_{\Phi_{S N}}^{\mathrm{T}}
\end{array}\right)  \tag{5.27a}\\
\boldsymbol{\Pi}_{\Phi^{(0)}} & =\left(\begin{array}{cc}
\boldsymbol{\Pi}_{\Phi_{S}} & 0 \\
0 & \Pi_{\Phi_{N}}
\end{array}\right) . \tag{5.27b}
\end{align*}
$$

The full propagator $G_{\Phi}$ has the form

$$
G_{\Phi}=\left(\begin{array}{cc}
G_{\Phi(+)} & 0  \tag{5.28}\\
0 & G_{\Phi(0)}
\end{array}\right)
$$

with

$$
\begin{align*}
G_{\Phi(+)} & =\left(\begin{array}{cc}
G_{\Phi_{S N}} & 0 \\
0 & G_{\Phi_{S N}}^{\mathrm{T}}
\end{array}\right),  \tag{5.29a}\\
G_{\Phi^{(0)}} & =\left(\begin{array}{cc}
G_{\Phi_{S}} & 0 \\
0 & G_{\Phi_{N}}
\end{array}\right) . \tag{5.29b}
\end{align*}
$$

The particular propagators $G_{\Phi_{S N}}, G_{\Phi_{S}}, G_{\Phi_{N}}$ are given in terms of the self-energies $\Pi_{\Phi_{S N}}, \Pi_{\Phi_{S}}$, $\Pi_{\Phi_{N}}$ as

$$
\begin{align*}
G_{\Phi_{S N}} & =\left[\left(\begin{array}{cc}
p^{2}-M_{S}^{2} & 0 \\
0 & p^{2}-M_{N}^{2}
\end{array}\right)-\boldsymbol{\Pi}_{\Phi_{S N}}\right]^{-1}  \tag{5.30a}\\
G_{\Phi_{S}} & =\left[\left(\begin{array}{cc}
p^{2}-M_{S}^{2} & 0 \\
0 & p^{2}-M_{S}^{2}
\end{array}\right)-\boldsymbol{\Pi}_{\Phi_{S}}\right]^{-1}  \tag{5.30b}\\
G_{\Phi_{N}} & =\left[\left(\begin{array}{cc}
p^{2}-M_{N}^{2} & 0 \\
0 & p^{2}-M_{N}^{2}
\end{array}\right)-\boldsymbol{\Pi}_{\Phi_{N}}\right]^{-1} \tag{5.30c}
\end{align*}
$$

Here we can see explicitly what was mentioned above: If the block $E$ was not assumed to be vanishing, the propagator $G^{(0)}$ could not be written in the convenient block-diagonal form (5.29b).

Also, in order to be in accordance with Ref. [58], we rename the functions $A_{2}, C_{2}, D_{2}$ as

$$
\begin{align*}
A_{2} & \equiv \Pi_{S N},  \tag{5.31a}\\
C_{2} & \equiv \Pi_{S},  \tag{5.31b}\\
D_{2} & \equiv \Pi_{N} \tag{5.31c}
\end{align*}
$$

Furthermore, we denote the symmetry-breaking combinations (5.19a), (5.19b) as

$$
\begin{align*}
A_{1}-C_{1} & \equiv 2 A_{S},  \tag{5.32a}\\
A_{3}-D_{1} & \equiv 2 A_{N}, \tag{5.32b}
\end{align*}
$$

The self-energies $\Pi_{\Phi_{S N}}, \Pi_{\Phi_{S}}, \Pi_{\Phi_{N}}$ therefore read

$$
\begin{align*}
\Pi_{\Phi_{S N}} & =\left(\begin{array}{cc}
A_{S} & \Pi_{S N} \\
\Pi_{S N}^{*} & A_{N}
\end{array}\right)  \tag{5.33a}\\
\Pi_{\Phi_{S}} & =\left(\begin{array}{cc}
-A_{S} & \Pi_{S} \\
\Pi_{S}^{*} & -A_{S}
\end{array}\right)  \tag{5.33b}\\
\Pi_{\Phi_{N}} & =\left(\begin{array}{cc}
-A_{N} & \Pi_{N} \\
\Pi_{N}^{*} & -A_{N}
\end{array}\right) . \tag{5.33c}
\end{align*}
$$

Plugging these self-energies into the expressions (5.30) for the full propagators, we arrive at

$$
G_{\Phi_{S N}}=\frac{1}{\left(p^{2}-M_{S}^{2}-A_{S}\right)\left(p^{2}-M_{N}^{2}-A_{N}\right)-\left|\Pi_{S N}\right|^{2}}\left(\begin{array}{cc}
p^{2}-M_{N}^{2}-A_{N} & \Pi_{S N} \\
\Pi_{S N}^{*} & p^{2}-M_{S}^{2}-A_{S}
\end{array}\right),
$$

$$
G_{\Phi_{S}}=\frac{1}{\left(p^{2}-M_{S}^{2}+A_{S}\right)^{2}-\left|\Pi_{S}\right|^{2}}\left(\begin{array}{cc}
p^{2}-M_{S}^{2}+A_{S} & \Pi_{S}  \tag{5.34a}\\
\Pi_{S}^{*} & p^{2}-M_{S}^{2}+A_{S}
\end{array}\right)
$$

$$
G_{\Phi_{N}}=\frac{1}{\left(p^{2}-M_{N}^{2}+A_{N}\right)^{2}-\left|\Pi_{N}\right|^{2}}\left(\begin{array}{cc}
p^{2}-M_{N}^{2}+A_{N} & \Pi_{N}  \tag{5.34b}\\
\Pi_{N}^{*} & p^{2}-M_{N}^{2}+A_{N}
\end{array}\right) .
$$

### 5.2.5 Wave function renormalization self-energies

The self-energy Ansatz (5.33), with five symmetry-breaking functions $\Pi_{S N}, \Pi_{S}, \Pi_{N}, A_{S}, A_{N}$, is still quite complicated. One could ask whether it is possible to simplify it by neglecting some of the five functions, while keeping present the most significant features of the resulting scalar spectrum.

Consider the scalar spectrum, which is obtained as poles of the full propagator. From the three particular propagators (5.34) we have altogether six pole equations:

$$
\begin{align*}
p^{2} & =\frac{M_{S}^{2}+A_{S}}{2}+\frac{M_{N}^{2}+A_{N}}{2} \pm \sqrt{\left(\frac{M_{S}^{2}+A_{S}}{2}-\frac{M_{N}^{2}+A_{N}}{2}\right)^{2}+\left|\Pi_{S N}\right|^{2}},  \tag{5.35a}\\
p^{2} & =M_{S}^{2}-A_{S} \pm\left|\Pi_{S}\right|  \tag{5.35b}\\
p^{2} & =M_{N}^{2}-A_{N} \pm\left|\Pi_{N}\right| \tag{5.35c}
\end{align*}
$$

Recall that all the quantities $\Pi_{S N}, \Pi_{S}, \Pi_{N}, A_{S}, A_{N}$ are functions of $p^{2}$.

The first equation (5.35a) (which is actually two equations, thanks to the " $\pm$ " option) says that as a result of the SSB the original two charged fields $S^{(+)}$and $N^{(-) \dagger}$ with the respective masses $M_{S}$ and $M_{N}$ mix into two new charged fields with masses given by the pole equation(s) (5.35a).

More interesting are the other two equations, (5.35b) and (5.35c). For the sake of definiteness let us focus on the former one, (5.35b), as the latter one, ( 5.35 c ), is completely analogous. As discussed already on a similar example in chapter 3, the equation (5.35b) (comprising again actually two equations) describes mixing between the two complex fields $S^{(0)}$ and $S^{(0) \dagger}$ with the same bare masses $M_{S}$, resulting into two new real fields with different masses. Clearly, this mass splitting is proportional to $\Pi_{S}$, as for the case $\Pi_{S}=0$ the two equations (5.35b) would coincide. If on the other hand $A_{S}=0$, the mass splitting is still present. In fact, $A_{S}$ serves only as a finite renormalization of the bare mass $M_{S}$, with no impact on the interesting phenomenon of mass splitting. Therefore we will neglect in our Ansatz the function $A_{S}$, as well as on the basis of the same arguments also the function $A_{N}$ :

$$
\begin{align*}
& A_{S}=0  \tag{5.36a}\\
& A_{N}=0 \tag{5.36b}
\end{align*}
$$

### 5.2.6 Final form of the Ansatz

We can now state the final form of the Ansatz. The scalar self-energy $\Pi_{\Phi}$ is given by

$$
\boldsymbol{\Pi}_{\Phi}=\left(\begin{array}{cccc}
\boldsymbol{\Pi}_{\Phi_{S N}} & 0 & 0 & 0  \tag{5.37}\\
0 & \boldsymbol{\Pi}_{\Phi_{S N}}^{\mathrm{T}} & 0 & 0 \\
0 & 0 & \Pi_{\Phi_{S}} & 0 \\
0 & 0 & 0 & \boldsymbol{\Pi}_{\Phi_{N}}
\end{array}\right)
$$

where

$$
\begin{align*}
\Pi_{\Phi_{S N}} & =\left(\begin{array}{cc}
0 & \Pi_{S N} \\
\Pi_{S N}^{*} & 0
\end{array}\right)  \tag{5.38a}\\
\Pi_{\Phi_{S}} & =\left(\begin{array}{cc}
0 & \Pi_{S} \\
\Pi_{S}^{*} & 0
\end{array}\right)  \tag{5.38b}\\
\Pi_{\Phi_{N}} & =\left(\begin{array}{cc}
0 & \Pi_{N} \\
\Pi_{N}^{*} & 0
\end{array}\right) \tag{5.38c}
\end{align*}
$$

This corresponds to the full propagator $G_{\Phi}$ of the form

$$
G_{\Phi}=\left(\begin{array}{cccc}
G_{\Phi_{S N}} & 0 & 0 & 0  \tag{5.39}\\
0 & G_{\Phi_{S N}}^{\mathrm{T}} & 0 & 0 \\
0 & 0 & G_{\Phi_{S}} & 0 \\
0 & 0 & 0 & G_{\Phi_{N}}
\end{array}\right)
$$

where the particular propagators are given by

$$
\begin{align*}
G_{\Phi_{S N}} & =\frac{1}{\left(p^{2}-M_{S}^{2}\right)\left(p^{2}-M_{N}^{2}\right)-\left|\Pi_{S N}\right|^{2}}\left(\begin{array}{cc}
p^{2}-M_{N}^{2} & \Pi_{S N} \\
\Pi_{S N}^{*} & p^{2}-M_{S}^{2}
\end{array}\right)  \tag{5.40a}\\
G_{\Phi_{S}} & =\frac{1}{\left(p^{2}-M_{S}^{2}\right)^{2}-\left|\Pi_{S}\right|^{2}}\left(\begin{array}{cc}
p^{2}-M_{S}^{2} & \Pi_{S} \\
\Pi_{S}^{*} & p^{2}-M_{S}^{2}
\end{array}\right)  \tag{5.40b}\\
G_{\Phi_{N}} & =\frac{1}{\left(p^{2}-M_{N}^{2}\right)^{2}-\left|\Pi_{N}\right|^{2}}\left(\begin{array}{cc}
p^{2}-M_{N}^{2} & \Pi_{N} \\
\Pi_{N}^{*} & p^{2}-M_{N}^{2}
\end{array}\right) \tag{5.40c}
\end{align*}
$$

The pole equations (5.35) reduce to

$$
\begin{align*}
p^{2} & =\frac{M_{S}^{2}+M_{N}^{2}}{2} \pm \sqrt{\left(\frac{M_{S}^{2}-M_{N}^{2}}{2}\right)^{2}+\left|\Pi_{S N}\right|^{2}}  \tag{5.41a}\\
p^{2} & =M_{S}^{2} \pm\left|\Pi_{S}\right|  \tag{5.41b}\\
p^{2} & =M_{N}^{2} \pm\left|\Pi_{N}\right| \tag{5.41c}
\end{align*}
$$

Finally, in order to make formulæ more compact, it is convenient to introduce the notation

$$
\begin{align*}
D_{S N} & \equiv \frac{1}{\left(p^{2}-M_{S}^{2}\right)\left(p^{2}-M_{N}^{2}\right)-\left|\Pi_{S N}\right|^{2}}  \tag{5.42a}\\
D_{S} & \equiv \frac{1}{\left(p^{2}-M_{S}^{2}\right)^{2}-\left|\Pi_{S}\right|^{2}}  \tag{5.42b}\\
D_{N} & \equiv \frac{1}{\left(p^{2}-M_{N}^{2}\right)^{2}-\left|\Pi_{N}\right|^{2}} \tag{5.42c}
\end{align*}
$$

for the fractions figuring in the expressions (5.40) for the full propagators.
For the sake of later references, we state here explicitly the Feynman rules for the propagators. The Feynman rules for the self-energies (5.31) read

$$
\begin{align*}
& \left\langle S^{(0)} S^{(0)}\right\rangle_{1 \mathrm{PI}}=-S^{(0)} \longrightarrow S^{(0)}-\quad=-\mathrm{i} \Pi_{S},  \tag{5.43a}\\
& \left\langle N^{(0)} N^{(0)}\right\rangle_{1 \text { PI }}=-->N^{(0)}-\quad N^{(0)}-\mathrm{i} \Pi_{N},  \tag{5.43b}\\
& \left\langle S^{(+)} N^{(-)}\right\rangle_{1 \mathrm{PI}}=-S^{(+)} \longrightarrow N^{N^{(-)}}=-\mathrm{i} \Pi_{S N} . \tag{5.43c}
\end{align*}
$$

The 1PI propagators with the opposite arrows differ from these only by complex conjugation of the corresponding function $\Pi_{S}, \Pi_{N}, \Pi_{S N}$, respectively.

The Feynman rules for the symmetry-breaking parts of the full propagators (5.40) (the off-diagonal entries) read

$$
\begin{gather*}
\left\langle S^{(0)} S^{(0)}\right\rangle=-S^{(0)} S^{(0)}-\mathrm{i}_{S} D_{S}  \tag{5.44a}\\
\left\langle N^{(0)} N^{(0)}\right\rangle=-N^{(0)} N^{(0)}=\mathrm{i} \Pi_{N} D_{N}  \tag{5.44b}\\
\left\langle S^{(+)} N^{(-)}\right\rangle=-S^{(+)} N^{(-)}=\mathrm{i} \Pi_{S N} D_{S N} \tag{5.44c}
\end{gather*}
$$

Again, the opposite arrows correspond to complex conjugation of the respective self-energy functions. The Feynman rules for the symmetry-preserving parts of the full propagators (5.40)
(the diagonal entries) are given by

$$
\begin{align*}
& \left\langle S^{(0)} S^{(0) \dagger}\right\rangle=-\quad S^{(0)} \longrightarrow-\quad{ }^{S^{(0)}}=\mathrm{i}\left(p^{2}-M_{S}^{2}\right) D_{S},  \tag{5.45a}\\
& \left\langle N^{(0)} N^{(0) \dagger}\right\rangle=-N^{N^{(0)}} \nless \sum^{N^{(0)}}=\mathrm{i}\left(p^{2}-M_{N}^{2}\right) D_{N},  \tag{5.45b}\\
& \left\langle S^{(+)} S^{(+) \dagger}\right\rangle=-S^{(+)} \Psi^{S^{(+)}}=\mathrm{i}\left(p^{2}-M_{N}^{2}\right) D_{S N},  \tag{5.45c}\\
& \left\langle N^{(-)} N^{(-) \dagger}\right\rangle=-N^{N^{(-)}}+\frac{N^{(-)}}{4-}=\mathrm{i}\left(p^{2}-M_{S}^{2}\right) D_{S N} . \tag{5.45d}
\end{align*}
$$

### 5.3 Quarks

Now we will construct an Ansatz for the quark self-energy. We will proceed basically in the same way as before with scalar: First we will demand the electromagnetic invariance together with the Hermiticity. Next we will investigate which parts of the self-energy break the symmetries of the model and which not, with the intention to keep in the Ansatz only those symmetrybreaking parts. And finally, we will argue that even some of the symmetry-breaking parts of the self-energy can be neglected without affecting the most significant impacts of the SSB on the particle spectrum, which will be this time the very generation of fermion masses (rather than the mass splitting in the scalar case).

### 5.3.1 Notation for propagators

The full scalar propagator $G_{q}$,

$$
\begin{equation*}
\mathrm{i} G_{q}=\langle q \bar{q}\rangle, \tag{5.46}
\end{equation*}
$$

is related to the free propagator $S_{q}$, whose inverse reads, due to the absence of quarks mass terms in the Lagrangian, simply

$$
\begin{equation*}
S_{q}^{-1}=\not p, \tag{5.47}
\end{equation*}
$$

by the self-energy $\boldsymbol{\Sigma}_{q}$ :

$$
\begin{equation*}
\boldsymbol{\Sigma}_{q} \equiv S_{q}^{-1}-G_{q}^{-1} \tag{5.48}
\end{equation*}
$$

We are now going to construct a suitable Ansatz for it.

### 5.3.2 General form of the self-energy

The requirement of the $\mathbb{U}(1)_{\text {em }}$ invariance for the quark self-energy $\boldsymbol{\Sigma}_{q}$ reads

$$
\begin{equation*}
\boldsymbol{\Sigma}_{q} T_{q, \mathrm{em}}-\bar{T}_{q, \mathrm{em}} \boldsymbol{\Sigma}_{q}=0 \tag{5.49}
\end{equation*}
$$

Since the generator $T_{q, \text { em }}$ has the block-diagonal form (see explicit form (4.74a) of $T_{q, \mathrm{em}}$ ), the self-energy $\boldsymbol{\Sigma}_{q}$ must have due to the condition (5.49) a block-diagonal form too:

$$
\boldsymbol{\Sigma}_{q}=\left(\begin{array}{cc}
\boldsymbol{\Sigma}_{u} & 0  \tag{5.50}\\
0 & \boldsymbol{\Sigma}_{d}
\end{array}\right)
$$

Here the self-energies $\boldsymbol{\Sigma}_{u}, \boldsymbol{\Sigma}_{d}$ are given in terms of the fields $u, d$, Eq. (4.66), as

$$
\begin{align*}
-\mathrm{i} \boldsymbol{\Sigma}_{u} & =\langle u \bar{u}\rangle_{1 \mathrm{PI}}  \tag{5.51a}\\
-\mathrm{i} \boldsymbol{\Sigma}_{d} & =\langle d \bar{d}\rangle_{1 \mathrm{PI}} \tag{5.51b}
\end{align*}
$$

Thus, the single condition (5.49) of the electromagnetic invariance now decouples into two separate conditions

$$
\begin{equation*}
\boldsymbol{\Sigma}_{f} T_{f, \mathrm{em}}-\bar{T}_{f, \mathrm{em}} \boldsymbol{\Sigma}_{f}=0, \quad f=u, d \tag{5.52}
\end{equation*}
$$

However, since the particular generators $T_{f, \text { em }}$, (4.78a), are just pure real numbers, the conditions (5.52) are fulfilled automatically and the requirement of electromagnetic invariance gives us no further constraints on the particular quarks self-energies $\boldsymbol{\Sigma}_{u}$ and $\boldsymbol{\Sigma}_{d}$.

Further, we demand satisfaction of the condition

$$
\begin{equation*}
\boldsymbol{\Sigma}_{q}=\overline{\boldsymbol{\Sigma}}_{q} \tag{5.53}
\end{equation*}
$$

(recall that $\overline{\boldsymbol{\Sigma}}_{q}=\gamma_{0} \boldsymbol{\Sigma}_{q}^{\dagger} \gamma_{0}$ ), which is just a direct analogue of the Hermiticity condition (5.8) for the scalar self-energy. Due to the block-diagonal form of (5.65) of $\boldsymbol{\Sigma}_{q}$ the condition (5.53) implies $\boldsymbol{\Sigma}_{f}=\overline{\boldsymbol{\Sigma}}_{f}$ for both $f=u, d$. As a consequence we obtain the general form of both $\boldsymbol{\Sigma}_{f}$ :

$$
\begin{equation*}
\Sigma_{f}=\not p\left(A_{f L} P_{L}+A_{f R} P_{R}\right)+\left(\Sigma_{f}^{\dagger} P_{L}+\Sigma_{f} P_{R}\right) \tag{5.54}
\end{equation*}
$$

where $A_{f L}, A_{f R}, \Sigma_{f}$ are $p^{2}$-dependent, complex $n \times n$ matrices and the matrices $A_{f L}, A_{f R}$ are moreover Hermitian. The Hermiticity condition (5.53) is technical in two senses: First, it reduces the number of independent parts of the quark self-energy, and second, it ensures that the resulting fermions spectrum will be real. 2

### 5.3.3 Symmetry constraints

## The $T_{q, Z}$ and $T_{q, 1}, T_{q, 2}$ generators

Let us now examine which parts of the quark self-energy do break the symmetry. For the symmetry associated with the generator $T_{q, Z}$ the relevant quantity is

$$
\boldsymbol{\Sigma}_{q} T_{q, Z}-\bar{T}_{q, Z} \boldsymbol{\Sigma}_{q}=-\frac{1}{2} \sqrt{g^{2}+g^{\prime 2}}\left(\begin{array}{cc}
-\Sigma_{u}^{\dagger} P_{L}+\Sigma_{u} P_{R} & 0  \tag{5.55}\\
0 & \Sigma_{d}^{\dagger} P_{L}-\Sigma_{d} P_{R}
\end{array}\right)
$$

[^23]while for the generators $T_{q, 1}$ and $T_{q, 2}$ we have
\[

$$
\begin{align*}
& \boldsymbol{\Sigma}_{q} T_{q, 1}-\bar{T}_{q, 1} \boldsymbol{\Sigma}_{q}= \\
& \quad-\frac{1}{2} g \not p P_{L}\left(A_{u L}-A_{d L}\right)\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)-\frac{1}{2} g\left(\begin{array}{cc}
0 & \Sigma_{d} P_{R}-\Sigma_{u}^{\dagger} P_{L} \\
\Sigma_{u} P_{R}-\Sigma_{d}^{\dagger} P_{L} & 0
\end{array}\right), \\
& \boldsymbol{\Sigma}_{q} T_{q, 2}-\bar{T}_{q, 2} \boldsymbol{\Sigma}_{q}=  \tag{5.56a}\\
& \quad-\mathrm{i} \frac{1}{2} g \not p P_{L}\left(A_{u L}-A_{d L}\right)\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right)-\mathrm{i} \frac{1}{2} g\left(\begin{array}{cc}
0 & -\left(\Sigma_{d} P_{R}-\Sigma_{u}^{\dagger} P_{L}\right) \\
\Sigma_{u} P_{R}-\Sigma_{d}^{\dagger} P_{L} & 0
\end{array}\right) . \tag{5.56b}
\end{align*}
$$
\]

## The discrete $\mathcal{P}_{\text {down }}$ symmetry

Let us now check the invariance under the discrete symmetry $\mathcal{P}_{\text {down }}$, (4.19). Its action quark fields can be written compactly as

$$
\begin{array}{ll}
\mathcal{P}_{\text {down }}: & u \longrightarrow[u]^{\prime}=u, \\
\mathcal{P}_{\text {down }}: & d \longrightarrow[d]^{\prime}=-\gamma_{5} d . \tag{5.57b}
\end{array}
$$

It is clear that the up-type self-energy $\boldsymbol{\Sigma}_{u}$ stays intact under (5.57):

$$
\begin{equation*}
\left[\boldsymbol{\Sigma}_{u}, \mathcal{P}_{\text {down }}\right]=0 \tag{5.58a}
\end{equation*}
$$

(Recall the definition (5.23) of this commutator.) On the other hand, the down-type self-energy $\Sigma_{d}$, (5.54), does not commute with (5.57), its chirality-changing part $\Sigma_{d}$ changes the sign under $\mathcal{P}_{\text {down }}$, so that

$$
\begin{equation*}
\left[\boldsymbol{\Sigma}_{d}, \mathcal{P}_{\text {down }}\right]=2\left(\Sigma_{d}^{\dagger} P_{L}+\Sigma_{d} P_{R}\right) \tag{5.58b}
\end{equation*}
$$

We conclude that only the $\Sigma_{d}$ is non-invariant under $\mathcal{P}_{\text {down }}$. However, as we saw a moment ago (Eqs. (5.55) and (5.56)), $\Sigma_{d}$ was non-invariant also under the $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$. In this sense the behavior under $\mathcal{P}_{\text {down }}$ tells us nothing new concerning the (non-)invariance of the quark selfenergy under the symmetries of the Lagrangian. This is in contrast with the scalar self-energy, where due to the discrete symmetry $\mathcal{P}_{\text {down }}$ the self-energy $\Pi_{S N}$ is symmetry-breaking and thus capable of being a part of the scalar self-energy Ansatz.

## Purely symmetry-breaking self-energy

We have probed the behavior of the quark self-energy under all symmetries of the Lagrangian and thus we can continue at the very construction of the Ansatz. We have seen that both $\Sigma_{u}$ and $\Sigma_{d}$ did break the symmetry and hence they have to be included into the Ansatz. On the other hand, we have also seen that out of the four functions $A_{u L}, A_{u R}, A_{d L}, A_{d R}$ only the combination $A_{u L}-A_{d L}$ did break the symmetry and hence should be included into the Ansatz too. We therefore denote

$$
\begin{equation*}
A_{u L}-A_{d L} \equiv 2 A_{q} \tag{5.59}
\end{equation*}
$$

and set

$$
\begin{equation*}
A_{u L}+A_{d L}=0 \tag{5.60}
\end{equation*}
$$

together with

$$
\begin{align*}
& A_{u R}=0  \tag{5.61a}\\
& A_{d R}=0 . \tag{5.61b}
\end{align*}
$$

The most general, purely symmetry-breaking Ansatz therefore has the form

$$
\begin{align*}
\boldsymbol{\Sigma}_{u} & =\not p A_{q} P_{L}+\left(\Sigma_{u}^{\dagger} P_{L}+\Sigma_{u} P_{R}\right),  \tag{5.62a}\\
\boldsymbol{\Sigma}_{d} & =-\not p A_{q} P_{L}+\left(\Sigma_{d}^{\dagger} P_{L}+\Sigma_{d} P_{R}\right) . \tag{5.62b}
\end{align*}
$$

### 5.3.4 Wave function renormalization self-energies

Likewise in the case of scalars, we are now going to argue that not all of the three symmetrybreaking functions $\Sigma_{u}, \Sigma_{u}, A_{q}$ in (5.62) are necessary in the quest for the phenomenon of the dynamical generation of fermion masses. These can be obtained as poles of the full propagators corresponding to the self-energies (5.62). Explicitly the pole equations read

$$
\begin{align*}
\operatorname{det}\left[p^{2}-\Sigma_{u}^{\dagger}\left(1-A_{q}\right)^{-1} \Sigma_{u}\right] & =0,  \tag{5.63a}\\
\operatorname{det}\left[p^{2}-\Sigma_{d}^{\dagger}\left(1+A_{q}\right)^{-1} \Sigma_{d}\right] & =0 . \tag{5.63b}
\end{align*}
$$

We immediately see that in order to have non-vanishing fermion masses we must have nonvanishing chirality changing parts of the propagators, i.e., the self-energies $\Sigma_{u}, \Sigma_{d}$. On the other hand, the self-energy $A_{q}$ is obviously not essential in this respect. Recall that we are primarily interested in the very demonstration of the generation of fermion masses, without an ambition to make the phenomenological predictions. For this purpose considering $A_{q}$ is redundant. Therefore we will neglect it in the Ansatz and set

$$
\begin{equation*}
A_{q}=0 \tag{5.64}
\end{equation*}
$$

which completes construction of the Ansatz.

### 5.3.5 Final form of the Ansatz

Let us summarize for the sake of later references various formulæ concerning the final form of the quark self-energy Ansatz.

## Propagators

The final form of the Ansatz reads

$$
\boldsymbol{\Sigma}_{q}=\left(\begin{array}{cc}
\boldsymbol{\Sigma}_{u} & 0  \tag{5.65}\\
0 & \boldsymbol{\Sigma}_{d}
\end{array}\right)
$$

where

$$
\begin{equation*}
\Sigma_{f}=\Sigma_{f}^{\dagger} P_{L}+\Sigma_{f} P_{R} \tag{5.66}
\end{equation*}
$$

Notice that the definition (5.66) is correct for $f$ standing both for $q$ and for $u$, $d$; we will use this convention in the rest of this section.

We can now write down the explicit form of the full quark propagator. Since both the self-energy $\boldsymbol{\Sigma}_{q}$ and the free propagator $S_{q}$ are diagonal in the space of the quark doublet, so must be the propagator $G_{q}$ :

$$
G_{q}=\left(\begin{array}{cc}
G_{u} & 0  \tag{5.67}\\
0 & G_{d}
\end{array}\right) .
$$

Using the relation (5.48) and the form of the Ansatz (5.65), we can express the propagators $G_{f}$,

$$
\begin{equation*}
G_{f}=\left(\not p-\Sigma_{f}\right)^{-1} \tag{5.68}
\end{equation*}
$$

either in terms of $\Sigma_{f}$ as

$$
\begin{equation*}
G_{f}=\left(\not p+\Sigma_{f}\right)\left(p^{2}-\Sigma_{f}^{\dagger} \Sigma_{f}\right)^{-1} P_{L}+\left(\not p+\Sigma_{f}^{\dagger}\right)\left(p^{2}-\Sigma_{f} \Sigma_{f}^{\dagger}\right)^{-1} P_{R} \tag{5.69}
\end{equation*}
$$

or in terms of $\boldsymbol{\Sigma}_{f}$ as

$$
\begin{align*}
G_{f} & =\left(\not p+\boldsymbol{\Sigma}_{f}^{\dagger}\right)\left(p^{2}-\boldsymbol{\Sigma}_{f} \boldsymbol{\Sigma}_{f}^{\dagger}\right)^{-1}  \tag{5.70a}\\
& =\left(p^{2}-\boldsymbol{\Sigma}_{f}^{\dagger} \boldsymbol{\Sigma}_{f}\right)^{-1}\left(\not p+\boldsymbol{\Sigma}_{f}^{\dagger}\right) \tag{5.70b}
\end{align*}
$$

## Mass spectrum

Since the two quantities $\Sigma_{f}^{\dagger} \Sigma_{f}$ and $\Sigma_{f} \Sigma_{f}^{\dagger}$ are different matrices, so are the two "denominators" in (5.69). However, their pole structure is the same, as both matrices $\Sigma_{f}^{\dagger} \Sigma_{f}$ and $\Sigma_{f} \Sigma_{f}^{\dagger}$ have the same ( $p^{2}$-dependent) spectrum. In other words, the two, apparently different, pole equations

$$
\begin{align*}
\operatorname{det}\left(p^{2}-\Sigma_{f}^{\dagger} \Sigma_{f}\right) & =0,  \tag{5.71a}\\
\operatorname{det}\left(p^{2}-\Sigma_{f} \Sigma_{f}^{\dagger}\right) & =0 \tag{5.71b}
\end{align*}
$$

are identical. To see this recall that the self-energy $\Sigma_{f}$ can be diagonalized by means of the bi-unitary transformation (see also Eq. (D.142) in appendix (D):

$$
\begin{equation*}
\Sigma_{f}=V_{f}^{\dagger} M_{f} U_{f} \tag{5.72}
\end{equation*}
$$

where $U_{f}, V_{f}$ are unitary matrices and $M_{f}$ is a diagonal, real and non-negative matrix. Needless to say that all three matrices $U_{f}, V_{f}, M_{f}$ are functions of $p^{2}$; some consequences of this general momentum dependence will be discusses in chapter 7. Plugging the expression (5.72) into the pole equations (5.71) and using the unitarity of $U_{f}, V_{f}$, we find that both pole equations (5.71) are reexpressed by the same equation

$$
\begin{equation*}
\operatorname{det}\left(p^{2}-M_{f}^{2}\right)=0 \tag{5.73}
\end{equation*}
$$

(which can be understood, due to the diagonality of $M_{f}$, as a set of $n$ independent equations $p^{2}-M_{f i}^{2}=0, i=1, \ldots, n$, rather than as a single equation). We have thus shown that the two pole equations (5.71) are really the same. Moreover, we have also explicitly shown that the quark mass spectrum is real and positive. However, the number of solutions of the pole equation remains undetermined, due to the undetermined momentum dependence of $\Sigma_{f}$. Only in the special case of constant, momentum-independent $\Sigma_{f}$ one knows that there are exactly $n$ solutions.

## Notation for "denominators"

Let us also introduce, in accordance with appendix D, some useful notation for the "denominators" of the propagators:

$$
\begin{align*}
D_{f L} & =\left(p^{2}-\Sigma_{f} \Sigma_{f}^{\dagger}\right)^{-1}  \tag{5.74a}\\
D_{f R} & =\left(p^{2}-\Sigma_{f}^{\dagger} \Sigma_{f}\right)^{-1} \tag{5.74b}
\end{align*}
$$

and

$$
\begin{align*}
\boldsymbol{D}_{f L} & =\left(p^{2}-\boldsymbol{\Sigma}_{f} \boldsymbol{\Sigma}_{f}^{\dagger}\right)^{-1}=D_{f L} P_{L}+D_{f R} P_{R}  \tag{5.75a}\\
\boldsymbol{D}_{f R} & =\left(p^{2}-\boldsymbol{\Sigma}_{f}^{\dagger} \boldsymbol{\Sigma}_{f}\right)^{-1}=D_{f L} P_{R}+D_{f R} P_{L} \tag{5.75b}
\end{align*}
$$

For the reader's convenience we also present the "commutation" relations

$$
\begin{equation*}
\Sigma_{f} D_{f R}=D_{f L} \Sigma_{f} \tag{5.76}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\Sigma}_{f} \boldsymbol{D}_{f R}=\boldsymbol{D}_{f L} \boldsymbol{\Sigma}_{f} \tag{5.77}
\end{equation*}
$$

useful for practical calculations.

### 5.4 Leptons

We are now going to construct the Ansatz for the self-energy of the lepton field $\Psi_{\ell}$. We will follow the same guidelines as in the case of scalars and quarks.

### 5.4.1 Notation for propagators

Just in order to establish the notation, recall that the lepton self-energy $\boldsymbol{\Sigma}_{\Psi_{\ell}}$ is defined as the difference between the free propagator $S_{\Psi_{\ell}}$ and the full propagator $G_{\Psi_{\ell}}$ :

$$
\begin{equation*}
\Sigma_{\Psi_{\ell}} \equiv S_{\Psi_{\ell}}^{-1}-G_{\Psi_{\ell}}^{-1} . \tag{5.78}
\end{equation*}
$$

At the same time, it can be computed as the 1PI propagator:

$$
\begin{equation*}
-\mathrm{i} \Sigma_{\Psi_{\ell}}=\left\langle\Psi_{\ell} \bar{\Psi}_{\ell}\right\rangle_{1 \mathrm{PI}} \tag{5.79}
\end{equation*}
$$

The full propagator is expressed in terms of the Nambu-Gorkov field $\Psi_{\ell}$ as

$$
\begin{equation*}
\mathrm{i} G_{\Psi_{\ell}}=\left\langle\Psi_{\ell} \bar{\Psi}_{\ell}\right\rangle \tag{5.80}
\end{equation*}
$$

The inverse free propagator $S_{\Psi_{\ell}}$ has due to the existence of the non-vanishing bare right-handed Majorana neutrino masses (4.7) the non-trivial form

$$
S_{\Psi_{\ell}}^{-1}=\not p-\left(M_{\nu R}^{\dagger} P_{L}+M_{\nu R} P_{R}\right)\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{5.81}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

which is to be compared with much simpler form (5.47) of the quark free propagator.

### 5.4.2 General form of the self-energy

Recall that since the lepton field $\Psi_{\ell}$ satisfies the Majorana condition (4.89), there is the constraint (4.93) on its full propagator $G_{\Psi_{\ell}}$. As the free propagator (5.81) satisfies this constraint too (since the mass matrix $M_{\nu R}$ is symmetric), so must also the self-energy $\boldsymbol{\Sigma}_{\Psi_{\ell}}$ :

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\Psi_{\ell}}(p)=\boldsymbol{\Sigma}_{\Psi_{\ell}}^{c}(-p) \tag{5.82}
\end{equation*}
$$

Apart from the "obligatory" constraint (5.82) we will also demand that $\Sigma_{\Psi_{\ell}}$ satisfy the "optional" technical constraint

$$
\begin{equation*}
\Sigma_{\Psi_{\ell}}=\bar{\Sigma}_{\Psi_{\ell}} \tag{5.83}
\end{equation*}
$$

The reasons for imposing this condition are the same as in the case of quarks: reduction of the independent parts of $\boldsymbol{\Sigma}_{\Psi_{\ell}}$ and reality and non-negativity of the lepton spectrum.

We require invariance of $\boldsymbol{\Sigma}_{\Psi_{\ell}}$ under the electromagnetic $\mathbb{U}(1)_{\text {em }}$ symmetry. Namely, we demand

$$
\begin{equation*}
\Sigma_{\Psi_{\ell}} T_{\Psi_{\ell}, \mathrm{em}}-\bar{T}_{\Psi_{\ell}, \mathrm{em}} \Sigma_{\Psi_{\ell}}=0 \tag{5.84}
\end{equation*}
$$

Due to the block-diagonal form of $T_{\Psi_{\ell}, \mathrm{em}}$, (4.111a), the self-energy $\boldsymbol{\Sigma}_{\Psi_{\ell}}$ must have a blockdiagonal form too:

$$
\boldsymbol{\Sigma}_{\Psi_{\ell}}=\left(\begin{array}{cc}
\boldsymbol{\Sigma}_{\Psi_{\nu}} & 0  \tag{5.85}\\
0 & \Sigma_{\Psi_{e}}
\end{array}\right)
$$

The single condition (5.84) on the electromagnetic invariance now decouples into two conditions

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\Psi_{f}} T_{\Psi_{f}, \mathrm{em}}-\bar{T}_{\Psi_{f}, \mathrm{em}} \boldsymbol{\Sigma}_{\Psi_{f}}=0, \quad f=\nu, e \tag{5.86}
\end{equation*}
$$

being subject to independent treatments.
The self-energies $\boldsymbol{\Sigma}_{\Psi_{\nu}}, \boldsymbol{\Sigma}_{\Psi_{e}}$ are given in terms of the fields $\Psi_{\nu}, \Psi_{e}$, Eq. (4.87), as $(f=\nu, e)$

$$
\begin{equation*}
-\mathrm{i} \boldsymbol{\Sigma}_{\Psi_{f}}=\left\langle\Psi_{f} \bar{\Psi}_{f}\right\rangle_{1 \mathrm{PI}} \tag{5.87}
\end{equation*}
$$

Since the fields $\Psi_{\nu}, \Psi_{e}$ are Majorana too, we have for $\Sigma_{\Psi_{\nu}}, \Sigma_{\Psi_{e}}$ the same constraints as the (5.82) for $\Sigma_{\Psi_{\ell}}$ :

$$
\begin{equation*}
\Sigma_{\Psi_{f}}(p)=\Sigma_{\Psi_{f}}^{c}(-p) \tag{5.88}
\end{equation*}
$$

Similarly, the Hermiticity condition (5.83) now translates into two conditions

$$
\begin{equation*}
\Sigma_{\Psi_{f}}=\bar{\Sigma}_{\Psi_{f}} \tag{5.89}
\end{equation*}
$$

### 5.4.3 Symmetry constraints

## Electromagnetic invariance for neutrinos

We are now going to discuss the conditions (5.86) of electromagnetic invariance for each of the two lepton types separately. We start with the neutrinos, as they are easier. Recall that

$$
\begin{equation*}
T_{\Psi_{\nu}, \mathrm{em}}=0 \tag{5.90}
\end{equation*}
$$

as can be seen from (4.115a) with $Q_{\nu}=0$. Therefore the equation (5.86) is for neutrinos satisfied trivially and hence it gives no constraint on $\boldsymbol{\Sigma}_{\Psi_{\nu}}$. Put another way, due to electrical neutrality of neutrinos their self-energy can be arbitrary (up to the constraints (5.88) and (5.89)) without affecting the electric charge conservation. In particular, in contrast to charged fermions, it can contain also the components of the Majorana type. To be explicit, the two conditions (5.88) and (5.89) constrain the self-energy $\Sigma_{\Psi_{\nu}}$ to have the form

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\Psi_{\nu}}=\not p\left(A_{\Psi_{\nu}}^{\mathrm{T}} P_{L}+A_{\Psi_{\nu}} P_{R}\right)+\left(\Sigma_{\Psi_{\nu}}^{\dagger} P_{L}+\Sigma_{\Psi_{\nu}} P_{R}\right) \tag{5.91}
\end{equation*}
$$

where the matrices $A_{\Psi_{\nu}}$ and $\Sigma_{\Psi_{\nu}}$ are respectively Hermitian and symmetric, but otherwise completely arbitrary. However, as the left-handed and the right-handed neutrino components have different transformation properties under the symmetries of the model, it is convenient to take into account the doublet structure of the Nambu-Gorkov field $\Psi_{\nu}$,

$$
\begin{equation*}
\Psi_{\nu}=\binom{\nu_{L}+\left(\nu_{L}\right)^{\mathrm{c}}}{\nu_{R}+\left(\nu_{R}\right)^{\mathrm{c}}} \tag{5.92}
\end{equation*}
$$

and introduce for the sake of later references a special denotation for the corresponding blocks in the matrices $A_{\Psi_{\nu}}$ and $\Sigma_{\Psi_{\nu}}$, entering (5.91):

$$
\begin{align*}
A_{\Psi_{\nu}} & \equiv\left(\begin{array}{cc}
A_{\nu L}^{\mathrm{T}} & A_{\nu M} \\
A_{\nu M}^{\dagger} & A_{\nu R}
\end{array}\right),  \tag{5.93a}\\
\Sigma_{\Psi_{\nu}} & \equiv\left(\begin{array}{cc}
\Sigma_{\nu L} & \Sigma_{\nu D} \\
\Sigma_{\nu D}^{\mathrm{T}} & \Sigma_{\nu R}
\end{array}\right) . \tag{5.93b}
\end{align*}
$$

Here $A_{\nu L}, A_{\nu R}$ are Hermitian matrices, while $\Sigma_{\nu L}, \Sigma_{\nu R}$ are symmetric matrices. The matrices $A_{\nu M}, \Sigma_{\nu D}$ are arbitrary. In terms of these blocks the self-energy $\Sigma_{\Psi_{\nu}}$, (5.91), has the form:

$$
\begin{align*}
\Sigma_{\Psi_{\nu}}= & \not p\left(\begin{array}{cc}
A_{\nu L} P_{L}+A_{\nu L}^{\mathrm{T}} P_{R} & A_{\nu M}^{*} P_{L}+A_{\nu M} P_{R} \\
A_{\nu M}^{\mathrm{T}} P_{L}+A_{\nu M}^{\dagger} P_{R} & A_{\nu R}^{\mathrm{T}} P_{L}+A_{\nu R} P_{R}
\end{array}\right) \\
& +\left(\begin{array}{cc}
\Sigma_{\nu L}^{\dagger} P_{L}+\Sigma_{\nu L} P_{R} & \Sigma_{\nu D}^{*} P_{L}+\Sigma_{\nu D} P_{R} \\
\Sigma_{\nu D}^{\dagger} P_{L}+\Sigma_{\nu D}^{\mathrm{T}} P_{R} & \Sigma_{\nu R}^{\dagger} P_{L}+\Sigma_{\nu R} P_{R}
\end{array}\right) . \tag{5.94}
\end{align*}
$$

## Electromagnetic invariance for charged leptons

For the charged leptons $\Psi_{e}$ the application of the conditions (5.88) and (5.89) yields $\Sigma_{\Psi_{e}}$ in the same form as before $\Sigma_{\Psi_{\nu}}$,(5.91), i.e.,

$$
\begin{equation*}
\Sigma_{\Psi_{e}}=\not p\left(A_{\Psi_{e}}^{\mathrm{T}} P_{L}+A_{\Psi_{e}} P_{R}\right)+\left(\Sigma_{\Psi_{e}}^{\dagger} P_{L}+\Sigma_{\Psi_{e}} P_{R}\right) \tag{5.95}
\end{equation*}
$$

with $A_{\Psi_{e}}$ and $\Sigma_{\Psi_{e}}$ being again respectively Hermitian and symmetric matrices. However, since the corresponding electromagnetic generator $T_{\Psi_{e}, \mathrm{em}}$, (4.115a), is this time non-trivial ( $Q_{e}=-1$ ), the application of the condition of electromagnetic invariance (5.86) constrains the matrices $A_{\Psi_{e}}, \Sigma_{\Psi_{e}}$ to have in the Nambu-Gorkov space (4.87b) the special block forms

$$
\begin{align*}
A_{\Psi_{e}} & =\left(\begin{array}{cc}
A_{e L}^{\mathrm{T}} & 0 \\
0 & A_{e R}
\end{array}\right),  \tag{5.96}\\
\Sigma_{\Psi_{e}} & =\left(\begin{array}{cc}
0 & \Sigma_{e} \\
\Sigma_{e}^{\mathrm{T}} & 0
\end{array}\right) . \tag{5.97}
\end{align*}
$$

In this block form the self-energy $\boldsymbol{\Sigma}_{\Psi_{e}}$ has the form

$$
\Sigma_{\Psi_{e}}=\not p\left(\begin{array}{cc}
A_{e L} P_{L}+A_{e L}^{\mathrm{T}} P_{R} & 0  \tag{5.98}\\
0 & A_{e R} P_{R}+A_{e R}^{\mathrm{T}} P_{L}
\end{array}\right)+\left(\begin{array}{cc}
0 & \Sigma_{e} P_{R}+\Sigma_{e}^{*} P_{L} \\
\Sigma_{e}^{\dagger} P_{L}+\Sigma_{e}^{\mathrm{T}} P_{R} & 0
\end{array}\right) .
$$

Recall that the matrices $A_{e L}, A_{e R}$ are Hermitian, while $\Sigma_{e}$ can be arbitrary.
One can take also another, more illuminating view on the Ansatz (5.95) for $\boldsymbol{\Sigma}_{\Psi_{e}}$. We can notice that the generator $T_{\Psi_{e}, \text { em }}$ is proportional to $\gamma_{5} \sigma_{3}$. Therefore, as shown in appendix D, Eq. (D.63), the transformation of the Namu-Gorkov field $\Psi_{e}$, generated by the generator $T_{\Psi_{e}, \mathrm{em}}$, is equivalent to the transformation of the Dirac field $e=e_{L}+e_{R}$, (4.116), induced by the generator $T_{e, \text { em }}$, (4.119a). Accordingly, the condition (5.86) is equivalent to the condition

$$
\begin{equation*}
\boldsymbol{\Sigma}_{e} T_{e, \mathrm{em}}-\bar{T}_{e, \mathrm{em}} \boldsymbol{\Sigma}_{e}=0 \tag{5.99}
\end{equation*}
$$

with

$$
\begin{equation*}
-\mathrm{i} \boldsymbol{\Sigma}_{e}=\langle e \bar{e}\rangle_{1 \mathrm{PI}} \tag{5.100}
\end{equation*}
$$

In other words, due to the invariance under the electromagnetic symmetry $\mathbb{U}(1)_{\text {em }}$ (and since $e_{L}$ and $e_{R}$ are of the same dimensionality) the description using the charged Nambu-Gorkov field $\Psi_{e}$ is completely equivalent to the description using the Dirac field $e$. This is shown in more detail in Sec. D. 4 of appendix D, together with more results concerning passing between the two equivalent descriptions $\Psi_{e}$ and $e$. Using these results it can be shown that the self-energy $\Sigma_{\Psi_{e}}$, (5.95), of the Nambu-Gorkov field $\Psi_{e}$ corresponds to the following form of the self-energy $\boldsymbol{\Sigma}_{e}$ of the Dirac field $e$ :

$$
\begin{equation*}
\Sigma_{e}=\not p\left(A_{e L} P_{L}+A_{e R} P_{R}\right)+\left(\Sigma_{e}^{\dagger} P_{L}+\Sigma_{e} P_{R}\right) \tag{5.101}
\end{equation*}
$$

Notice that $\Sigma_{e}$ has the same form as the self-energies (5.54) of the quark fields $u, d$. It is of course not surprising, since for the electrically charged quarks the condition of electromagnetic invariance is the same as for charged leptons (compare the $\mathbb{U}(1)_{\text {em }}$ generators (4.78a) for $u, d$ with the generator (4.119a) for $e$ ).

Two comments are in order now. First, we have now a posteriori justified our choice in the case of quarks to work directly from the very beginning within the Dirac basis $q=q_{L}+q_{R}$. Formally it would have been more correct to start with Nambu-Gorkov field $\Psi_{q}$ and only afterwards to show its equivalence to $q$ due to non-vanishing quarks' electric charges and due the same number of left-handed and the right-handed quarks.

Second, if the description using the field $e$ is equivalent to the description using the field $\Psi_{e}$, there is a question why to introduce $\Psi_{e}$ at all and why not to work exclusively with $e$. Certainly this would be possible. However, we choose to work rather in terms $\Psi_{e}$, since it seems to be convenient to treat the charged leptons and the neutrinos on the same footing as long as possible and only in the final results to take back into play their different nature.

## The $T_{\Psi_{\ell, Z}}$ generator

Having established the $\mathbb{U}(1)_{\text {em }}$ invariant Ansatz, we can analyze its transformation properties under the complementary symmetries of the full $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ symmetry, i.e., under the symmetries induced by the generators $T_{\Psi_{\ell}, Z}, T_{\Psi_{\ell, 1}}, T_{\Psi_{\ell, 2}}$.

We start with the generator $T_{\Psi_{\ell}, Z}$, (4.111b). As it is block-diagonal, we can analyze two separate quantities $\boldsymbol{\Sigma}_{\Psi_{f}} T_{\Psi_{f}, Z}-\bar{T}_{\Psi_{f}, Z} \boldsymbol{\Sigma}_{\Psi_{f}}$ for the two lepton types $f=\nu, e$.

For the neutrinos with the generator $T_{\Psi_{\nu}, Z}$ given explicitly by (4.115b) (recall that $Q_{\nu}=0$ ) and with $\Sigma_{\Psi_{\nu}}$ given by (5.91) we therefore arrive explicitly at

$$
\begin{align*}
\Sigma_{\Psi_{\nu}} T_{\Psi_{\nu}, Z}-\bar{T}_{\Psi_{\nu}, Z} \Sigma_{\Psi_{\nu}}= & \frac{1}{2} \sqrt{g^{2}+g^{\prime 2}} \not p\left(P_{L}\left[P_{+\nu}, A_{\Psi_{\nu}}\right]^{\mathrm{T}}+P_{R}\left[P_{+\nu}, A_{\Psi_{\nu}}\right]\right) \\
+ & \frac{1}{2} \sqrt{g^{2}+g^{\prime 2}}\left(P_{L}\left\{P_{+\nu}, \Sigma_{\Psi_{\nu}}\right\}^{\dagger}+P_{R}\left\{P_{+\nu}, \Sigma_{\Psi_{\nu}}\right\}\right) \tag{5.102}
\end{align*}
$$

with the relevant (anti)commutators given in terms of (5.112) by

$$
\begin{align*}
{\left[P_{+\nu}, A_{\Psi_{\nu}}\right] } & =\left(\begin{array}{cc}
0 & A_{\nu M} \\
-A_{\nu M}^{\dagger} & 0
\end{array}\right)  \tag{5.103a}\\
\left\{P_{+\nu}, \Sigma_{\Psi_{\nu}}\right\} & =\left(\begin{array}{cc}
2 \Sigma_{\nu L} & \Sigma_{\nu D} \\
\Sigma_{\nu D}^{\mathrm{T}} & 0
\end{array}\right) \tag{5.103b}
\end{align*}
$$

For the charged leptons with the generator $T_{\Psi_{e}, Z}$ given explicitly by (4.115b) and $\boldsymbol{\Sigma}_{\Psi_{e}}$ given by (5.98) we obtain

$$
\boldsymbol{\Sigma}_{\Psi_{e}} T_{\Psi_{e}, Z}-\bar{T}_{\Psi_{e}, Z} \boldsymbol{\Sigma}_{\Psi_{e}}=\frac{1}{2} \sqrt{g^{2}+g^{\prime 2}}\left(\begin{array}{cc}
0 & \Sigma_{e}^{\dagger} P_{L}+\Sigma_{e}^{\mathrm{T}} P_{R}  \tag{5.104}\\
\Sigma_{e}^{*} P_{L}+\Sigma_{e} P_{R} & 0
\end{array}\right)
$$

The $T_{\Psi_{\ell, 1}}, T_{\Psi_{\ell, 2}}$ generators
Similarly can be treated the generators $T_{\Psi_{\ell}, 1}$ and $T_{\Psi_{\ell}, 2}$, (4.104a) and (4.104b), respectively. Taking into account the form of $\boldsymbol{\Sigma}_{\Psi_{\ell}}$ obtained so far, we find

$$
\boldsymbol{\Sigma}_{\Psi_{\ell}} T_{\Psi_{\ell}, a}-\bar{T}_{\Psi_{\ell}, a} \boldsymbol{\Sigma}_{\Psi_{\ell}}=\left(\begin{array}{cc}
0 & -X_{a}  \tag{5.105}\\
\bar{X}_{a} & 0
\end{array}\right)
$$

where

$$
\begin{align*}
X_{1} \equiv & \frac{1}{2} g\left[\not p P_{L}\left(\begin{array}{cc}
\left(A_{\nu L}-A_{e L}\right) & A_{\nu M}^{*} \\
0 & 0
\end{array}\right)+\not p P_{R}\left(\begin{array}{cc}
-\left(A_{\nu L}-A_{e L}\right)^{\mathrm{T}} & -A_{\nu M} \\
0
\end{array}\right)\right. \\
& \left.+P_{L}\left(\begin{array}{cc}
-\Sigma_{\nu L}^{\dagger} & -\Sigma_{\nu D}^{*} \\
-\Sigma_{e D}^{\dagger} & 0
\end{array}\right)+P_{R}\left(\begin{array}{cc}
\Sigma_{\nu L} & \Sigma_{\nu D} \\
\Sigma_{e D}^{\mathrm{T}} & 0
\end{array}\right)\right],  \tag{5.106a}\\
X_{2} \equiv & \mathrm{i} \frac{1}{2} g\left[\not p P_{L}\left(\begin{array}{cc}
-\left(A_{\nu L}-A_{e L}\right) & -A_{\nu M}^{*} \\
0 & 0
\end{array}\right)+\not p P_{R}\left(\begin{array}{cc}
-\left(A_{\nu L}-A_{e L}\right)^{\mathrm{T}} & -A_{\nu M} \\
0
\end{array}\right.\right. \\
& \left.+P_{L}\left(\begin{array}{cc}
-\Sigma_{\nu L}^{\dagger} & -\Sigma_{\nu D}^{*} \\
\Sigma_{e D}^{\dagger} & 0
\end{array}\right)+P_{R}\left(\begin{array}{cc}
-\Sigma_{\nu L} & -\Sigma_{\nu D} \\
\Sigma_{e D}^{\mathrm{T}} & 0
\end{array}\right)\right] . \tag{5.106b}
\end{align*}
$$

## The discrete $\mathcal{P}_{\text {down }}$ symmetry

And finally, there is the discrete symmetry $\mathcal{P}_{\text {down }}$, (4.19). Clearly, it does not affect the neutrinos at all. The charged leptons are nevertheless affected. We can repeat the result for the down-type quarks (5.58b) that non-invariance of $\boldsymbol{\Sigma}_{e}$ under $\mathcal{P}_{\text {down }}$ is proportional to $\Sigma_{e}$ :

$$
\begin{equation*}
\left[\boldsymbol{\Sigma}_{e}, \mathcal{P}_{\text {down }}\right]=2\left(\Sigma_{e}^{\dagger} P_{L}+\Sigma_{e} P_{R}\right) \tag{5.107}
\end{equation*}
$$

## Lepton number symmetry

As discussed in Sec. 4.1.1, the lepton number symmetry is in fact broken explicitly by the non-vanishing right-handed Majorana neutrino mass terms (4.7). It is nevertheless useful to see how this symmetry would be broken spontaneously (i.e., by the lepton self-energies) in the case of $M_{\nu R}=0$.

Recall that the lepton number symmetry $\mathbb{U}(1)_{\ell}$ acts on the Nambu-Gorkov field $\Psi_{\ell}$ as (4.120), with the corresponding generator $T_{\Psi_{\ell}}$ having the diagonal form (4.121). Thus again, since both $T_{\Psi_{\ell}}$ and $\boldsymbol{\Sigma}_{\Psi_{\ell}}$ are diagonal, we can investigate the quantity $\boldsymbol{\Sigma}_{\Psi_{\ell}} T_{\Psi_{\ell}}-\bar{T}_{\Psi_{\ell}} \boldsymbol{\Sigma}_{\Psi_{\ell}}$ separately for neutrinos and charged leptons. We obtain

$$
\begin{align*}
\boldsymbol{\Sigma}_{\Psi_{e}} T_{\Psi_{e}}-\bar{T}_{\Psi_{e}} \boldsymbol{\Sigma}_{\Psi_{e}} & =0,  \tag{5.108a}\\
\boldsymbol{\Sigma}_{\Psi_{\nu}} T_{\Psi_{\nu}}-\bar{T}_{\Psi_{\nu}} \boldsymbol{\Sigma}_{\Psi_{\nu}} & =2 Q_{\ell}\left(\begin{array}{cc}
\Sigma_{\nu L}^{\dagger} P_{L}-\Sigma_{\nu L} P_{R} & 0 \\
0 & -\Sigma_{\nu R}^{\dagger} P_{L}+\Sigma_{\nu R} P_{R}
\end{array}\right) . \tag{5.108b}
\end{align*}
$$

We can see the expected result that only the two Majorana-type self-energies $\Sigma_{\nu L}, \Sigma_{\nu R}$ break the lepton number symmetry.

## Purely symmetry-breaking self-energy

We conclude that the symmetry-preserving components of the self-energies are $A_{e R}, A_{\nu R}, A_{\nu L}+$ $A_{e L}$, plus the $\Sigma_{\nu R}$ as we assume the explicit violation (4.7) of the lepton number symmetry. (If we assumed the lepton number symmetry to be at the Lagrangian level exact, we would include $\Sigma_{\nu R}$ into the Ansatz too.) The symmetry-breaking self-energies are then $\Sigma_{\nu L}, \Sigma_{\nu D}, \Sigma_{e}$, $A_{\nu M}, A_{\nu L}-A_{e L}$. We therefore neglect the symmetry-preserving components of the Ansatz,

$$
\begin{align*}
A_{\nu L}+A_{e L} & =0,  \tag{5.109a}\\
A_{e R} & =0  \tag{5.109b}\\
A_{\nu R} & =0,  \tag{5.109c}\\
\Sigma_{\nu R} & =0 \tag{5.109d}
\end{align*}
$$

and upon denoting

$$
\begin{equation*}
A_{\nu L}-A_{e L} \equiv 2 A_{\ell} \tag{5.110}
\end{equation*}
$$

find the most general electromagnetically invariant Ansatz consisting only of the symmetrybreaking and thus UV-finite parts to be the following:

$$
\begin{align*}
\Sigma_{\Psi_{\nu}}= & \not p\left(\begin{array}{cc}
A_{\ell} P_{L}+A_{\ell}^{\mathrm{T}} P_{R} & A_{\nu M}^{*} P_{L}+A_{\nu M} P_{R} \\
A_{\nu M}^{\mathrm{T}} P_{L}+A_{\nu M}^{\dagger} P_{R} & 0
\end{array}\right) \\
& +\left(\begin{array}{cc}
\Sigma_{\nu L}^{\dagger} P_{L}+\Sigma_{\nu L} P_{R} & \Sigma_{\nu D}^{*} P_{L}+\Sigma_{\nu D} P_{R} \\
\Sigma_{\nu D}^{\dagger} P_{L}+\Sigma_{\nu D}^{\mathrm{T}} P_{R} & 0
\end{array}\right),  \tag{5.111a}\\
\boldsymbol{\Sigma}_{\Psi_{e}}= & \not p\left(\begin{array}{cc}
-A_{\ell} P_{L}-A_{\ell}^{\mathrm{T}} P_{R} & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & \Sigma_{e} P_{R}+\Sigma_{e}^{*} P_{L} \\
\Sigma_{e}^{\dagger} P_{L}+\Sigma_{e}^{\mathrm{T}} P_{R} & 0
\end{array}\right) . \tag{5.111b}
\end{align*}
$$

Or in terms of the forms (5.91), (5.95) for $\Sigma_{\Psi_{\nu}}, \Sigma_{\Psi_{e}}$ we have for the relevant quantities $A_{\Psi_{\nu}}$, $\Sigma_{\Psi_{\nu}}$ and $A_{\Psi_{e}}, \Sigma_{\Psi_{e}}$ :

$$
\begin{align*}
A_{\Psi_{\nu}} & =\left(\begin{array}{cc}
A_{\ell}^{\mathrm{T}} & A_{\nu M} \\
A_{\nu M}^{\dagger} & 0
\end{array}\right),  \tag{5.112a}\\
\Sigma_{\Psi_{\nu}} & =\left(\begin{array}{cc}
\Sigma_{\nu L} & \Sigma_{\nu D} \\
\Sigma_{\nu D}^{\mathrm{T}} & 0
\end{array}\right) \tag{5.112b}
\end{align*}
$$

and

$$
\begin{align*}
A_{\Psi_{e}} & =\left(\begin{array}{cc}
-A_{\ell}^{\mathrm{T}} & 0 \\
0 & 0
\end{array}\right),  \tag{5.113a}\\
\Sigma_{\Psi_{e}} & =\left(\begin{array}{cc}
0 & \Sigma_{e} \\
\Sigma_{e}^{\mathrm{T}} & 0
\end{array}\right) . \tag{5.113b}
\end{align*}
$$

### 5.4.4 Wave function renormalization self-energies

The procedure of refining the Ansatz now continues in the same way as with the quarks. The pole equations corresponding to the full propagators with the self-energies given by the Ansatz (5.112), (5.113) read

$$
\begin{align*}
\operatorname{det}\left[p^{2}-\left(1-A_{\Psi_{\nu}}\right)^{-1 / 2} \Sigma_{\Psi_{\nu}, M}^{\dagger}\left(1-A_{\Psi_{\nu}}^{\mathrm{T}}\right)^{-1} \Sigma_{\Psi_{\nu}, M}\left(1-A_{\Psi_{\nu}}\right)^{-1 / 2}\right] & =0,  \tag{5.114a}\\
\operatorname{det}\left[p^{2}-\left(1-A_{\Psi_{e}}\right)^{-1 / 2} \Sigma_{\Psi_{e}}^{\dagger}\left(1-A_{\Psi_{e}}^{\mathrm{T}}\right)^{-1} \Sigma_{\Psi_{e}}\left(1-A_{\Psi_{e}}\right)^{-1 / 2}\right] & =0, \tag{5.114b}
\end{align*}
$$

where we denoted

$$
\Sigma_{\Psi_{\nu}, M} \equiv \Sigma_{\Psi_{\nu}}+\left(\begin{array}{cc}
0 & 0  \tag{5.115}\\
0 & M_{\nu R}
\end{array}\right)=\left(\begin{array}{cc}
\Sigma_{\nu L} & \Sigma_{\nu D} \\
\Sigma_{\nu D}^{\mathrm{T}} & M_{\nu R}
\end{array}\right)
$$

Clearly, while the chirality-changing parts of the self-energies, $\Sigma_{\Psi_{\nu}}$ and $\Sigma_{\Psi_{e}}$, are necessary for generation of the lepton masses, the chirality preserving parts, $A_{\Psi_{\nu}}$ and $A_{\Psi_{e}}$, are not and will be accordingly discarded from the Ansatz. That is to say, we set

$$
\begin{align*}
A_{\Psi_{\nu}} & =0  \tag{5.116a}\\
A_{\Psi_{e}} & =0 \tag{5.116b}
\end{align*}
$$

or in terms of the individual entries of $A_{\Psi_{\nu}}, A_{\Psi_{e}}$,

$$
\begin{align*}
A_{\ell} & =0  \tag{5.116c}\\
A_{\nu M} & =0 \tag{5.116d}
\end{align*}
$$

### 5.4.5 Final form of the Ansatz

By setting (5.116) we have completed the construction of the lepton self-energy Ansatz. In this section we summarize the obtained results and for the reader's convenience we also repeat some of the formulæ presented already above.

## Self-energies

The final form of the Ansatz (5.111) upon considering (5.116) thus reads

$$
\begin{equation*}
\Sigma_{\Psi_{f}}=\Sigma_{\Psi_{f}}^{\dagger} P_{L}+\Sigma_{\Psi_{f}} P_{R} \tag{5.117}
\end{equation*}
$$

where, likewise in the case of quarks, the subscript $f$ can stand both for $\ell$ as well as for $\nu, e$. On basis of the previous discussion we have

$$
\begin{align*}
\Sigma_{\Psi_{\nu}} & =\left(\begin{array}{cc}
\Sigma_{\nu L} & \Sigma_{\nu D} \\
\Sigma_{\nu D}^{\mathrm{T}} & 0
\end{array}\right),  \tag{5.118a}\\
\Sigma_{\Psi_{e}} & =\left(\begin{array}{cc}
0 & \Sigma_{e} \\
\Sigma_{e}^{\mathrm{T}} & 0
\end{array}\right) . \tag{5.118b}
\end{align*}
$$

Just for completeness recall that

$$
\Sigma_{\Psi_{\ell}}=\left(\begin{array}{cc}
\boldsymbol{\Sigma}_{\Psi_{\nu}} & 0  \tag{5.119}\\
0 & \Sigma_{\Psi_{e}}
\end{array}\right)
$$

so that

$$
\Sigma_{\Psi_{\ell}}=\left(\begin{array}{cc}
\Sigma_{\Psi_{\nu}} & 0  \tag{5.120}\\
0 & \Sigma_{\Psi_{e}}
\end{array}\right) .
$$

Since there is a non-vanishing neutrino bare mass in the Lagrangian (the right-handed Majorana mass term $M_{\nu R}$, Eq. (4.7)), it is convenient to define

$$
\Sigma_{\Psi_{\nu}, M} \equiv \Sigma_{\Psi_{\nu}}+\left(\begin{array}{cc}
0 & 0  \tag{5.121}\\
0 & M_{\nu R}
\end{array}\right)=\left(\begin{array}{cc}
\Sigma_{\nu L} & \Sigma_{\nu D} \\
\Sigma_{\nu D}^{\mathrm{T}} & M_{\nu R}
\end{array}\right)
$$

and correspondingly also

$$
\Sigma_{\Psi_{\ell, M}} \equiv\left(\begin{array}{cc}
\Sigma_{\Psi_{\nu, M}} & 0  \tag{5.122}\\
0 & \Sigma_{\Psi_{e}}
\end{array}\right)
$$

so that naturally

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\Psi_{\nu}, M} \equiv \Sigma_{\Psi_{\nu, M}}^{\dagger} P_{L}+\Sigma_{\Psi_{\nu, M}} P_{R} \tag{5.123}
\end{equation*}
$$

and

$$
\begin{equation*}
\Sigma_{\Psi_{\ell, M}} \equiv \Sigma_{\Psi_{\ell, M}}^{\dagger} P_{L}+\Sigma_{\Psi_{\ell, M}} P_{R} \tag{5.124}
\end{equation*}
$$

## Full propagators

Having arrived at the definitive self-energy Ansatz, we can now finally express the full propagator $G_{\Psi_{\ell}},(5.80)$, using the formula (5.78). It has necessarily the diagonal form

$$
G_{\Psi_{\ell}}=\left(\begin{array}{cc}
G_{\Psi_{\nu}} & 0  \tag{5.125}\\
0 & G_{\Psi_{e}}
\end{array}\right)
$$

where

$$
\begin{align*}
G_{\Psi_{\nu}} & =\left(\not p-\Sigma_{\Psi_{\nu}, M}\right)^{-1}  \tag{5.126a}\\
G_{\Psi_{e}} & =\left(\not p-\Sigma_{\Psi_{e}}\right)^{-1} \tag{5.126b}
\end{align*}
$$

and

$$
\begin{equation*}
G_{\Psi_{\ell}}=\left(\not p-\Sigma_{\Psi_{\ell, M}}\right)^{-1} \tag{5.127}
\end{equation*}
$$

We do not state here explicit forms of the inversions, as they would be the same as for the quarks. In any case, detailed formulæ can be found in appendix D.

## Mass spectrum

The pole equations corresponding to the propagators $G_{\Psi_{\nu}}, G_{\Psi_{e}}$ are

$$
\begin{align*}
\operatorname{det}\left[p^{2}-\Sigma_{\Psi_{\nu}, M}^{\dagger} \Sigma_{\Psi_{\nu}, M}\right] & =0,  \tag{5.128a}\\
\operatorname{det}\left[p^{2}-\Sigma_{\Psi_{e}}^{\dagger} \Sigma_{\Psi_{e}}\right] & =0 \tag{5.128b}
\end{align*}
$$

Pole equations with interchanged $\Sigma_{\Psi_{\nu}, M}^{\dagger} \leftrightarrow \Sigma_{\Psi_{\nu}, M}$ and $\Sigma_{\Psi_{e}}^{\dagger} \leftrightarrow \Sigma_{\Psi_{e}}$ are equivalent to (5.128) as could be shown in an analogous way as in the case of quarks. Notice that the charged lepton pole equation (5.128b) can be simplified due to the special form (5.118b) of $\Sigma_{\Psi_{e}}$ as

$$
\begin{equation*}
\operatorname{det}\left[p^{2}-\Sigma_{e}^{\dagger} \Sigma_{e}\right]=0 \tag{5.129}
\end{equation*}
$$

Due to the same argument as in the case of quarks, the pole equations again predict real and positive lepton masses. Their number, however, is for general self-energies undetermined. Only in the special case of the momentum-independent self-energies we know that there will be $n+m$ solutions to the neutrino equation (5.128a) and $n$ solutions to the charged lepton equation (5.128b).

## Notation for "denominators"

Likewise in the case of quarks, it is now convenient to introduce some notation for the "denominators" in the full propagators $G_{\Psi_{\nu}}$ and $G_{\Psi_{e}}$, (5.126):

$$
\begin{align*}
D_{\Psi_{\nu}} & \equiv\left(p^{2}-\Sigma_{\Psi_{\nu, M}} \Sigma_{\Psi_{\nu}, M}^{\dagger}\right)^{-1} \equiv\left(\begin{array}{cc}
D_{\nu L} & D_{\nu M} \\
D_{\nu M}^{\dagger} & D_{\nu R}^{\mathrm{T}}
\end{array}\right)  \tag{5.130a}\\
D_{\Psi_{e}} & \equiv\left(p^{2}-\Sigma_{\Psi_{e}} \Sigma_{\Psi_{e}}^{\dagger}\right)^{-1} \equiv\left(\begin{array}{cc}
D_{e L} & 0 \\
0 & D_{e R}^{\mathrm{T}}
\end{array}\right) \tag{5.130b}
\end{align*}
$$

as well as

$$
\begin{align*}
\boldsymbol{D}_{\Psi_{\nu}} & \equiv\left(p^{2}-\boldsymbol{\Sigma}_{\Psi_{\nu}, M} \boldsymbol{\Sigma}_{\Psi_{\nu}, M}^{\dagger}\right)^{-1}  \tag{5.131a}\\
\boldsymbol{D}_{\Psi_{e}} & \equiv\left(p^{2}-\boldsymbol{\Sigma}_{\Psi_{e}} \boldsymbol{\Sigma}_{\Psi_{e}}^{\dagger}\right)^{-1} \tag{5.131b}
\end{align*}
$$

Similarly we also define, for the sake of later references, the notation concerning the propagator $G_{\Psi_{\ell}}$, (5.127):

$$
D_{\Psi_{\ell}} \equiv\left(p^{2}-\Sigma_{\Psi_{\ell}, M} \Sigma_{\Psi_{\ell}, M}^{\dagger}\right)^{-1}=\left(\begin{array}{cc}
D_{\Psi_{\nu}} & 0  \tag{5.132}\\
0 & D_{\Psi_{e}}
\end{array}\right)
$$

and

$$
\boldsymbol{D}_{\Psi_{\ell}} \equiv\left(p^{2}-\boldsymbol{\Sigma}_{\Psi_{\ell, M}} \boldsymbol{\Sigma}_{\Psi_{\ell}, M}^{\dagger}\right)^{-1}=\left(\begin{array}{cc}
\boldsymbol{D}_{\Psi_{\nu}} & 0  \tag{5.133}\\
0 & \boldsymbol{D}_{\Psi_{e}}
\end{array}\right)
$$

(Cf. appendix D.) Unlike in the case of quarks, we do not need to introduce a special denotation for the expressions with interchanged $\Sigma^{\dagger} \leftrightarrow \Sigma$ and $\Sigma^{\dagger} \leftrightarrow \Sigma$, since they are given just by the transposition and charge conjugation, respectively, see ( $\overline{\mathrm{D} .90}$ ) and ( D .92 ). The charged lepton notation (5.130b) is consistent with the quark notation (5.74): For the charged leptons the definition (5.130b) equivalent to

$$
\begin{align*}
D_{e L} & =\left(p^{2}-\Sigma_{e} \Sigma_{e}^{\dagger}\right)^{-1}  \tag{5.134}\\
D_{e R} & =\left(p^{2}-\Sigma_{e}^{\dagger} \Sigma_{e}\right)^{-1} \tag{5.135}
\end{align*}
$$

to be compared with the analogous quark definition (5.74).
The lepton analogues of the quark relations (5.76) and (5.77) read in the Nambu-Gorkov basis

$$
\begin{align*}
\Sigma_{\Psi_{\nu}, M} D_{\Psi_{\nu}}^{\mathrm{T}} & =D_{\Psi_{\nu}} \Sigma_{\Psi_{\nu}, M},  \tag{5.136a}\\
\Sigma_{\Psi_{e}} D_{\Psi_{e}}^{\mathrm{T}} & =D_{\Psi_{e}} \Sigma_{\Psi_{e}} \tag{5.136b}
\end{align*}
$$

and

$$
\begin{align*}
\boldsymbol{\Sigma}_{\Psi_{\nu}, M} \boldsymbol{D}_{\Psi_{\nu}}^{\mathrm{c}} & =\boldsymbol{D}_{\Psi_{\nu}} \boldsymbol{\Sigma}_{\Psi_{\nu}, M}  \tag{5.137a}\\
\boldsymbol{\Sigma}_{\Psi_{e}} \boldsymbol{D}_{\Psi_{e}}^{\mathrm{c}} & =\boldsymbol{D}_{\Psi_{e}} \boldsymbol{\Sigma}_{\Psi_{e}} \tag{5.137b}
\end{align*}
$$

 Gorkov components it translates for the charged leptons simply as

$$
\begin{equation*}
\Sigma_{e} D_{e R}=D_{e L} \Sigma_{e}, \tag{5.138}
\end{equation*}
$$

while for the neutrinos we obtain slightly more complicated set of relations

$$
\begin{align*}
\Sigma_{\nu D} D_{\nu R}+\Sigma_{\nu L} D_{\nu M}^{*} & =D_{\nu L} \Sigma_{\nu D}+D_{\nu M} M_{\nu R}  \tag{5.139}\\
\Sigma_{\nu L} D_{\nu L}^{\mathrm{T}}+\Sigma_{\nu D} D_{\nu M}^{\mathrm{T}} & =D_{\nu L} \Sigma_{\nu L}+D_{\nu M} \Sigma_{\nu D}^{\mathrm{T}}  \tag{5.140}\\
M_{\nu R} D_{\nu R}+\Sigma_{\nu D}^{\mathrm{T}} D_{\nu M}^{*} & =D_{\nu R}^{\mathrm{T}} M_{\nu R}+D_{\nu M}^{\dagger} \Sigma_{\nu D} \tag{5.141}
\end{align*}
$$

### 5.5 Summary

We looked for the self-energy Ansatz separately for scalars ( $\Phi$ ), quarks ( $q$ ) and leptons ( $\Psi_{\ell}$ ). The procedure was in each case basically the same: First we found the most general form of the Ansatz consistent with the requirement of Hermiticity and electromagnetical invariance, as well as with the constraints following from the eventual Nambu-Gorkov nature of the field in question. Then we checked the invariance of the Ansatz under the generators of the coset space $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}} / \mathbb{U}(1)_{\mathrm{em}}$ and kept in the Ansatz only the non-invariant parts. This was followed by discarding the wave function renormalization parts. Finally, in sections 5.2.6, 5.3.5 and 5.4.5, we made a short summary of the formulæ associated with the final form of the Ansatz, including the expressions and notations for the corresponding full propagators.

## Chapter 6

## Dynamics

In this chapter we will study the Yukawa dynamics of the presented model with the aim to show that it is capable of breaking the electroweak symmetry down to the electromagnetic one by means of formation of symmetry-breaking parts of the scalar and fermion propagators. We will proceed basically in the same way as we did in part $\square$ within the Abelian toy model. We will first derive the SD equations at the Hartree-Fock approximation for arbitrary self-energies and only then we will restrict them on the self-energies of the form derived in the previous chapter. The solutions to these $S D$ equations are assumed to be UV-finite, as the considered self-energies Ansätze contain only symmetry-breaking parts. For the sake of comparison, we will present also the $S D$ equations for the non-Ansatz parts of the self-energies and show that they indeed come out UV-finite or UV-divergent, depending on whether they are symmetrybreaking or symmetry-preserving. In some cases, however, we will have for that purpose to resort to two-loop considerations.

Apart from mere formulation of the SD equations, we will also give some numerical evidence that they have the solutions of the desired properties: UV-finite and allowing, at least in principle, for the realistic fermion spectrum, with large observed hierarchies. Finally, we will also briefly comment on the compatibility of the obtained results with the electroweak observables.

### 6.1 Schwinger-Dyson equations

In analyzing the dynamics of the model we will now proceed exactly in the same way as we did in the context of the Abelian toy model in chapter 3. That is to say, we will employ the method of the SD equations, truncated at the level of two-point functions; all other functions, in particular the three-point functions, will be approximated by the bare ones. We will again derive the SD equations using the CJT formalism, with the CJT effective potential calculated in the lowest, i.e., in the Hartree-Fock approximation.

### 6.1.1 SD equations in general

We will now derive the SD equations using the CJT formalism and again under the deliberate (and unjustified) assumption of vanishing scalar VEVs 1 As the procedure will be almost completely analogous to what we did in chapter 3, we will not go into much detail.

The CJT effective potential is given by

$$
\begin{equation*}
V\left[G_{\Phi}, G_{q}, G_{\Psi_{\ell}}\right]=V_{\Phi}\left[G_{\Phi}\right]+V_{q}\left[G_{q}\right]+V_{\Psi_{\ell}}\left[G_{\Psi_{\ell}}\right]+V_{2}\left[G_{\Phi}, G_{q}, G_{\Psi_{\ell}}\right] \tag{6.1}
\end{equation*}
$$

[^24]The first three terms are defined standardly (cf. (3.48) in the Abelian case) as

$$
\begin{align*}
V_{\Phi}\left[G_{\Phi}\right] & =\mathrm{i} \frac{1}{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left\{\ln \left(D_{\Phi}^{-1} G_{\Phi}\right)-D_{\Phi}^{-1} G_{\Phi}+1\right\}  \tag{6.2a}\\
V_{q}\left[G_{q}\right] & =-\mathrm{i} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left\{\ln \left(S_{q}^{-1} G_{q}\right)-S_{q}^{-1} G_{q}+1\right\}  \tag{6.2b}\\
V_{\Psi_{\ell}}\left[G_{\Psi_{\ell}}\right] & =-\mathrm{i} \frac{1}{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left\{\ln \left(S_{\Psi_{\ell}}^{-1} G_{\Psi_{\ell}}\right)-S_{\Psi_{\ell}}^{-1} G_{\Psi_{\ell}}+1\right\} . \tag{6.2c}
\end{align*}
$$

The factor of $1 / 2$ at $V_{\Psi_{\ell}}$ is due to the Majorana character of the field $\Psi_{\ell}$. The functional $V_{2}$ is again given by the sum of all 2PI diagrams.

The SD equations correspond to the condition for the stationary point of the effective potential $V$, (6.1), with respect to the variations of the propagators $G_{\Phi}, G_{q}, G_{\Psi_{\ell}}$. However, similarly to the Abelian toy model, the space of the allowed variations is not arbitrary. Recall that while the quark field $q$ is unrestricted, yielding also no restriction on its propagator $G_{q}$, the scalar and lepton fields $\Phi, \Psi_{\ell}$ satisfy the conditions (4.40), (4.89), implying the non-trivial conditions for their propagators (4.45), (4.93), respectively. Therefore in varying the propagators one has to take carefully into account these restrictions.

Technically the procedure of extremizing the effective potential $V$ under the constraints (4.45), (4.93) is carried out again using the method of the Lagrange multipliers. Without going into the detail we only state the resulting SD equations:

$$
\begin{align*}
-\mathrm{i} \boldsymbol{\Pi}_{\Phi}(p) & =-(2 \pi)^{4}\left[\frac{\delta V_{2}}{\delta G_{\Phi}^{\mathrm{T}}(p)}+\Sigma_{1}\left(\frac{\delta V_{2}}{\delta G_{\Phi}^{\mathrm{T}}(p)}\right)^{\mathrm{T}} \Sigma_{1}\right]  \tag{6.3a}\\
-\mathrm{i} \boldsymbol{\Sigma}_{q}(p) & =(2 \pi)^{4} \frac{\delta V_{2}}{\delta G_{q}^{\mathrm{T}}(p)}  \tag{6.3b}\\
-\mathrm{i} \boldsymbol{\Sigma}_{\Psi_{\ell}}(p) & =(2 \pi)^{4}\left[\frac{\delta V_{2}}{\delta G_{\Psi_{\ell}}^{\mathrm{T}}(p)}+\left(\frac{\delta V_{2}}{\delta G_{\Psi_{\ell}}^{\mathrm{T}}(-p)}\right)^{\mathrm{c}}\right] \tag{6.3c}
\end{align*}
$$

Notice that the form of the equations for $\boldsymbol{\Pi}_{\boldsymbol{\Phi}}, \boldsymbol{\Sigma}_{\Psi_{\ell}}$ indeed does guarantee the satisfaction of the respective constraints (5.6), (5.82).

### 6.1.2 Hartree-Fock approximation

We approximate the functional $V_{2}$ in (6.1) by the Hartree-Fock approximation, used also in chapter 3. Again, $V_{2}$ therefore decouples into the sum of the independent contributions from the quarks and the leptons:

$$
\begin{equation*}
V_{2}\left[G_{\Phi}, G_{q}, G_{\Psi_{\ell}}\right]=V_{2, q}\left[G_{\Phi}, G_{q}\right]+V_{2, \ell}\left[G_{\Phi}, G_{\Psi_{\ell}}\right] \tag{6.4}
\end{equation*}
$$

with the particular fermion contributions given according to Fig. 6.1 (and taking into account the Yukawa interactions (4.79) and (4.123)) as

$$
\begin{align*}
-\mathrm{i} V_{2, q}\left[G_{\Phi}, G_{q}\right] & =-\frac{1}{2} \mathrm{i}^{5} N_{c} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\mathrm{~d}^{4} p}{(2 \pi)^{4}} \operatorname{Tr}\left\{Y_{q} G_{q}(k) \bar{Y}_{q} G_{q}(p) G_{\Phi}(k-p)\right\}  \tag{6.5a}\\
-\mathrm{i} V_{2, \ell}\left[G_{\Phi}, G_{\Psi_{\ell}}\right] & =-\frac{1}{4} \mathrm{i}^{5} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\mathrm{~d}^{4} p}{(2 \pi)^{4}} \operatorname{Tr}\left\{Y_{\Psi_{\ell}} G_{\Psi_{\ell}}(k) \bar{Y}_{\Psi_{\ell}} G_{\Psi_{\ell}}(p) G_{\Phi}(k-p)\right\}, \tag{6.5b}
\end{align*}
$$

where $N_{c}=3$ is the number of colors. One can compare this with the analogous expression (3.66) in the Abelian toy model, with the two fermion species $\psi_{1}, \psi_{2}$ being analogues of $q, \Psi_{\ell}$, respectively.


Figure 6.1: Diagrammatical representation of $V_{2, q}$ and $V_{2, \ell}$, Eqs. (6.5). Note the missing arrows at the lepton lines due to the Majorana (i.e., real) character of the corresponding field $\Psi_{\ell}$.

We can now plug the approximation (6.4) of $V_{2}$ into the equations (6.3) and calculate the corresponding functional derivatives in order to arrive at the final form of the SD equations (before taking into account the Ansatz for the propagators). Likewise in the Abelian case, computing of the SD equation (6.3a) for $\Pi_{\Phi}$ can be somewhat simplified by noting that due to the properties (4.83), (4.127) of the coupling constants $Y_{q}, Y_{\Psi_{\ell}}$, respectively, and also due to the using of the Hartree-Fock approximation (6.5) there are the following identities:

$$
\begin{align*}
& \frac{\delta V_{2, q}}{\delta G_{\Phi}^{T}}=\Sigma_{1}\left(\frac{\delta V_{2, q}}{\delta G_{\Phi}^{T}}\right)^{\mathrm{T}} \Sigma_{1}  \tag{6.6a}\\
& \frac{\delta V_{2, \ell}}{\delta G_{\Phi}^{\mathrm{T}}}=\Sigma_{1}\left(\frac{\delta V_{2, \ell}}{\delta G_{\Phi}^{\mathrm{T}}}\right)^{\mathrm{T}} \Sigma_{1} \tag{6.6b}
\end{align*}
$$

On top of this, there is also property (4.128) of the lepton coupling constant $Y_{\ell}$, following from the Majorana character of the field $\Psi_{\ell}$. It implies, again together with the Hartree-Fock approximation (6.5), the relation

$$
\begin{equation*}
\frac{\delta V_{2, \ell}}{\delta G_{\Psi_{\ell}}^{\mathrm{T}}(p)}=\left(\frac{\delta V_{2, \ell}}{\delta G_{\Psi_{\ell}}^{\mathrm{T}}(-p)}\right)^{\mathrm{c}} \tag{6.7}
\end{equation*}
$$

allowing to simplify the calculation of the SD equation (6.3c) for $\Sigma_{\Psi_{\ell}}$.
As a net result, we arrive at the following set of SD equations: ${ }^{2}$

$$
\begin{align*}
-\mathrm{i} \Pi_{\Phi} & =-N_{c} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}_{\psi}\left\{Y_{q} G_{q} \bar{Y}_{q} G_{q}\right\}-\frac{1}{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}_{\psi}\left\{Y_{\Psi_{\ell}} G_{\Psi_{\ell}} \bar{Y}_{\Psi_{\ell}} G_{\Psi_{\ell}}\right\},  \tag{6.8a}\\
-\mathrm{i} \boldsymbol{\Sigma}_{q} & =\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}_{\Phi}\left\{Y_{q} G_{q} \bar{Y}_{q} G_{\Phi}\right\},  \tag{6.8b}\\
-\mathrm{i} \boldsymbol{\Sigma}_{\Psi_{\ell}} & =\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}_{\Phi}\left\{Y_{\Psi_{\ell}} G_{\Psi_{\ell}} \bar{Y}_{\Psi_{\ell}} G_{\Phi}\right\}, \tag{6.8c}
\end{align*}
$$

[^25]

Figure 6.2: The SD equations (6.8) for $\boldsymbol{\Pi}_{\Phi}, \boldsymbol{\Sigma}_{q}, \boldsymbol{\Sigma}_{\Psi_{\ell}}$ in the Hartree-Fock approximation, yet without employment of a specific Ansatz for the self-energies.
see Fig. 6.2,

### 6.1.3 Employing the Ansatz

We now restrict the general SD equations (6.8) to the self-energy Ansätze derived in the previous chapter. This means two things:

1. We substitute the full propagators $G_{\Phi}, G_{q}, G_{\Psi_{\ell}}$ in the SD equations (6.8) by the expressions (5.39), (5.67), (5.125), corresponding to the self-energies Ansätze (5.37), (5.65), (5.119).
2. We keep only those equations, which contribute to the parts of $\Pi_{\Phi}, \boldsymbol{\Sigma}_{q}, \boldsymbol{\Sigma}_{\Psi_{\ell}}$, consistent with the corresponding Ansatz.

In other words, we plug the Ansatz derived in chapter 5 to both sides of the SD equations (6.8) and keep only those equations with non-vanishing left-hand side.

The Ansatz (5.37) for the scalar self-energy $\Pi_{\Phi}$ consists of the three independent components $\Pi_{S N}, \Pi_{S}, \Pi_{N}$, see (5.38). The single matrix equation (6.8a) for $\Pi_{\Phi}$ thus yields the following


Figure 6.3: The SD equations (6.9) for the scalar self-energies $\Pi_{S N}, \Pi_{S}, \Pi_{N}$, respectively.
three non-matrix SD equations:

$$
\begin{align*}
-\mathrm{i} \Pi_{S N}= & -2 N_{c} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left\{y_{d}^{\dagger} \Sigma_{u} D_{u R} y_{u}^{\dagger} \Sigma_{d} D_{d R}\right\} \\
& -2 \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left\{\left(\Sigma_{\nu L} D_{\nu M}^{*}+\Sigma_{\nu D} D_{\nu R}\right) y_{\nu}^{\dagger} \Sigma_{e} D_{e R} y_{e}^{\dagger}\right\}  \tag{6.9a}\\
-\mathrm{i} \Pi_{S}= & -2 N_{c} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left\{y_{d}^{\dagger} \Sigma_{d} D_{d R} y_{d}^{\dagger} \Sigma_{d} D_{d R}\right\} \\
& -2 \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left\{y_{e}^{\dagger} \Sigma_{e} D_{e R} y_{e}^{\dagger} \Sigma_{e} D_{e R}\right\}  \tag{6.9b}\\
-\mathrm{i} \Pi_{N}= & -2 N_{c} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left\{y_{u}^{\dagger} \Sigma_{u} D_{u R} y_{u}^{\dagger} \Sigma_{u} D_{u R}\right\} \\
& -2 \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left\{y_{\nu}^{\dagger}\left(\Sigma_{\nu L} D_{\nu M}^{*}+\Sigma_{\nu D} D_{\nu R}\right) y_{\nu}^{\dagger}\left(\Sigma_{\nu L} D_{\nu M}^{*}+\Sigma_{\nu D} D_{\nu R}\right)\right\} \\
& -2 \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left\{y_{\nu}^{\dagger}\left(\Sigma_{\nu L} D_{\nu L}^{\mathrm{T}}+\Sigma_{\nu D} D_{\nu M}^{\mathrm{T}}\right) y_{\nu}^{*}\left(\Sigma_{\nu D}^{\mathrm{T}} D_{\nu M}^{*}+M_{\nu R} D_{\nu R}\right)\right\} \tag{6.9c}
\end{align*}
$$



Figure 6.4: The SD equations (6.10) (up to the missing overall factor of $P_{R}$ in (6.10)) for the quark self-energies $\Sigma_{u}$ and $\Sigma_{d}$, respectively.
see Fig. 6.3. Notice the employment of the notation for the propagator "denominators", introduced in sections 5.2.6, 5.3.5, 5.4.5

The Ansatz (5.65) for the quark self-energy $\boldsymbol{\Sigma}_{q}$ consists of the two flavor-matrix functions $\Sigma_{u}, \Sigma_{d}$. Correspondingly, the equation (6.8b) for $\Sigma_{q}$ gives rise to the two SD equations

$$
\begin{align*}
-\mathrm{i} \Sigma_{u} & =\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} y_{u} D_{u R} \Sigma_{u}^{\dagger} y_{u} \Pi_{N} D_{N}+\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} y_{d} D_{d R} \Sigma_{d}^{\dagger} y_{u} \Pi_{S N} D_{S N}  \tag{6.10a}\\
-\mathrm{i} \Sigma_{d} & =\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} y_{d} D_{d R} \Sigma_{d}^{\dagger} y_{d} \Pi_{S} D_{S}+\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} y_{u} D_{u R} \Sigma_{u}^{\dagger} y_{d} \Pi_{S N} D_{S N} \tag{6.10b}
\end{align*}
$$

see Fig. 6.4.
And finally, the Ansatz (5.119) for the lepton self-energy $\boldsymbol{\Sigma}_{\Psi_{\ell}}$ consists again of two flavormatrix functions $\Sigma_{\Psi_{\nu}}, \Sigma_{\Psi_{e}}$. This time, however, the self-energies $\Sigma_{\Psi_{\nu}}, \Sigma_{\Psi_{e}}$ are "reducible" in the sense that each of them contains mutually dependent parts. To see this explicitly, consider their respective matrix forms (5.118): the Dirac parts $\Sigma_{\nu D}, \Sigma_{e}$ are contained twice in each $\Sigma_{\Psi_{\nu}}, \Sigma_{\Psi_{e}}$. Moreover, some of the blocks of $\Sigma_{\Psi_{\nu}}, \Sigma_{\Psi_{e}}$ are vanishing. Thus, it is convenient to decompose $\Sigma_{\Psi_{\nu}}, \Sigma_{\Psi_{e}}$ into the block in Nambu-Gorkov space and consider only those independent and non-vanishing, i.e., the mentioned Dirac parts $\Sigma_{\nu D}, \Sigma_{e}$ and the Neutrino left-handed Majorana part $\Sigma_{\nu L}$. We have therefore the following three independent equations:

$$
\begin{align*}
-\mathrm{i} \Sigma_{\nu D} & =\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} y_{\nu}\left(D_{\nu R} \Sigma_{\nu D}^{\dagger}+D_{\nu M}^{\mathrm{T}} \Sigma_{\nu L}^{\dagger}\right) y_{\nu} \Pi_{N} D_{N}+\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} y_{e} D_{e R} \Sigma_{e}^{\dagger} y_{\nu} \Pi_{S N} D_{S N}, \\
-\mathrm{i} \Sigma_{\nu L} & =\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} y_{\nu}\left(D_{\nu M}^{\mathrm{T}} \Sigma_{\nu D}^{*}+D_{\nu R} M_{\nu R}^{\dagger}\right) y_{\nu}^{\mathrm{T}} \Pi_{N} D_{N},  \tag{6.11a}\\
-\mathrm{i} \Sigma_{e} & =\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} y_{e} D_{e R} \Sigma_{e}^{\dagger} y_{e} \Pi_{S} D_{S}+\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} y_{\nu}\left(D_{\nu R} \Sigma_{\nu D}^{\dagger}+D_{\nu M}^{\mathrm{T}} \Sigma_{\nu L}^{\dagger}\right) y_{e} \Pi_{S N} D_{S N}, \tag{6.11b}
\end{align*}
$$



Figure 6.5: The SD equations (6.11) (up to the missing overall factor of $P_{R}$ in (6.11)) for the lepton self-energies $\Sigma_{\nu D}, \Sigma_{\nu L}$ and $\Sigma_{e}$, respectively.
see Fig. 6.5. (In fact, the matrix equation for $\Sigma_{\nu L}$ still includes some mutually dependent equations, since $\Sigma_{\nu L}=\Sigma_{\nu L}^{\mathrm{T}}$.)

### 6.1.4 Why two scalar doublets?

Now it is time to comment on why we considered two scalar doublets $S$ and $N$ with opposite hypercharges, instead of only one, like in the SM. Thus, assume for a moment that the scalar doublet $N$ is missing and the only scalar doublet in the theory is $S$. Relax also the requirement of invariance under the discrete symmetry $\mathcal{P}_{\text {down }}$. Then the Yukawa interactions of both $S$ and $\tilde{S}$ are present and have the same form as those in the SM. Consequently, the doublet $S$ can be in such a case regarded as a direct analogue of the SM Higgs doublet.

The SD equations (6.10) for the quark self-energies $\Sigma_{u}, \Sigma_{d}$ (we consider for simplicity only the quarks, as the case of neutrinos would be analogous) then modify as

$$
\begin{align*}
-\mathrm{i} \Sigma_{u} & =\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} \tilde{y}_{u} D_{u R} \Sigma_{u}^{\dagger} \tilde{y}_{u} \Pi_{S}^{*} D_{S}+\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} y_{d} D_{d R} \Sigma_{d}^{\dagger} \tilde{y}_{u} D_{S}^{0}  \tag{6.12a}\\
-\mathrm{i} \Sigma_{d} & =\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} y_{d} D_{d R} \Sigma_{d}^{\dagger} y_{d} \Pi_{S} D_{S}-\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} \tilde{y}_{u} D_{u R} \Sigma_{u}^{\dagger} y_{d} D_{S}^{0} . \tag{6.12b}
\end{align*}
$$

In understanding these equations and their relation to the corresponding diagrams in Fig. 6.6 it is useful to take into account that in the case of missing $N$ we have effectively $M_{N}=\Pi_{S N}=0$, so that $\left(p^{2}-M_{N}^{2}\right) D_{S N}=D_{S}^{0}$ and accordingly the expression (5.45c) for the propagator $\left\langle S^{(+)} S^{(+) \dagger}\right\rangle$


Figure 6.6: The SD equations (6.12) for the quark self-energies $\Sigma_{u}$ and $\Sigma_{d}$, respectively, in the case of only one scalar doublet $S$ and without the discrete symmetry $\mathcal{P}_{\text {down }}$.
reduces to

$$
\begin{equation*}
\left\langle S^{(+)} S^{(+) \dagger}\right\rangle=-S^{(+)} \longrightarrow S^{S^{(+)}}=\mathrm{i} D_{S}^{0} \tag{6.13}
\end{equation*}
$$

where $D_{S}^{0}$ is the bare propagator (5.5).
First of all we see that in the case of only one scalar doublet $S$ we must not postulate the discrete symmetry $\mathcal{P}_{\text {down }}$, as otherwise we would have $\tilde{y}_{u}=\tilde{y}_{d}=0$ and consequently only the down-type quarks would become massive, while the up-type quarks would remain massless.

What is important, however, is the presence of the symmetry-preserving propagator $\left\langle S^{(+)} S^{(+) \dagger}\right\rangle=$ i $D_{S}^{0}$, (6.13), which behaves asymptotically as $1 / k^{2}$. This is to be compared with the symmetrybreaking scalar propagator $\left\langle S^{(+)} N^{(-)}\right\rangle=\mathrm{i} \Pi_{S N} D_{S N}$ in equations (6.10), which behaves asymptotically ${ }^{3}$ as $1 / k^{4}$. In other words, the integrals in (6.12) have worse asymptotic behavior than the integrals in (6.10). This is the very reason why we considered two scalar doublets instead of one, since the better asymptotic behavior of integrands in the SD equations (6.10) makes the existence of UV-finite solutions more probable and accordingly the whole proposed mechanism of dynamical EWSB more viable.

### 6.1.5 Non-Ansatz SD equations

This section is just an informational aside with the aim to show explicitly that:

- Those symmetry-breaking parts of the self-energies, not included in our regular selfenergies Ansätze and consequently also not in the SD equations presented in the previous section, are indeed UV-finite. This applies namely to the wave function renormalization parts of the self-energies, i.e., to the scalar functions $A_{S}, A_{N}$, the quark function $A_{q}$ and the lepton functions $A_{\ell}, A_{\nu M}$.

[^26]- The symmetry-preserving parts of the self-energies are UV-divergent.

For the sake of simplicity we do not present here the SD equations for the non-Ansatz parts of the self-energies in a self-consistent way, but rather investigate how the loops with the Ansatz propagators (i.e., as presented in sections 5.2.6, 5.3.5, 5.4.5) contribute to them. Put more formally, we consider the right-hand sides of the SD equations (6.8) as described in point 1 on page 116, but, in contrast to what is described in subsequent point 2, we consider for the lefthand sides the self-energies of the general Hermitian and electromagnetically invariant forms, i.e., as presented at the ends of sections 5.2.2, 5.3.2, 5.4.2,

## Scalar self-energies

Let us start with the scalars. The SD equations for the relevant individual functions $A_{1}, A_{3}$, $C_{1}, D_{1}$ (see (5.11)), obtained from (6.8a) by the procedure described above, then read ${ }^{4}$

$$
\begin{align*}
-\mathrm{i} A_{1} & =-2 \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}}(k \cdot \ell) \operatorname{Tr}\left\{y_{d}^{\dagger} D_{u L} y_{d} D_{d R}\right\},  \tag{6.14a}\\
-\mathrm{i} A_{3} & =-2 \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}}(k \cdot \ell) \operatorname{Tr}\left\{y_{u}^{\dagger} D_{d L} y_{u} D_{u R}\right\},  \tag{6.14b}\\
-\mathrm{i} C_{1} & =-2 \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}}(k \cdot \ell) \operatorname{Tr}\left\{y_{d}^{\dagger} D_{d L} y_{d} D_{d R}\right\},  \tag{6.14c}\\
-\mathrm{i} D_{1} & =-2 \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}}(k \cdot \ell) \operatorname{Tr}\left\{y_{u}^{\dagger} D_{u L} y_{u} D_{u R}\right\}, \tag{6.14d}
\end{align*}
$$

where $\ell \equiv p-k$ and $p$ is the external momentum. We see that each of the four integrals in (6.14) is separately divergent, since the propagators $D_{u L}, D_{d L}, D_{u R}, D_{d R}$ are not suppressed by any self-energy and hence behave as $1 / k^{2}$ for large $k^{2}$.

However, we know that the combinations $2 A_{S}=A_{1}-C_{1}, 2 A_{N}=A_{3}-D_{1}$ (Eq. (5.32)) should be UV-finite, since they break the symmetry. Indeed, it is the case:

$$
\begin{align*}
-\mathrm{i} A_{S} & =-\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}}(k \cdot \ell) \operatorname{Tr}\left\{y_{d}^{\dagger}\left(D_{u L}-D_{d L}\right) y_{d} D_{d R}\right\},  \tag{6.15a}\\
-\mathrm{i} A_{N} & =+\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}}(k \cdot \ell) \operatorname{Tr}\left\{y_{u}^{\dagger}\left(D_{u L}-D_{d L}\right) y_{u} D_{u R}\right\} . \tag{6.15b}
\end{align*}
$$

The UV-finiteness is consequence of the fact that the difference of the two propagators $D_{u L}$, $D_{d L}$ is already suppressed by fermion symmetry-breaking and consequently also decreasing, UV-finite self-energies $\Sigma_{u}, \Sigma_{d}$ :

$$
\begin{equation*}
D_{u L}-D_{d L}=\Sigma_{u} \Sigma_{u}^{\dagger} D_{u L} D_{d L}-D_{u L} D_{d L} \Sigma_{d} \Sigma_{d}^{\dagger} \tag{6.16}
\end{equation*}
$$

Correspondingly $D_{u L}-D_{d L}$ falls faster than $1 / k^{2}$, rendering the integrals (6.15) UV-finite. Obviously, the symmetry-preserving combinations $A_{1}+C_{1}, A_{3}+D_{1}$ (Eqs. (5.20a), (5.20b)) remain divergent, as the sum $D_{u L}+D_{d L}$ still behaves like $1 / k^{2}$.

[^27]
## Fermion Dirac self-energies

Let us consider only the case of quarks, for similar reasons as mentioned in footnote 4 on page 121. The integrals for the particular functions $A_{u L}, A_{u R}, A_{d L}, A_{d R}$, Eq. (5.54), read

$$
\begin{align*}
-\mathrm{i} \not p A_{u L} & =\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} k\left[y_{d} D_{d R} y_{d}^{\dagger}\left(\ell^{2}-M_{N}^{2}\right) D_{S N}+y_{u} D_{u R} y_{u}^{\dagger}\left(\ell^{2}-M_{N}^{2}\right) D_{N}\right]  \tag{6.17a}\\
-\mathrm{i} \not p A_{u R} & =\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} k\left[y_{u}^{\dagger} D_{d L} y_{u}\left(\ell^{2}-M_{S}^{2}\right) D_{S N}+y_{u}^{\dagger} D_{u L} y_{u}\left(\ell^{2}-M_{N}^{2}\right) D_{N}\right]  \tag{6.17b}\\
-\mathrm{i} \not p A_{d L} & =\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} k\left[y_{u} D_{u R} y_{u}^{\dagger}\left(\ell^{2}-M_{S}^{2}\right) D_{S N}+y_{d} D_{d R} y_{d}^{\dagger}\left(\ell^{2}-M_{S}^{2}\right) D_{S}\right]  \tag{6.17c}\\
-\mathrm{i} \not p A_{d R} & =\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} k\left[y_{d}^{\dagger} D_{u L} y_{d}\left(\ell^{2}-M_{N}^{2}\right) D_{S N}+y_{d}^{\dagger} D_{d L} y_{d}\left(\ell^{2}-M_{S}^{2}\right) D_{S}\right] \tag{6.17d}
\end{align*}
$$

Clearly, all the four self-energies $A_{u L}, A_{u R}, A_{d L}, A_{d R}$ are separately divergent. However, it is again easy to see that the symmetry-breaking combination $2 A_{q}=A_{u L}-A_{d L}$ (Eq. (5.59)) is UV-finite, as it must be:

$$
\begin{align*}
-\mathrm{i} p \nmid A_{q}= & \frac{1}{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \nless y_{d} D_{d R} y_{d}^{\dagger}\left[\left(\ell^{2}-M_{N}^{2}\right) D_{S N}-\left(\ell^{2}-M_{S}^{2}\right) D_{S}\right] \\
& -\frac{1}{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \nless y_{u} D_{u R} y_{u}^{\dagger}\left[\left(\ell^{2}-M_{S}^{2}\right) D_{S N}-\left(\ell^{2}-M_{N}^{2}\right) D_{N}\right] . \tag{6.18}
\end{align*}
$$

Again, crucial are the differences of the scalar propagators in the square brackets:

$$
\begin{align*}
\left(\ell^{2}-M_{N}^{2}\right) D_{S N}-\left(\ell^{2}-M_{S}^{2}\right) D_{S} & =\left[\left(\ell^{2}-M_{S}^{2}\right)\left|\Pi_{S N}\right|^{2}-\left(\ell^{2}-M_{N}^{2}\right)\left|\Pi_{S}\right|^{2}\right] D_{S N} D_{S}  \tag{6.19a}\\
\left(\ell^{2}-M_{S}^{2}\right) D_{S N}-\left(\ell^{2}-M_{N}^{2}\right) D_{N} & =\left[\left(\ell^{2}-M_{N}^{2}\right)\left|\Pi_{S N}\right|^{2}-\left(\ell^{2}-M_{S}^{2}\right)\left|\Pi_{N}\right|^{2}\right] D_{S N} D_{N} \tag{6.19b}
\end{align*}
$$

Since these quantities are suppressed by the presumably decreasing self-energies $\Pi_{S N}, \Pi_{S}, \Pi_{N}$, the integrals (6.18) for the symmetry-breaking self-energy $A_{q}$ are indeed UV-finite. Needless to say that the symmetry-preserving self-energies $A_{u L}+A_{d L}, A_{u R}, A_{d R}$ remain UV-divergent.

## Fermion Majorana self-energy $A_{\nu M}$

Finally we mention the neutrino Majorana self-energy $A_{\nu M}$. Its SD equation reads

$$
\begin{equation*}
-\mathrm{i} \not p A_{\nu M}=\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} \nless y_{\nu}^{*} D_{\nu M}^{\dagger} y_{\nu}\left(\ell^{2}-M_{N}^{2}\right) D_{N} \tag{6.20}
\end{equation*}
$$

Recall that $A_{\nu M}$ is symmetry-breaking and as such it should be also UV-finite. This is actually the case: The necessary suppression of the integrand in (6.20) is this time maintained by the propagator $D_{\nu M}$, which is proportional to (and thus suppressed by) the self-energies $\Sigma_{\nu L}$ and $\Sigma_{\nu D}$, as shown in (D.103) in appendix D.

### 6.1.6 Beyond one loop

In this section we make two unsystematic remarks connected in some way with the three-loop effective potential, corresponding to two-loop SD equations.

The Hartree-Fock (i.e., two-loop) approximation of the effective potential (6.4) leads to the one-loop SD equations (6.8). It turns out that by neglecting higher-loop contributions
some self-energies obtain rather special accidental properties, which are not protected once the diagrams with more loops are taken into account. This applies namely to the right-handed neutrino Majorana self-energy $\Sigma_{\nu R}$, which is at one loop UV-finite, and to the scalar self-energy $E$, which is at one loop vanishing.

## Right-handed neutrino Majorana self-energy $\Sigma_{\nu R}$

Consider the right-handed neutrino Majorana self-energy $\Sigma_{\nu R}$ :

$$
\begin{equation*}
-\mathrm{i} \Sigma_{\nu R} P_{R}=\left\langle\left(\nu_{R}\right)^{\mathrm{c}} \bar{\nu}_{R}\right\rangle_{1 \mathrm{PI}} . \tag{6.21}
\end{equation*}
$$

Recall that since we have broken explicitly the lepton number by including into the Lagrangian the right-handed Majorana mass terms (4.7), this self-energy does not break any of the symmetries of the theory and hence can be in general UV-divergent. For this reason we have not included it in section 5.4.5 in our self-energy Ansatz.

Nevertheless, pretend for a moment that we did include $\Sigma_{\nu R}$ into our Ansatz. The corresponding SD equation then reads

$$
\begin{equation*}
-\mathrm{i} \Sigma_{\nu R}=\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} y_{\nu}^{\mathrm{T}}\left(D_{\nu L}^{\mathrm{T}} \Sigma_{\nu L}^{\dagger}+D_{\nu M} \Sigma_{\nu d}^{\dagger}\right) y_{\nu} \Pi_{N} D_{N} . \tag{6.22}
\end{equation*}
$$

We see that $\Sigma_{\nu R}$ comes out from (6.22) as UV-finite!
The point is that the UV-divergent part of $\Sigma_{\nu R}$ should be calculable perturbatively, i.e., using only the bare propagators and vertices, defined by the Lagrangian. However, it turns out that in one-loop approximation (i.e., in the second order in the expansion in the Yukawa coupling constants) there are actually no perturbative corrections to $\Sigma_{\nu R}$. Therefore, since our SD equations (6.8) are only one-loop (which corresponds to the two-loop Hartree-Fock approximation (6.4) of the effective potential), they do not include the perturbative contributions and thus the equation (6.22) for $\Sigma_{\nu R}$ is coincidentally UV-finite.

## The scalar self-energy $E$

Consider the scalar self-energy $E$, (5.11d),

$$
E=\left(\begin{array}{ll}
E_{1} & E_{2}  \tag{6.23}\\
E_{2}^{*} & E_{1}^{*}
\end{array}\right),
$$

where

$$
\begin{align*}
-\mathrm{i} E_{1} & =\left\langle N^{(0) \dagger} S^{(0)}\right\rangle_{1 \mathrm{PI}},  \tag{6.24a}\\
-\mathrm{i} E_{2} & =\left\langle N^{(0)} S^{(0)}\right\rangle_{1 \mathrm{PI}} \tag{6.24b}
\end{align*}
$$

This self-energy is symmetry-breaking and hence UV-finite. Recall that we have not included it in the Ansatz (5.37), arguing that in the Hartree-Fock approximation there are no contributions to it anyway. Let us now discuss this issue in more details.

Consider the Yukawa interactions (4.9) of the scalar doublets $S, N$. In particular, we are interested only in the part describing interactions of the neutral components $S^{(0)}, N^{(0)}$, i.e., in (4.12). Notice that $S^{(0)}$ interacts at tree-level only with the down-type fermions $(d, e)$, while $N^{(0)}$ only with the up-type fermions $(u, \nu)$. Therefore it is clear that it is impossible to make a one-loop correction to the propagators of the type $\left\langle N^{(0) \dagger} S^{(0)}\right\rangle,\left\langle N^{(0)} S^{(0)}\right\rangle$, simply as one cannot bilinearly connect propagators of different fermions.


Figure 6.7: Two-loop contributions to $-\mathrm{i} E_{1}=\left\langle N^{(0) \dagger} S^{(0)}\right\rangle_{1 \mathrm{PI}}$. (The $\not \mathrm{p}$ 's at some of the fermion lines just schematically indicate that the corresponding full propagators are odd functions of the momentum, whose name need not be necessarily $p$. Cf. also the notation (D.110) in appendix (D.)

However, at two loops there are already non-trivial contributions to $E$. Recall that there are the charged scalars $S^{(+)}, N^{(-)}$, capable of changing an up-type fermion to the down-type and vice versa, see (4.13). Thus, adding a charged scalar internal line inside the fermion loop allows to overcome the problems described in the previous paragraph and draw non-vanishing contributions to $E_{1}, E_{2}$, see Figs. 6.7, 6.8,

The situation would be however different if we have not postulated the discrete symmetry $\mathcal{P}_{\text {down }}$, as in such a case there would be present also the Yukawa interactions (4.14) of the charge conjugated scalar doublets $\tilde{S}, \tilde{N}$. The point is that considering both Lagrangians (4.9) and (4.14) there would be contributions to $E_{1}, E_{2}$ already at one-loop level, as can be seen in Fig. 6.9, One can also notice that the loop integrals for $E_{1}$ and $E_{2}$ in Fig. 6.9 are respectively UV-finite and UV-divergent. This is not a coincidence. Recall that even though the $\mathcal{P}_{\text {down }}$ symmetry is broken, the self-energy $E_{1}$ is still symmetry-breaking (see Eqs. (5.14) and (5.15c)) and hence necessarily UV-finite. On the other hand, in the case of broken $\mathcal{P}_{\text {down }}$ symmetry the self-energy $E_{2}$ contains symmetry-preserving and hence potentially (and also actually) UVdivergent part, as can be seen from (5.19c) and (5.20c).

Recall at this point, however, the very reason why we assumed the $\mathcal{P}_{\text {down }}$ symmetry: The



Figure 6.8: Two-loop contributions to $-\mathrm{i} E_{2}=\left\langle N^{(0)} S^{(0)}\right\rangle_{1 \mathrm{PI}}$.
actual vanishing of $E$ in the one-loop approximation makes the construction of the scalar selfenergy Ansatz more tractable. That is because in such a case it suffices, when expressing the full scalar propagator, to invert only $2 \times 2$ matrices and not $4 \times 4$ matrices. Therefore, on top of the reducing of the free parameters of the Lagrangian, mentioned in Sec.4.1.2, the postulation of $\mathcal{P}_{\text {down }}$ is desirable also from this practical reason.

### 6.2 Numerical results

In order to make the numerical treatment of the model more tractable, some simplifications of the Lagrangian were made:

- We considered $M_{\nu R}=0$.
- We considered only one generation of the charged fermions, i.e., $n=1$.
- We considered only one right-handed neutrino, i.e., $m=1$.

Let us comment the assumption $M_{\nu R}=0$. As already discussed in Sec. 4.1.1, in this case lepton number symmetry $\mathbb{U}(1)_{\ell}$ is exact at the level of Lagrangian and one should include both $\Sigma_{\nu L}$ and $\Sigma_{\nu R}$ into the Ansatz, as both are $\mathbb{U}(1)_{\ell}$ symmetry-breaking and thus UV-finite. On the other hand, one can also restrict oneself only to the solutions of the SD equations, which preserve $\mathbb{U}(1)_{\ell}$, or, in other words, one can assume $\Sigma_{\nu L}=0$ and $\Sigma_{\nu R}=0$ from the beginning. This is exactly what we did in the numerical analysis: We considered only the Dirac-type neutrino self-energy $\Sigma_{\nu D}$, while the Majorana-type $\Sigma_{\nu L}, \Sigma_{\nu R}$ were neglected.

Under these assumptions the SD equation (6.11b) for $\Sigma_{\nu L}$ is dismissed and the set (6.11) of lepton SD equations is formally the same as the set (6.10) of quark SD equations. We emphasize that all fermion self-energies are then Dirac and they have no non-trivial matrix structure in the flavor space.

Further approximations of the SD equations consist of:



Figure 6.9: One-loop contributions to $E$ in the case of no $\mathcal{P}_{\text {down }}$ symmetry. Notice that $E_{1}$ (the first line) and $E_{2}$ (the second line) are respectively UV-finite and UV-divergent.

- Considering all Yukawa coupling constants real.
- Considering all self-energies real.

These approximations are the same as before in Sec. 3.4.1 within the Abelian toy model. The same is also the very numerical procedure, see Sec. 3.4.2.

Recall that in the Abelian toy model the parametric space to be scanned was essentially two-dimensional: The true free parameters were the two (real) Yukawa coupling constants $y_{1}$ and $y_{2}$; the bare scalar mass $M$, as the only dimensional-full parameter of the model, served only as a scale parameter for the self-energies and momenta. Therefore it was possible to scan the parameter space at least to the extent of being able to decide whether for a given pair $y_{1}$, $y_{2}$ the solution is trivial or not. As a result of this scanning we obtained Fig. 3.6.

This time the situation is considerably more complicated. We have four (real) Yukawa coupling constants, $y_{u}, y_{d}, y_{\nu}, y_{e}$, and two bare scalar masses $M_{S}$ and $M_{N}$. Of the two masses $M_{S}$, $M_{N}$ only one can be considered as a free parameter, the other serves again merely as a scaling parameter for the dimension-full quantities. Thus, we have altogether five free parameters and consequently five-dimensional space to be scanned. However, a systematic scanning of such a vast parametric space was not possible. We have therefore checked the solutions only in some, rather randomly selected points in the parametric space in order to get some feeling about the general features and behavior of the solutions.

Thus, even though the parametric space was not scanned systematically, it was found that the above described SD equations have a similar behavior as the SD equations of the Abelian toy model:

1. Non-trivial, UV-finite solutions do exist.
2. The solutions are found only for relatively large values of the Yukawa coupling constants (of order of tens).
3. Large ratios of fermion masses can be accommodated while having the corresponding Yukawa coupling constants of the same order of magnitude.

The point 3, above is promising in the quest for realistic fermion mass hierarchy. Because of the large parameter space which needs to be scanned this has not been accomplished. However, some achievements, which suggest that it should be possible, have been made. First, we accommodated the hierarchy between the lepton and quark doublets. For $y_{\nu}=63, y_{e} \approx 84, y_{u}=65$, $y_{d}=90\left(\right.$ and $\left.M_{S}^{2}=2, M_{N}^{2}=1\right)$ we found $m_{\nu} \lesssim m_{e}=\mathcal{O}\left(10^{-4}\right)$ and $m_{u} \lesssim m_{d}=\mathcal{O}\left(10^{-2}\right)$. (Note that all masses are expressed in the units of $M_{N}$.) Second, we managed to generate a large hierarchy within one doublet. Considering only the leptons and neglecting the quarks ( $y_{u}=y_{d}=0$ ), we found $m_{e} / m_{\nu}=\mathcal{O}\left(10^{2}\right)$, calculated for $y_{\nu} \approx 50, y_{e}=80$ (and again $M_{S}^{2}=2$, $M_{N}^{2}=1$ ). Nevertheless, it should be emphasized that this lepton mass ratio would be presumably significantly enhanced by the seesaw mechanism upon taking the Majorana right-handed neutrino mass term into account.

### 6.3 Compatibility with electroweak observables

### 6.3.1 $\rho$-parameter

While the realistic fermion spectrum together with the Yukawa coupling constants not vastly different can be presumably accommodated, it brings on the other hand the problem how to keep the $\rho$-parameter

$$
\begin{equation*}
\rho \equiv \frac{M_{W}^{2}}{M_{Z}^{2} \cos ^{2} \theta_{\mathrm{W}}} \tag{6.25}
\end{equation*}
$$

close to 1 . Note that in the case of exact custodial symmetry of the Lagrangian, i.e., when $n=m, y_{\nu}=y_{e}, y_{u}=y_{d}, M_{S}=M_{N}$ and $M_{\nu R}=0$, one expects $\rho=1$ exactly. In chapter 11, after calculating the explicit form of the fermion contribution to the $W^{ \pm}, Z$ masses, it will be possible to see this for fermions explicitly.

Of course, in reality the custodial symmetry is in any case broken at least by fermions, since $y_{\nu} \neq y_{e}, y_{u} \neq y_{d}$. However, there is a possibility that if the scalar sector is (at least reasonably approximately) custodially symmetric and remains so even after the SSB, then the scalars can render $\rho$ to be close to 1 , provided they are heavy enough so that they can overcome the effect of the custodial symmetry breaking in the fermion sector.

### 6.3.2 Flavor-changing neutral currents

The new scalars must be heavy enough in order to avoid constraints from FCNC. We can make in this respect a rough, order-of-magnitude estimate. Consider, for instance, the decay $\mu \rightarrow e+S^{(0)}$. The virtual heavy scalar can subsequently decay as $S^{(0)} \rightarrow \bar{e}+e$. The Yukawa interactions will therefore induce the flavor-changing muon decay, $\mu \rightarrow e+\bar{e}+e$, with the amplitude being roughly given by $y^{2} / M_{S}^{2}$. (We assume that in the absence of fine tuning, all Yukawa couplings, including the flavor-changing ones, will be of the same order of magnitude.) The dominant muon decay channel, with branching ratio close to $100 \%$, is $\mu \rightarrow e+\bar{\nu}_{e}+\nu_{\mu}$, whose amplitude is analogously proportional to $G_{\mathrm{F}}$. From here we infer the estimate $\mathrm{BR}(\mu \rightarrow$ $e+\bar{e}+e) \sim\left(y^{2} / G_{\mathrm{F}} M_{S}^{2}\right)^{2}$. Taking the current experimental limit [70], $\operatorname{BR}(\mu \rightarrow e+\bar{e}+e)<10^{-12}$, we find $M_{S} / y \gtrsim 10^{2.5} \mathrm{TeV}$.

### 6.3.3 $S$-parameter

The very introduction of new scalars also affects the Peskin-Takeuchi $S$-parameter [71]. In order to estimate the scalar contribution to it, we set for simplicity the scalar self-energies $\Pi_{S}$,


Figure 6.10: The $S$-parameter (6.27) plotted for the special case $M_{S \pm}=M_{N \pm}=M_{S N \pm} \equiv M_{ \pm}$. Note that, according to the Particle Data Group [70, $S=-0.10 \pm 0.10$.
$\Pi_{N}, \Pi_{S N}$ to be constant. The spectrum (see the pole equations (5.41)) is then given simply by

$$
\begin{align*}
M_{S N \pm}^{2} & =\frac{M_{S}^{2}+M_{N}^{2}}{2} \pm \sqrt{\left(\frac{M_{S}^{2}-M_{N}^{2}}{2}\right)^{2}+\left|\Pi_{S N}\right|^{2}}  \tag{6.26a}\\
M_{S \pm}^{2} & =M_{S}^{2} \pm\left|\Pi_{S}\right|  \tag{6.26b}\\
M_{N \pm}^{2} & =M_{N}^{2} \pm\left|\Pi_{N}\right| \tag{6.26c}
\end{align*}
$$

The resulting $S$-parameter then can be written as

$$
\begin{equation*}
S=S_{S}+S_{N}+S_{S N} \tag{6.27}
\end{equation*}
$$

where

$$
\begin{align*}
S_{S} \equiv & \frac{1}{12 \pi}\left[\frac{5}{6}-\frac{2 M_{S+}^{2} M_{S-}^{2}}{\left(M_{S+}^{2}-M_{S-}^{2}\right)^{2}}-\frac{1}{2} \ln \frac{M_{S+}^{2} M_{S-}^{2}}{\mu^{4}}\right. \\
& \left.\quad-\frac{1}{2} \frac{M_{S+}^{6}+M_{S-}^{6}-3 M_{S+}^{2} M_{S-}^{2}\left(M_{S+}^{2}+M_{S-}^{2}\right)}{\left(M_{S+}^{2}-M_{S-}^{2}\right)^{3}} \ln \frac{M_{S+}^{2}}{M_{S-}^{2}}\right]  \tag{6.28a}\\
S_{N} \equiv & \frac{1}{12 \pi}\left[\frac{5}{6}-\frac{2 M_{N+}^{2} M_{N-}^{2}}{\left(M_{N+}^{2}-M_{N-}^{2}\right)^{2}}-\frac{1}{2} \ln \frac{M_{N+}^{2} M_{N-}^{2}}{\mu^{4}}\right. \\
& \left.\quad-\frac{1}{2} \frac{M_{N+}^{6}+M_{N-}^{6}-3 M_{N+}^{2} M_{N-}^{2}\left(M_{N+}^{2}+M_{N-}^{2}\right)}{\left(M_{N+}^{2}-M_{N-}^{2}\right)^{3}} \ln \frac{M_{N+}^{2}}{M_{N-}^{2}}\right]  \tag{6.28b}\\
S_{S N} \equiv & \frac{1}{12 \pi} \ln \frac{M_{S N+}^{2} M_{S N-}^{2}}{\mu^{4}} . \tag{6.28c}
\end{align*}
$$

(The $\mu$ is just an arbitrary mass scale introduced for æsthetic reasons; the total $S$-parameter (6.27) is independent of it.) Taking into account the previous discussion of the $\rho$-parameter and the scalar masses, we plotted the $S$-parameter for the special case $M_{S \pm}=M_{N \pm}=M_{S N \pm} \equiv M_{ \pm}$. The resulting $S$-parameter, which is then function only of the mass ratio $M_{+} / M_{-}$, is plotted in Fig. 6.10. When in this special case the ratio $M_{+} / M_{-}$is far from one, the $S$-parameter is
well approximated by the simple formula $S=\frac{1}{6 \pi}\left(\frac{5}{6}-\ln \left|\frac{M_{+}}{M_{-}}\right|\right)$. On the other hand, for $M_{+} / M_{-}$ close to one the $S$-parameter behaves like $\frac{-1}{15 \pi}\left(1-\frac{M_{+}}{M_{-}}\right)^{2}$. From Fig. 6.10 one can see that the $S$-parameter meets the experimental bounds for any value of $M_{+} / M_{-}$from 0.01 up to 100 .

### 6.4 Summary

We have derived, within the Yukawa dynamics considered in chapter 4 and using the CJT formalism, the SD equations for the scalar and fermion self-energies. They were derived for general self-energies and eventually restricted to the Ansatz introduced in the previous chapter 5. The form of these SD equations suggests the expected UV-finiteness of the solutions.

Due to huge parametric space of the set of SD equations (even in the oversimplified case of only one generation of charged fermions, one Dirac neutrino and real Yukawa coupling constants), the systematic numerical survey for the solutions was not possible, in contrast to the Abelian toy model in Sec. 3.4.2. Nevertheless, an unsystematic (i.e., rather random) scanning of the parametric space revealed some promising points (one of which was presented in Sec. (6.2), suggesting the possibility of obtaining a realistic fermion spectrum.

Finally, we commented on the compatibility with the electroweak observables. While the sole fermion sector pushes the $\rho$-parameter away from 1 , the scalar sector can render it close to 1, provided the scalars are heavy enough, as they after all tend to be, as the numerical analysis suggests. This presumable heaviness of scalars is also consistent with the desired suppression of the FCNC. Finally, we showed that even the $S$-parameter remains in norm, provided the scalar masses are mutually not too different.

## Part III

## Flavor mixing

## Chapter 7

## Quark flavor mixing

We will now discuss the implications of the very momentum-dependence of the dynamically generated quark self-energies for the mixing of the physical quarks, i.e., of the quark mass eigenstates. We will show that, unlike in models (e.g., the MCS and particularly the SM) with mass matrices (i.e., momentum-independent self-energies), the resulting effective Cabibbo-Kobayashi-Maskawa (CKM) matrix [72, 73] is in general non-unitary and the FCNC are present already at lowest (tree) order in the gauge coupling constant. We will not present the case of leptons, as the discussion would be essentially the same, with the resulting Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [74, 75] being non-unitary as well.

We stress that the following discussion applies to any model of EWSB generating the quark self-energies with a momentum dependency. In this respect the model presented in part II can be regarded as a particular example of such class of models.

This chapter is a concise version of paper [59], where more details can be found.

### 7.1 Gauge interactions in the interaction eigenstate basis

We start off by a slight change of notation, to be applied exclusively in this chapter. Instead of the denotation $u, d$, introduced in section 4.1.1 and used throughout part II, we will use the primed denotation $u^{\prime}, d^{\prime}$ and call it the (weak) interaction eigenstate basis. The denotation $u$, $d$ will be reserved for the so-called mass eigenstate basis, to be introduced thereinafter.

In the interaction eigenstate basis $u^{\prime}, d^{\prime}$ and in the basis (4.23) and (4.26) of the EW gauge fields the gauge interactions (4.67) read

$$
\begin{equation*}
\mathcal{L}_{\text {quark, qauge }}=\mathcal{L}_{\mathrm{cc}}\left(u^{\prime}, d^{\prime}\right)+\mathcal{L}_{\mathrm{nc}}\left(u^{\prime}, d^{\prime}\right)+\mathcal{L}_{\mathrm{em}}\left(u^{\prime}, d^{\prime}\right), \tag{7.1}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{L}_{\mathrm{cc}}\left(u^{\prime}, d^{\prime}\right) & =\frac{g}{\sqrt{2}} \bar{u}^{\prime} \gamma_{\mu} P_{L} d^{\prime} A_{W^{+}}^{\mu}+\text { h.c. }  \tag{7.2a}\\
\mathcal{L}_{\mathrm{nc}}\left(u^{\prime}, d^{\prime}\right) & =\frac{g}{2 \cos \theta_{\mathrm{W}}} \sum_{f=u, d} \bar{f}^{\prime} \gamma_{\mu}\left(v_{f}-a_{f} \gamma_{5}\right) f^{\prime} A_{Z}^{\mu}  \tag{7.2b}\\
\mathcal{L}_{\mathrm{em}}\left(u^{\prime}, d^{\prime}\right) & =\sum_{f=u, d} e Q_{f} \bar{f}^{\prime} \gamma_{\mu} f^{\prime} A_{\mathrm{em}}^{\mu} \tag{7.2c}
\end{align*}
$$

We use the standard notation [76]

$$
\begin{align*}
v_{f} & \equiv t_{3 f}-2 Q_{f} \sin ^{2} \theta_{\mathrm{W}}  \tag{7.3a}\\
a_{f} & \equiv t_{3 f} \tag{7.3b}
\end{align*}
$$

### 7.2 Momentum-independent self-energies

Before investigating the general case of momentum-dependent self-energies in the next section, we revise in this section how the fermion flavor mixing is treated in the special case of constant self-energies. In other words, we review here the SM (and generally any MCS, the most prominent representative of which the SM is) 11 Nevertheless, we present it here, in order to establish some notation and to make the text reasonably self-contained. The primary reason is, however, that the case of constant self-energies provides a natural reference point when discussing in the next section some novel consequences stemming from self-energies' momentum dependence.

Since the quark self-energies $\boldsymbol{\Sigma}_{u}, \boldsymbol{\Sigma}_{d}$ are by assumption momentum-independent, they can be regarded as mass matrices sitting in the Lagrangian:

$$
\begin{align*}
\mathcal{L}_{\text {mass }}^{(\mathrm{SM})}\left(u^{\prime}, d^{\prime}\right) & =-\bar{u}^{\prime} \boldsymbol{\Sigma}_{u} u^{\prime}-\bar{d}^{\prime} \boldsymbol{\Sigma}_{d} d^{\prime}  \tag{7.4a}\\
& =-\bar{u}_{L}^{\prime} \Sigma_{u} u_{R}^{\prime}-\bar{d}_{L}^{\prime} \Sigma_{d} d_{R}^{\prime}+\text { h.c. }, \tag{7.4b}
\end{align*}
$$

where we took into account the form $\Sigma_{f}=\Sigma_{f}^{\dagger} P_{L}+\Sigma_{f} P_{R}(f=u, d)$, Eq. (5.66). The component $\Sigma_{f}$ can be diagonalized via the bi-unitary transformation ${ }^{2}$

$$
\begin{equation*}
\Sigma_{f}=V_{f}^{\dagger} M_{f} U_{f} \tag{7.5}
\end{equation*}
$$

where $U_{f}, V_{f}$ are some unitary matrices and $M_{f}$ is a diagonal, real, non-negative matrix:

$$
\begin{equation*}
M_{f} \equiv \operatorname{diag}\left(m_{f_{1}}, m_{f_{2}}, \ldots, m_{f_{n}}\right) \tag{7.6}
\end{equation*}
$$

More compact notation can be achieved by defining the unitary matrix $X_{f}$ as

$$
\begin{equation*}
X_{f} \equiv V_{f}^{\dagger} P_{L}+U_{f}^{\dagger} P_{R} \tag{7.7}
\end{equation*}
$$

so that the full $\boldsymbol{\Sigma}_{f}$ can be written as

$$
\begin{equation*}
\Sigma_{f}=\bar{X}_{f}^{\dagger} M_{f} X_{f}^{\dagger} \tag{7.8}
\end{equation*}
$$

We can now define new fields as

$$
\begin{align*}
u & =X_{u}^{\dagger} u^{\prime}  \tag{7.9a}\\
d & =X_{d}^{\dagger} d^{\prime} \tag{7.9b}
\end{align*}
$$

which can be rewritten in terms of the original chiral components as

$$
\begin{array}{ll}
u_{L}=V_{u} u_{L}^{\prime}, & d_{L}=V_{d} d_{L}^{\prime} \\
u_{R}=U_{u} u_{R}^{\prime}, & d_{R}=U_{d} d_{R}^{\prime}
\end{array}
$$

Thus, the Lagrangian (7.4), expressed in terms of $u, d$ (or their chiral components) is massdiagonal:

$$
\begin{align*}
\mathcal{L}_{\text {mass }}^{(\mathrm{SM})}(u, d) & =-\bar{u} M_{u} u-\bar{d} M_{d} d  \tag{7.10a}\\
& =-\bar{u}_{L} M_{u} u_{R}-\bar{d}_{L} M_{d} d_{R}+\text { h.c. } \tag{7.10b}
\end{align*}
$$

[^28]I.e., particular components $u_{i}, d_{j}(i, j=1, \ldots, n)$ of the fields $u, d$ have now straightforward interpretation as operators creating the states $\left|u_{i}\right\rangle,\left|d_{j}\right\rangle$ with definite masses $m_{u_{i}}, m_{d_{j}}$ (see (7.6)) from the vacuum and we are allowed to call the operators $u, d$ the mass eigenstate basis.

The redefinitions (7.9) apply also for the rest of the Lagrangian, in particular for the gauge interactions (7.2). One obtains

$$
\begin{align*}
\mathcal{L}_{\mathrm{cc}}^{(\mathrm{SM})}(u, d) & =\frac{g}{\sqrt{2}} \bar{u} \gamma_{\mu} P_{L} V_{\mathrm{CKM}} d A_{W^{+}}^{\mu}+\text { h.c. },  \tag{7.11a}\\
\mathcal{L}_{\mathrm{nc}}^{(\mathrm{SM})}(u, d) & =\frac{g}{2 \cos \theta_{\mathrm{W}}} \sum_{f=u, d} \bar{f} \gamma_{\mu}\left(v_{f}-a_{f} \gamma_{5}\right) f A_{Z}^{\mu},  \tag{7.11b}\\
\mathcal{L}_{\mathrm{em}}^{(\mathrm{SM})}(u, d) & =\sum_{f=u, d} e Q_{f} \bar{f} \gamma_{\mu} f A_{\mathrm{em}}^{\mu} . \tag{7.11c}
\end{align*}
$$

We see that in contrast to the Lagrangian (7.2), the charged current interactions $\mathcal{L}_{\mathrm{cc}}^{(\mathrm{SM})}$ are no longer flavor-diagonal, but rather exhibit the flavor mixing parameterized by the celebrated Cabibbo-Kobayashi-Maskawa (CKM) matrix [72, 73], which is expressed in terms of the matrices $V_{u}, V_{d}$, (7.5), as

$$
\begin{equation*}
V_{\mathrm{CKM}} \equiv V_{u} V_{d}^{\dagger} . \tag{7.12}
\end{equation*}
$$

Note that $V_{\text {CKM }}$ is unitary ${ }^{3}$ due to the unitarity of matrices $V_{u}, V_{d}$. On the other hand, the electromagnetic and neutral current interactions remain diagonal, which is again a consequence of the unitarity of the matrices $X_{u}, X_{d}$.

Consider now, for the sake of later references, the decay process $W^{+} \rightarrow u_{i}+\bar{d}_{j}$ and its $S$-matrix element

$$
\begin{align*}
S_{f i} & =\left\langle u_{i}, \bar{d}_{j}\right| S\left|W^{+}\right\rangle  \tag{7.13a}\\
& =\delta_{f i}+(2 \pi)^{4} \delta^{4}(p+k-q) N_{p} N_{k} N_{q} \mathrm{i}_{f i} \tag{7.13b}
\end{align*}
$$

where the factors $N_{p}, N_{k}, N_{q}$ are defined in Eq. (A.26) (we assign the external momenta as $\left.W^{+}(q) \rightarrow u_{i}(p)+\bar{d}_{j}(k)\right)$. This is the simplest process in which the effect of the CKM matrix takes place. Within the SM-like Lagrangian (7.11a) we have in the lowest order in the gauge coupling constant $g$ for the corresponding amplitude immediately

$$
\begin{equation*}
\mathcal{M}_{f i}^{(\mathrm{SM})}=\frac{g}{\sqrt{2}} \bar{u}_{u_{i}}(p) \gamma^{\mu} P_{L}\left(V_{\mathrm{CKM}}\right)_{i j} v_{d_{j}}(k) \varepsilon_{\mu}(q) . \tag{7.14}
\end{equation*}
$$

### 7.3 Momentum-dependent self-energies

Let us now relax the requirement of the self-energies' momentum-independence and allow them to depend on momentum in a general way 4 In this situation the self-energies cannot be any longer interpreted as mass matrices and there is no obvious way how to reexpress the Lagrangian from the interaction eigenstate basis into the mass eigenstate basis. We will show that even in

[^29]this situation one can define the mass eigenstate basis, though in an effective sense, together with the effective CKM matrix.

The crucial observation is that although we do not have the theory expressed in terms of the mass eigenstate basis $u, d$ (i.e., in terms of the fields that create the quarks with definite mass), it is still possible to calculate the amplitudes of the processes involving the mass eigenstates $\left|u_{i}\right\rangle,\left|d_{j}\right\rangle$, with the masses $m_{u_{i}}, m_{d_{j}}$ given by the pole equations (5.71). This is allowed by the Lehmann-Symanzik-Zimmermann (LSZ) reduction formula [83], which states that the amplitude of a given process involving the mass eigenstates $u, d$ can be calculated (up to the polarization vectors and possible sign due to the fermionic nature of involved particles) as a residue of the appropriate (momentum space) connected Green's function for the external momenta going on their mass-shell. The point is that the Green's function need not be calculated in terms of eventual operators $u, d$ of the mass eigenstates, but rather in terms of the original interaction eigenstate basis operators $u^{\prime}, d^{\prime}$, which have no direct connection to the mass eigenstates (possibly even up to any unitary redefinition, as we will see later). Note that the Green's functions are easily calculated: One can apply the usual perturbation theory given by the Lagrangian (7.2), with the additional Feynman rule that the fermion lines in the diagrams are given by the full quark propagators

$$
\begin{equation*}
\mathrm{i} G_{f}=\left\langle f^{\prime} \bar{f}^{\prime}\right\rangle, \tag{7.15}
\end{equation*}
$$

which are expressed in terms of the self-energies $\boldsymbol{\Sigma}_{f}$ as

$$
\begin{equation*}
G_{f}=\left(\not p-\Sigma_{f}\right)^{-1} \tag{7.16}
\end{equation*}
$$

cf. Eq. (5.68).
The possibility of calculating processes involving the mass eigenstates, as sketched in the previous paragraph, opens the way to investigating the fermion flavor mixing in the case of momentum-dependent self-energies. We explain it in more detail in the following section on the example of flavor mixing in the charged current sector. Next, in the subsequent section, we state (without detailed derivation) the analogous results for the electromagnetic and neutral current sectors.

### 7.3.1 Charged current interactions

## Effective CKM matrix

The idea is simple and can be roughly stated as follows: First, we calculate (using the approach described above) the $S$-matrix element for the process $W^{+} \rightarrow u_{i}+\bar{d}_{j}$ in the lowest order in the gauge coupling constant. Second, we demand that the obtained amplitude has the same form as the amplitude (7.14) calculated within the SM (Sec. 7.2) and define this way the effective CKM matrix. This effective CKM matrix is eventually interpreted to be a part of the effective Lagrangian of the SM form (7.11).

Let us work out the idea in detail. Consider the connected Green's function $\left\langle u^{\prime} \bar{d}^{\prime} A_{W^{+}}^{\mu}\right\rangle$ and define its Fourier transform $\mathrm{i} G_{W^{+}}^{\mu}(p, k, q)$ as

$$
\begin{equation*}
\int \mathrm{d}^{4} x \mathrm{~d}^{4} y \mathrm{~d}^{4} z \mathrm{e}^{\mathrm{i} p \cdot x} \mathrm{e}^{\mathrm{i} k \cdot y} \mathrm{e}^{-\mathrm{i} q \cdot z}\langle 0| T u^{\prime}(x) \bar{d}^{\prime}(y) A_{W^{+}}^{\mu}(z)|0\rangle=(2 \pi)^{4} \delta^{4}(p+k-q) \mathrm{i} G_{W^{+}}^{\mu}(p, k, q) \tag{7.17}
\end{equation*}
$$

For the assignment of the momenta see Fig. 7.1. Recall that a connected Green's function is generally calculated as a proper (1PI) Green's function with full propagators at the external


Figure 7.1: Diagrammatical representation and momenta assignment of the connected Green's function $\mathrm{i} G_{W^{+}}^{\mu}(p, k, q)$, Eq. (7.18). The shaded blob denotes its 1PI part, $\mathrm{i} \Gamma_{W^{+}}^{\mu}(p,-k)$, while the dark blobs represent the full propagators. (Notice the arrows on the boson line: We conventionally define the $W^{+}$as an antiparticle.)
lines:

$$
\begin{equation*}
\mathrm{i} G_{W^{+}}^{\mu}(p, k, q)=\mathrm{i} G_{u}(p) \mathrm{i} \Gamma_{W^{+}}^{\nu}(p,-k) \mathrm{i} G_{d}(-k) \mathrm{i} G^{\mu}{ }_{\nu}(q) . \tag{7.18}
\end{equation*}
$$

For the external fermion lines we consider the full propagators $G_{u}(p), G_{d}(p)$, as defined by Eq. (7.16). The $W^{ \pm}$propagator $G_{\mu \nu}(q)$ is taken at this moment to be just the bare propagator of a massive vector field [76] with hard mass $M_{W}$ (the mass $M_{W}$ will be discussed in more detail in chapter 11). Similarly, the proper vertex $\Gamma_{W^{+}}^{\mu}(p,-k)$ is taken to be the tree one, determined by the charged current Lagrangian $\mathcal{L}_{\mathrm{cc}}\left(u^{\prime}, d^{\prime}\right)$, (7.2a), i.e.,

$$
\begin{equation*}
\Gamma_{W^{+}}^{\mu}(p,-k)=\frac{g}{\sqrt{2}} \gamma^{\mu} P_{L} \tag{7.19}
\end{equation*}
$$

Thus, we have at the leading order in the gauge coupling constant $g$ immediately

$$
\begin{equation*}
\mathrm{i} G_{W^{+}}^{\mu}(p, k, q)=\mathrm{i} G_{u}(p) \mathrm{i} \frac{g}{\sqrt{2}} \gamma^{\nu} P_{L} \mathrm{i} G_{d}(-k) \mathrm{i} G_{\nu}^{\mu}(q) \tag{7.20}
\end{equation*}
$$

We are now ready to apply the LSZ reduction formula. (In the following we will rely on the results from section (D.5) of appendix D, concerning the diagonalization of momentumdependent self-energies, as well as of the corresponding full propagators.) Recall that upon taking the limit $p^{2} \rightarrow m_{u_{i}}^{2}, k^{2} \rightarrow m_{d_{j}}^{2}, q^{2} \rightarrow M_{W}^{2}$ in the Green's function $\mathrm{i} G_{W^{+}}^{\mu}(p, k, q)$, the residue of the leading divergent term (i.e., the one with the triple pole) is (up to polarization vectors and a sign) the desired amplitude $\mathcal{M}_{f i}$ of the process $W^{+} \rightarrow u_{i}+\bar{d}_{j}$, (7.13). Taking into account the explicit form (7.20) of $\mathrm{i} G_{W^{+}}^{\mu}(p, k, q)$ and applying the asymptotic formulæ (D.154) for the propagators $G_{u}(p), G_{d}(p)$, we arrive straightforwardly at the result

$$
\begin{equation*}
\mathrm{i} G_{W^{+}}^{\mu}(p, k, q) \underset{\substack{p^{2} \rightarrow m_{u_{i}}^{2} \\ k^{2} \rightarrow m_{d_{j}}}}{ }-\frac{\mathrm{i} \mathcal{U}_{u_{i}}(p)}{p^{2}-m_{u_{i}}^{2}} \frac{\mathrm{i} \overline{\mathcal{V}}_{d_{j}}(k)}{q^{2} \rightarrow M_{W}^{2}-m_{d_{j}}^{2}} \frac{\mathrm{i} \varepsilon^{\mu *}(q)}{q^{2}-M_{W}^{2}} \mathrm{i} \mathcal{M}_{f i}+\ldots, \tag{7.21}
\end{equation*}
$$

where the ellipsis represents less divergent terms (i.e., the terms with double and single poles and regular terms). The amplitude $\mathcal{M}_{f i}$ in (7.21) comes out as

$$
\begin{equation*}
\mathcal{M}_{f i}=\frac{g}{\sqrt{2}} \bar{u}_{u_{i}}(p)\left(\tilde{V}_{u} \tilde{V}_{d}^{\dagger}\right)_{i j} \gamma^{\mu} P_{L} v_{d_{j}}(k) \varepsilon_{\mu}(q) . \tag{7.22}
\end{equation*}
$$

For the precise definition of the matrices $\tilde{V}_{u}, \tilde{V}_{d}$ see Eq. (D.157). Now let just say that the matrices $\tilde{V}_{u}, \tilde{V}_{d}$ are in general non-unitary and their definition is related to the diagonalization of the (momentum-dependent) self-energies $\boldsymbol{\Sigma}_{u}, \boldsymbol{\Sigma}_{d}$ in a similar manner as the definition (7.5) of $V_{u}, V_{d}$. In fact, the both pairs of matrices coincides in the limit of momentum-independent self-energies.

We are now going to compare the amplitude $\mathcal{M}_{f i}$, (7.22) with the amplitude $\mathcal{M}_{f i}^{(\mathrm{SM})}$, (7.14)), calculated within the SM for the same process $W^{+} \rightarrow u_{i}+\bar{d}_{j}$ and in the same (lowest) order in the gauge coupling constant. Demanding that both amplitudes have the same form, we conclude that the effective CKM matrix is given by

$$
\begin{equation*}
V_{\mathrm{CKM}}^{(\mathrm{eff})} \equiv \tilde{V}_{u} \tilde{V}_{d}^{\dagger} . \tag{7.23}
\end{equation*}
$$

This effective CKM matrix has the striking feature of being in general non-unitary, in contrast to the CKM matrix (7.12) in the SM, thanks to the mentioned non-unitarity of $\tilde{V}_{u}, \tilde{V}_{d}$. Note however, that in the special case of constant self-energies $\boldsymbol{\Sigma}_{u}, \boldsymbol{\Sigma}_{d}$ the two expressions (7.12) and (7.23) coincide and the unitarity of CKM matrix is restored.

## Effective Lagrangian

Let us now proceed to the definition of the effective Lagrangian. The CKM matrix in the SM occurs not only in the matrix elements of the type (17.14) (in the same way as our effective CKM matrix (7.23) does), but it also lives in the charged current Lagrangian (7.11a), written in terms of the mass-diagonalized quark fields $u, d$. The natural question arises whether and to what extent it is analogously possible to reexpress the Lagrangian in terms of the mass eigenstate basis $u, d$ also in the present case of momentum-dependent self-energies and how to incorporate this way the effective CKM matrix obtained above. The answer is that it is possible merely in an effective sense to be specified below.

We define the effective Lagrangian $\mathcal{L}^{(\text {eff })}(u, d)$ in the following way: We postulate the mass eigenstate basis operators $u, d$ in such a way that they are operators creating the quarks with the masses given by the momentum-dependent self-energies $\boldsymbol{\Sigma}_{u}, \boldsymbol{\Sigma}_{d}$ via the pole equations (5.71). More precisely, $\mathcal{L}^{(\mathrm{eff})}(u, d)$ contains, on top of the fermion kinetic terms, the mass Lagrangian $\mathcal{L}_{\text {mass }}^{(\text {eff })}(u, d)$ of the form (7.10), i.e.,

$$
\begin{equation*}
\mathcal{L}_{\text {mass }}^{(\text {eff })}(u, d)=-\bar{u} M_{u} u-\bar{d} M_{d} d \tag{7.24}
\end{equation*}
$$

Here the mass matrices $M_{u}, M_{d}$ are of the form (7.6):

$$
\begin{align*}
& M_{u}=\operatorname{diag}\left(m_{u_{1}}, m_{u_{2}}, \ldots, m_{u_{n}}\right)  \tag{7.25a}\\
& M_{d}=\operatorname{diag}\left(m_{d_{1}}, m_{d_{2}}, \ldots, m_{d_{n}}\right) \tag{7.25b}
\end{align*}
$$

with the entries determined by the poles of the full propagators $G_{u}(p), G_{d}(p)$. Let the effective Lagrangian $\mathcal{L}^{(\text {eff })}(u, d)$ contain also the kinetic terms of the gauge bosons $W^{ \pm}, Z, \gamma$ and the corresponding mass terms. Since $\mathcal{L}^{(\text {eff })}(u, d)$ is written in terms of massive fields, it is capable of describing processes like $W^{+} \rightarrow u_{i}+\bar{d}_{j}$ directly, without employing the LSZ reduction formula. Indeed, postulating that $\mathcal{L}^{(\mathrm{eff})}(u, d)$ contains the SM-like charged current interactions of the form

$$
\begin{equation*}
\mathcal{L}_{\mathrm{cc}}^{(\mathrm{eff})}(u, d)=\frac{g}{\sqrt{2}} \bar{u} \gamma_{\mu} P_{L} \tilde{V}_{u} \tilde{V}_{d}^{\dagger} d A_{W^{+}}^{\mu}+\text { h.c. } \tag{7.26}
\end{equation*}
$$

it is straightforward to see that this leads to the same matrix element as the one (7.22) obtained using the LSZ formula. As expected, comparing this effective charged current interaction Lagrangian with that of the SM (7.11a), we are again led to the definition (7.23) of the effective CKM matrix.

### 7.3.2 Electromagnetic and neutral current interactions

In the same way as we probed in the previous section the charged current sector, it is possible to investigate the flavor mixing also in the electromagnetic and neutral current sectors. Since the procedure is technically completely analogous, we merely state the results. Considering the decay processes $Z \rightarrow f_{i}+\bar{f}_{j}$ and $\gamma \rightarrow f_{i}+\bar{f}_{j}, f=u, d$, we arrive at the corresponding effective interaction Lagrangians (to be part of $\left.\mathcal{L}^{(\text {eff })}(u, d)\right)$

$$
\begin{align*}
\mathcal{L}_{\mathrm{nc}}^{(\mathrm{eff})}(u, d) & =\frac{g}{2 \cos \theta_{\mathrm{W}}} \sum_{f=u, d} \bar{f} \gamma_{\mu}\left[\left(v_{f}+a_{f}\right) \tilde{V}_{f} \tilde{V}_{f}^{\dagger} P_{L}+\left(v_{f}-a_{f}\right) \tilde{U}_{f} \tilde{U}_{f}^{\dagger} P_{R}\right] f A_{Z}^{\mu}  \tag{7.27a}\\
\mathcal{L}_{\mathrm{em}}^{(\mathrm{eff})}(u, d) & =\sum_{f=u, d} e Q_{f} \bar{f} \gamma_{\mu}\left(\tilde{V}_{f} \tilde{V}_{f}^{\dagger} P_{L}+\tilde{U}_{f} \tilde{U}_{f}^{\dagger} P_{R}\right) f A_{\mathrm{em}}^{\mu} \tag{7.27b}
\end{align*}
$$

The matrices $\tilde{U}_{u}, \tilde{U}_{d}$ are defined in (D.157). Again, they are in general non-unitary, but in the special case of constant self-energies they reduce to the unitary matrices $U_{u}, U_{d},(7.5)$.

We see that, in contrast to their SM counterparts (7.11b), (7.11c), the effective Lagrangians (7.27a), (7.27b) exhibit non-trivial flavor mixing. However, as expected, they reduce to those (7.11b), (7.11c) of the SM with no flavor mixing in the special case of constant self-energies, since then the matrices $\tilde{V}_{f}, \tilde{U}_{f}$ are unitary.

### 7.4 Discussion

First, a few comments are in order concerning the effectiveness of $\mathcal{L}^{(\text {eff })}(u, d)$. It is not effective in the usual sense as being a low energy approximation of the full theory 5 Rather, it is by construction effective in the sense that it reproduces predictions of the full theory, but only for a very limited set of processes (and only at the tree level). Namely, on top of reproducing the quark mass spectrum, only the processes $W^{+} \rightarrow u_{i}+\bar{d}_{j}$ and $Z / \gamma \rightarrow q_{i}+\bar{q}_{j}, q=u$, $d$, modulo crossing symmetry, are computed correctly (i.e., in accordance with the full theory). If one calculates any more complicated process (e.g., $W^{+}+W^{-} \rightarrow q_{i}+\bar{q}_{j}$ ) within this effective theory, one obtains an answer differing from the answer obtained within the full theory. Clearly, we have lost some amount of the physical information contained in the full theory when passing to the effective one. However, this makes sense, since the self-energies as the momentumdependent matrix functions (in the full theory) contain "much more" physical information than the constants like the masses and the flavor mixing matrices (in the effective theory).

There is a significant exception, though. In the case of constant self-energies the amount of physical information remains the same while going from the full theory to the effective one. Recall that in this case the effective Lagrangian $\mathcal{L}^{\text {(eff) }}(u, d)$ (Eqs. (7.26), (7.27)) reduces precisely to the SM Lagrangian $\mathcal{L}^{(\mathrm{SM})}(u, d)$ (Eq. (7.11)), which is indeed fully physically equivalent to the full theory, since the two are related by the unitary transformation (7.9).

This leads us to another substantial difference between the two cases. We are accustomed from the SM that the interaction eigenstate basis $\left(u^{\prime}, d^{\prime}\right)$ and mass eigenstate basis $(u, d)$ are related to each other by the unitary transformation (7.9) and working in either of them is merely a matter of taste. This is clearly not the case in the more general situation of

[^30]momentum-dependent self-energies: Here the interaction eigenstate basis operators $u^{\prime}, d^{\prime}$ are the fundamental ones and there is no way to obtain from them the mass eigenstate basis operators $u, d$ by a suitable unitary transformation. This is of course related to the effective nature of the corresponding Lagrangian $\mathcal{L}^{(\text {eff })}(u, d)$, since the operators $u, d$ are nothing more that merely postulated, effective fields.

The comparison with Refs. [77, 78] is in order now. We have confirmed the phenomenological results concerning non-unitarity of the effective CKM matrix and occurence of the flavor changing electromagnetic and neutral currents. In particular, we recovered the explicit formula (7.23) for the former. What is new in our treatment is that we provided also explicit formulæ (7.27) for the flavor mixing in the electromagnetic and neutral current sectors. Moreover, we found out that the corresponding mixing matrices are only effective ones: They allow to compute the processes in the lowest order in the gauge coupling constants, but if one wants to go to higher orders of the perturbation theory, it is necessary to come back to the self-energies and consider their full momentum dependence.

We also contributed to the discussion of the relation between the interaction eigenstate basis $u^{\prime}, d^{\prime}$ and the mass eigenstate basis $u, d$. We confirmed that both bases cannot be related by a unitary transformation. The authors of Refs. [77, 78] showed, however, that the two bases can be related by the non-unitary transformation

$$
\begin{equation*}
u=\tilde{X}_{u}^{\dagger} u^{\prime}, \quad d=\tilde{X}_{d}^{\dagger} d^{\prime} \tag{7.28}
\end{equation*}
$$

(cf. Eq. (7.9)) with non-unitary $\tilde{X}$ 's defined by Eq. (D.159). (The resulting non-diagonality of quark kinetic terms due to non-unitarity of matrices $\tilde{X}$ can be cured by adding appropriate finite counterterms to Lagrangian [84, 85, 86].) This is in accordance with our result: Using the non-unitary redefinitions (7.28) in the Lagrangian (17.11) (and neglecting impacts on kinetic terms), we arrive precisely at our effective Lagrangian (7.26), (7.27). Since we argued, however, that any Lagrangian, written in the mass eigenstate basis, should be (at least in principle) regarded as an effective one, in the sense described above, we conclude that the non-unitary transformations (7.28) should be regarded effective as well.

### 7.5 Summary

We have investigated some of the implications of the non-trivial momentum dependence of the quark self-energies. We concentrated on the mixing between the quark mass eigenstates in the charge current, as well as in the neutral current and electromagnetic sector. We found that, depending on the details of the momentum-dependency of the self-energies, the resulting CKM matrix can be, in general, non-unitary and the neutral and electromagnetic currents can change flavor already at the tree level.

These results were expressed by the interaction Lagrangians (7.26), (7.27) in terms of the mass eigenstate basis, i.e., with the operators creating (and annihilating) quark states with definite mass. We argued that the mass eigenstate basis cannot be, in general, related to the original interaction eigenstate basis by a unitary transformation of the type (7.9). In this sense the mentioned interaction Lagrangians were considered only as effective ones.

## Part IV

## Gauge boson masses

## Chapter 8

## Preliminaries

The spontaneous symmetry breaking of a gauged symmetry leads to the generation of masses of (at least some of) the gauge bosons. This part is dedicated to the problem how to calculate these masses under the assumption that the symmetry is broken by fermion propagators. The scalar contribution will not be considered for the reasons briefly discussed at the end of Sec. 9.5.2 in the next chapter.

In this and in the following chapter we will discuss the problem in as general way as possible and only in chapters 10 and 11 we will apply the obtained results to the gauged Abelian toy model (from part (I) and to the electroweak interactions (from part (II). Thus, this chapter is dedicated to mere setting the stage, i.e., to introducing the notation and stating the assumptions under which we will in the next chapter 9 derive the very formula for the gauge boson mass matrix. Although this chapter can be therefore perhaps omitted at first reading, we do not put it in appendices, as it provides an organic introduction to the subsequent chapters.

This chapter is organized deliberately into two main sections. In the first section 8.1, "Global symmetry", we discuss the issues, which are not related to eventual gauging. In particular, we introduce the fermion content together with the assumed (global) symmetries and derive the Ward-Takahashi (WT) identity for the corresponding Green's function $\left\langle j_{a}^{\mu} \psi \bar{\psi}\right\rangle$. In the subsequent section 8.2, "Local symmetry", we gauge the theory and discuss various properties of gauge bosons and their propagator and also derive, using the result from the preceding section, the WT identity for the Green's function $\left\langle A_{a}^{\mu} \psi \bar{\psi}\right\rangle$.

### 8.1 Global symmetry

### 8.1.1 Fermion content

## General

Assume that we have a theory with $n$ left-handed fermion fields $\psi_{L i}, i=1, \ldots, n$, and with $m$ right-handed fermion fields $\psi_{R j}, j=1, \ldots, m$. We organize these fields into the left-handed $n$-plet $\psi_{L}$ and the right-handed $m$-plet $\psi_{R}$, respectively:

$$
\psi_{L} \equiv\left(\begin{array}{c}
\psi_{L 1}  \tag{8.1}\\
\vdots \\
\psi_{L n}
\end{array}\right), \quad \quad \psi_{R} \equiv\left(\begin{array}{c}
\psi_{R 1} \\
\vdots \\
\psi_{R m}
\end{array}\right)
$$

and denote the corresponding Lagrangian as $\mathcal{L}(\psi)$. Its kinetic part is

$$
\begin{align*}
\mathcal{L}_{\text {kinetic }}(\psi) & =\sum_{i=1}^{n} \bar{\psi}_{L i} \mathrm{i} \not \partial \psi_{L i}+\sum_{j=1}^{m} \bar{\psi}_{R j} \not \partial \not \partial \psi_{R j}  \tag{8.2a}\\
& =\bar{\psi}_{L} \mathrm{i} \not \partial \psi_{L}+\bar{\psi}_{R} \mathrm{i} \not \partial \psi_{R} . \tag{8.2b}
\end{align*}
$$

Assume further that the theory possesses a global symmetry with some Lie group $\mathbb{G}$, which can be possibly non-Abelian. The fields $\psi_{L}$ and $\psi_{R}$, (8.1), transform under $\mathbb{G}$ as

$$
\begin{array}{ll}
\mathbb{G}: & \psi_{L} \longrightarrow\left[\psi_{L}\right]^{\prime}=\mathrm{e}^{\mathrm{i} \theta_{a} t_{L a}} \psi_{L}, \\
\mathbb{G}: & \psi_{R} \longrightarrow\left[\psi_{R}\right]^{\prime}=\mathrm{e}^{\mathrm{i} \theta_{a} t_{R a}} \psi_{R}, \tag{8.3b}
\end{array}
$$

where $\theta_{a}$ are the parameters of the transformation and the generators $t_{L a}, t_{R a}$ are Hermitian matrices with the dimensions $n \times n, m \times m$, respectively, forming some representations of $\mathbb{G}$, which need not be necessarily irreducible. The range of the gauge index $a=1, \ldots, N_{\mathbb{G}}$ is given by the dimension of $\mathbb{G}$.

The right-hand sides of the transformations (8.3) are infinitesimally given by

$$
\begin{align*}
& {\left[\psi_{L}\right]^{\prime}=\psi_{L}+\theta_{a} \delta_{a} \psi_{L}+\mathcal{O}\left(\theta_{a}^{2}\right)}  \tag{8.4a}\\
& {\left[\psi_{R}\right]^{\prime}=\psi_{R}+\theta_{a} \delta_{a} \psi_{R}+\mathcal{O}\left(\theta_{a}^{2}\right)} \tag{8.4b}
\end{align*}
$$

where

$$
\begin{align*}
\delta_{a} \psi_{L} & \equiv \mathrm{i} t_{L a} \psi_{L}  \tag{8.5a}\\
\delta_{a} \psi_{R} & \equiv \mathrm{i} t_{R a} \psi_{R} \tag{8.5b}
\end{align*}
$$

Thus, the Noether current $j_{a}^{\mu}$ corresponding to the transformations (8.3) is defined as ${ }^{1}$

$$
\begin{equation*}
j_{a}^{\mu}=-\frac{\partial \mathcal{L}(\psi)}{\partial\left(\partial_{\mu} \psi_{L}\right)} \delta_{a} \psi_{L}-\frac{\partial \mathcal{L}(\psi)}{\partial\left(\partial_{\mu} \psi_{R}\right)} \delta_{a} \psi_{R} \tag{8.6}
\end{equation*}
$$

and explicitly reads

$$
\begin{equation*}
j_{a}^{\mu}=\bar{\psi}_{L} \gamma^{\mu} t_{L a} \psi_{L}+\bar{\psi}_{R} \gamma^{\mu} t_{R a} \psi_{R} \tag{8.7}
\end{equation*}
$$

(We assume, of course, that in $\mathcal{L}(\psi)$ there are no other derivatives of the fermion fields than those in the kinetic terms (8.2).) Recall the crucial property of $j_{a}^{\mu}$ of being conserved.2

$$
\begin{equation*}
\partial_{\mu} j_{a}^{\mu}=0, \tag{8.8}
\end{equation*}
$$

as can be seen by taking into account the corresponding equations of motion.
And finally and most importantly, we assume that there is some dynamics in the theory. We leave this dynamics unspecified in order to make present discussion as general as possible and also because we actually do not need to specify it in much detail. The only thing we assume is that the dynamics spontaneously breaks the symmetry $\mathbb{G}$ down to a subgroup $\mathbb{H} \subseteq \mathbb{G}$ :

$$
\begin{equation*}
\mathbb{G} \longrightarrow \mathbb{H} \subseteq \mathbb{G} . \tag{8.9}
\end{equation*}
$$

Operational meaning of this assumption will be specified in the following sections; in nutshell, we will only assume that the dynamics provides us with symmetry-breaking fermion self-energies of the type discussed in the previous chapters.

Likewise we denoted the number of generators of $\mathbb{G}$ as $N_{\mathbb{G}}$, we will denote the number of generators of $\mathbb{H}$ as $N_{\mathbb{H}}$.

[^31]
## Dirac case

The picture introduced so far is quite general in the sense that it does not assume anything special concerning the fermion content (8.1), the symmetry group $\mathbb{G}$ and the pattern (8.9) of the eventual SSB. However, we will from now assume for simplicity the following:

A1 The numbers of the left-handed and the right-handed fermions are the same:

$$
\begin{equation*}
n=m . \tag{8.10}
\end{equation*}
$$

A2 The symmetry group $\mathbb{G}$ has a $\mathbb{U}(1)$ subgroup:

$$
\begin{equation*}
\mathbb{U}(1) \subseteq \mathbb{G} \tag{8.11}
\end{equation*}
$$

A3 The dynamics is such that the $\mathbb{U}(1)$ subgroup, mentioned in A2, remains unbroken:

$$
\begin{equation*}
\mathbb{U}(1) \subseteq \mathbb{H} \tag{8.12}
\end{equation*}
$$

The consequences of the assumptions A1-A3 are discussed in more detail in appendix D, now let us state only the main points. The assumption A1 implies that since the multiplets (8.1) have the same dimensions, one can define the field

$$
\begin{equation*}
\psi \equiv \psi_{L}+\psi_{R} \tag{8.13}
\end{equation*}
$$

allowing for more compact formalism. The assumption A2 implies that there are no Majorana mass terms in the free Lagrangian and the bare fermion propagator can be consequently expressed just as $\langle\psi \bar{\psi}\rangle_{0}$ (i.e., there is no necessity for introducing the Nambu-Gorkov formalism (D.54) in order to incorporate the Majorana propagators of the type $\left\langle(\psi)^{\mathrm{c}} \bar{\psi}\right\rangle$ etc.). And finally, the assumption A3 implies that even though the dynamics is switched on, still no Majorana self-energies are generated and the full fermion propagator can be expressed as $\langle\psi \bar{\psi}\rangle$ too.

The assumptions A1-A3 are by no means necessary and we make them here only for simplicity. Any of them can be violated and in fact in the case of neutrinos it is violated, as we saw on in the previous chapters. In such a case, when the assumptions A1-A3 are not fulfilled, one can work with the Nambu-Gorkov field

$$
\begin{equation*}
\Psi \equiv\binom{\psi_{L}+\left(\psi_{L}\right)^{\mathrm{c}}}{\psi_{R}+\left(\psi_{R}\right)^{\mathrm{c}}} \tag{8.14}
\end{equation*}
$$

instead of $\psi$ (for details see appendix (D). In fact, all considerations that we will do from now with quantities (like propagators, symmetry generators, vertices, etc.) expressed in the basis $\psi$, can be equally well done with the same quantities expressed in the basis $\Psi$. Therefore we will not lose any generality by assuming A1-A3.

Having accepted the assumptions A1-A3, let us now rewrite the formulæ above from the bases $\psi_{L}, \psi_{R}$ into the single basis $\psi$. The kinetic terms (8.2) recast as

$$
\begin{equation*}
\mathcal{L}_{\text {kinetic }}(\psi)=\bar{\psi} \dot{\mathrm{i}} \not \partial \psi . \tag{8.15}
\end{equation*}
$$

The transformation (8.3) in terms of $\psi$ is

$$
\begin{equation*}
\mathbb{G}: \quad \psi \longrightarrow[\psi]^{\prime}=\mathrm{e}^{\mathrm{i} \theta_{a} t_{a}} \psi \tag{8.16a}
\end{equation*}
$$

Let us state this time explicitly also the corresponding transformation of $\bar{\psi}$ :

$$
\begin{equation*}
\mathbb{G}: \quad \bar{\psi} \longrightarrow[\bar{\psi}]^{\prime}=\bar{\psi} \mathrm{e}^{-\mathrm{i} \theta_{a} \bar{t}_{a}} \tag{8.16b}
\end{equation*}
$$

Notice that while the transformation of $\psi$ is generated by the generator $t_{a}$, defined as

$$
\begin{equation*}
t_{a} \equiv t_{L a} P_{L}+t_{R a} P_{R} \tag{8.17a}
\end{equation*}
$$

(needless to say that due to (8.10) the matrices $t_{L \underline{a}}, t_{R a}$ are of the same dimension and hence it is correct to add them up), the transformation of $\bar{\psi}$ is generated rather by $\bar{t}_{a}$, defined standardly (cf. (7)) as $\bar{t}_{a} \equiv \gamma_{0} t_{a}^{\dagger} \gamma_{0}$, i.e., having the form

$$
\begin{equation*}
\bar{t}_{a}=t_{L a} P_{R}+t_{R a} P_{L} \tag{8.17b}
\end{equation*}
$$

Notice that the generators $t_{a}$ and $\bar{t}_{a}$ differ only by the sign at the $\gamma_{5}$ matrix.
In some applications later it will prove to be more convenient to parameterize the generators $t_{a}, \bar{t}_{a}$ not as (8.17), i.e., as a linear combination of the chiral projectors $P_{L}, P_{R}$, but rather as a linear combination of 1 and $\gamma_{5}$ :

$$
\begin{align*}
& t_{a}=t_{V a}+t_{A a} \gamma_{5},  \tag{8.18a}\\
& \bar{t}_{a}=t_{V a}-t_{A a} \gamma_{5}, \tag{8.18b}
\end{align*}
$$

where the new generators $t_{V a}, t_{A a}$ are again Hermitian and again do not contain of course any $\gamma_{5}$ matrices. The two bases $t_{L a}, t_{R a}$ and $t_{V a}, t_{A a}$ are related to each other by obvious relations

$$
\begin{align*}
t_{V a} & =\frac{1}{2}\left(t_{R a}+t_{L a}\right),  \tag{8.19a}\\
t_{A a} & =\frac{1}{2}\left(t_{R a}-t_{L a}\right) \tag{8.19b}
\end{align*}
$$

and

$$
\begin{align*}
t_{R a} & =t_{V a}+t_{A a}  \tag{8.20a}\\
t_{L a} & =t_{V a}-t_{A a} \tag{8.20b}
\end{align*}
$$

The Noether current $j_{a}^{\mu}$ in terms of the generators $t_{a}$ reads

$$
\begin{equation*}
j_{a}^{\mu}=\bar{\psi} \gamma^{\mu} t_{a} \psi \tag{8.21}
\end{equation*}
$$

Notice that now, in contrast to the expression (8.7) for $j_{a}^{\mu}$, the order of $\gamma^{\mu}$ and $t_{a}$ matters, since in general $\gamma^{\mu} t_{a}=\bar{t}_{a} \gamma^{\mu} \neq t_{a} \gamma^{\mu}$ due to presence of $\gamma_{5}$ in $t_{a}$.

## Fermion propagator

Consider the full fermion propagator i $G=\langle\psi \bar{\psi}\rangle$. For the sake of later references, we state here the proper definition of its Fourier transform:

$$
\begin{equation*}
\langle 0| T[\psi(x) \bar{\psi}(y)]|0\rangle=\int \frac{\mathrm{d}^{4} p}{(2 \pi)^{4}} \mathrm{i} G(p) \mathrm{e}^{-\mathrm{i} p \cdot(x-y)} \tag{8.22}
\end{equation*}
$$

The full propagator $G$ has general form

$$
\begin{equation*}
G^{-1}=S^{-1}-\Sigma \tag{8.23}
\end{equation*}
$$

where $S$ is the free (bare) propagator, defined by the part of the Lagrangian quadratic in the fermion fields, i.e., with the interactions neglected. The $\boldsymbol{\Sigma}$ is the (proper) self-energy, i.e., the 1PI part of the propagator: $-\mathrm{i} \boldsymbol{\Sigma}=\langle\psi \bar{\psi}\rangle_{1 \mathrm{PI}}$.

The full propagator $G$ transforms under $\mathbb{G}$ as

$$
\begin{equation*}
\mathbb{G}: \quad G \longrightarrow[G]^{\prime}=\mathrm{e}^{\mathrm{i} \theta \cdot \mathrm{t}} G \mathrm{e}^{-\mathrm{i} \theta \cdot \bar{t}} \tag{8.24}
\end{equation*}
$$

as can be seen by applying the transformation (8.16) on the definition (8.22) of $G$. From this we can deduce the transformation rule for $G^{-1}$ and consequently also for $\boldsymbol{\Sigma}$ :

$$
\begin{align*}
\mathbb{G}: \quad \boldsymbol{\Sigma} \longrightarrow[\boldsymbol{\Sigma}]^{\prime} & =\mathrm{e}^{\mathrm{i} \theta \cdot \bar{t}} \boldsymbol{\Sigma} \mathrm{e}^{-\mathrm{i} \theta \cdot t}  \tag{8.25a}\\
& =\boldsymbol{\Sigma}-\mathrm{i} \theta_{a}\left(\boldsymbol{\Sigma} t_{a}-\bar{t}_{a} \boldsymbol{\Sigma}\right)+\mathcal{O}\left(\theta^{2}\right) . \tag{8.25b}
\end{align*}
$$

In the infinitesimal form (8.25b) we can identify the quantity

$$
\begin{equation*}
\llbracket \boldsymbol{\Sigma}, t_{a} \rrbracket \equiv \boldsymbol{\Sigma} t_{a}-\bar{t}_{a} \boldsymbol{\Sigma}, \tag{8.26}
\end{equation*}
$$

which measures the non-invariance of the self-energy $\boldsymbol{\Sigma}$ under action of $\mathbb{G}$ generated by the generator $t_{a}$.

Likewise in most this text, also in this chapter we will not consider the fermion propagator in the most general form, but rather somewhat constrained. First of all, we will assume that it satisfies the Hermiticity condition

$$
\begin{equation*}
G=\bar{G} . \tag{8.27}
\end{equation*}
$$

Notice that, as shown in the appendix D, the free propagator $S$ (being actually only a special case of $G$ ) satisfies this condition automatically, due to Hermiticity of the Lagrangian. Thus, the condition (8.27) for $G$ is in fact equivalent to the similar condition for $\boldsymbol{\Sigma}$ :

$$
\begin{equation*}
\Sigma=\bar{\Sigma} \tag{8.28}
\end{equation*}
$$

Furthermore, we will assume that the fermions are at the level of the Lagrangian massless, i.e., that the free propagator has the simple form

$$
\begin{equation*}
S^{-1}=\not p \tag{8.29}
\end{equation*}
$$

and is therefore invariant under the transformation (8.24), generated by the group $\mathbb{G}:[S]^{\prime}=S$. We in fact do not lose any generality by making the assumption (8.29); its purpose is merely to have a simpler notation, since any potential hard masses can be included by redefinition of $\Sigma$.

More crude assumption is made concerning the $\boldsymbol{\Sigma}$ itself, as we will assume it to be a function only of $p^{2}$, not $\not p$. This assumption can be compactly written as

$$
\begin{equation*}
\left[\boldsymbol{\Sigma}, \gamma_{5}\right]=0 \tag{8.30}
\end{equation*}
$$

and corresponds to the assumptions made within the Abelian toy model and the electroweak interactions. Thus, under the assumptions (8.28) and (8.30) the self-energy $\Sigma$ has the familiar form

$$
\begin{equation*}
\Sigma=\Sigma^{\dagger} P_{L}+\Sigma P_{R} \tag{8.31}
\end{equation*}
$$

where $\Sigma$ is a complex $n \times n$ matrix and is a function only of $p^{2}$. Concerning the momentum dependence we only assume that $\lim _{p^{2} \rightarrow \infty} \Sigma\left(p^{2}\right)=0$, in order that certain integrals, to be
introduced thereinafter, be UV-finite. Apart from this, the form (8.31) of the self-energy is no longer constrained, in particular, we do not assume any special commutation relations between the self-energy $\boldsymbol{\Sigma}$ and the symmetry generators $t_{a}$.

Finally, under the assumptions (8.29) and (8.31) the full propagator

$$
\begin{equation*}
G=(\not p-\Sigma)^{-1} \tag{8.32}
\end{equation*}
$$

can be explicitly expressed as

$$
\begin{equation*}
G=\left(\not p+\Sigma^{\dagger}\right) \boldsymbol{D}_{L}=\boldsymbol{D}_{R}\left(\not p+\Sigma^{\dagger}\right) \tag{8.33}
\end{equation*}
$$

where we denoted

$$
\begin{align*}
\boldsymbol{D}_{L} & \equiv\left(p^{2}-\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\dagger}\right)^{-1}  \tag{8.34a}\\
\boldsymbol{D}_{R} & \equiv\left(p^{2}-\boldsymbol{\Sigma}^{\dagger} \boldsymbol{\Sigma}\right)^{-1} \tag{8.34b}
\end{align*}
$$

in accordance with definitions (D.43) in appendix (D). Needless to say that in general $\boldsymbol{D}_{L} \neq$ $\boldsymbol{D}_{R}$.

## $\mathcal{C}, \mathcal{P}$ and $\mathcal{C P}$ transformations

The discrete symmetries $\mathcal{C}$ and $\mathcal{P}$ (i.e., the charge conjugation and the parity, respectively) act on the fermion field $\psi(x)$ as

$$
\begin{align*}
& \mathcal{C}: \quad \psi(x) \longrightarrow[\psi(x)]^{\mathcal{C}}=\psi^{\mathrm{c}}(x),  \tag{8.35}\\
& \mathcal{P}: \quad \psi(x) \longrightarrow[\psi(x)]^{\mathcal{P}}=\gamma_{0} \psi(\tilde{x}) . \tag{8.36}
\end{align*}
$$

Here the charge conjugated field $\psi^{c}$ is defined in (4) and more details can be found in appendix (A. The symbol $\tilde{x}$ denotes the parity-transformed 4 -vector $x$,

$$
\begin{equation*}
\tilde{x} \equiv\left(x_{0},-\boldsymbol{x}\right) \tag{8.37}
\end{equation*}
$$

or

$$
\begin{equation*}
\tilde{x}^{\mu} \equiv \mathcal{P}^{\mu}{ }_{\nu} x^{\nu}, \tag{8.38}
\end{equation*}
$$

where $\mathcal{P}^{\mu}{ }_{\nu}$ is the Lorentz transformation corresponding to the space reflection, i.e.,

$$
\mathcal{P}^{\mu}{ }_{\nu} \equiv\left(\begin{array}{rrrr}
1 & 0 & 0 & 0  \tag{8.39}\\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right)
$$

For the combined $\mathcal{C P}$ transformation (first is applied the charge conjugation $\mathcal{C}$ and then the parity $\mathcal{P})$ of $\psi(x)$ we therefore have

$$
\begin{align*}
\mathcal{C P}: \quad \psi(x) \longrightarrow[\psi(x)]^{\mathcal{C P}} & =\gamma_{0} \psi^{\mathrm{c}}(\tilde{x})  \tag{8.40a}\\
& =\gamma_{0} C \bar{\psi}^{\mathrm{T}}(\tilde{x}) \tag{8.40b}
\end{align*}
$$

where $C$ is the matrix of charge conjugations, introduced in appendix A.

The full fermion propagator $G(p)$ now transforms under $\mathcal{C}$ and $\mathcal{P}$ as

$$
\begin{align*}
{[G(p)]^{\mathcal{C}} } & =C G^{\mathrm{T}}(-p) C^{-1},  \tag{8.41}\\
{[G(p)]^{\mathcal{P}} } & =\gamma_{0} G(\tilde{p}) \gamma_{0}, \tag{8.42}
\end{align*}
$$

where $\tilde{p}$ is defined analogously as $\tilde{x}$ above. The transformation under $\mathcal{C P}$ follows as

$$
\begin{equation*}
[G(p)]^{]^{\mathcal{P}}}=\gamma_{0} C G^{\mathrm{T}}(-\tilde{p}) C^{-1} \gamma_{0} . \tag{8.43}
\end{equation*}
$$

The same transformation rules hold also for the inverse propagator $G^{-1}(p)$, i.e., in particular, also for the self-energy $\boldsymbol{\Sigma}(p)$.

Let us now return to the assumptions made above concerning the form of the propagator. Considering the bare propagator $S(p)$, (8.29), we easily observe that it is invariant under both $\mathcal{C}$ and $\mathcal{P}$, simply due to $-C \gamma_{\mu}^{\mathrm{T}} C^{-1}=\gamma_{\mu}$ and $\gamma_{0} \not{ }^{\circ} \gamma_{0}=\not p$, respectively. Considering the Ansatz (8.31) for the self-energy $\boldsymbol{\Sigma}$, we first note that as it depends only on $p^{2}$ (rather than on $\not p$ ), we can suppress the momentum argument due to $p^{2}=(-\tilde{p})^{2}$ and write the transformation rules simply as

$$
\begin{align*}
{[\boldsymbol{\Sigma}]^{\mathcal{C}} } & =C \boldsymbol{\Sigma}^{\mathrm{T}} C^{-1},  \tag{8.44}\\
{[\boldsymbol{\Sigma}]^{\mathcal{P}} } & =\gamma_{0} \boldsymbol{\Sigma} \gamma_{0},  \tag{8.45}\\
{[\boldsymbol{\Sigma}]^{\mathcal{C P}} } & =\gamma_{0} C \boldsymbol{\Sigma}^{\mathrm{T}} C^{-1} \gamma_{0} . \tag{8.46}
\end{align*}
$$

For concreteness, in terms of the Ansatz (8.31) these transformations explicitly read

$$
\begin{align*}
{[\boldsymbol{\Sigma}]^{\mathcal{C}} } & =\Sigma^{*} P_{L}+\Sigma^{\mathrm{T}} P_{R}  \tag{8.47}\\
{[\boldsymbol{\Sigma}]^{\mathcal{P}} } & =\Sigma^{\dagger} P_{R}+\Sigma P_{L}  \tag{8.48}\\
{[\boldsymbol{\Sigma}]^{\mathcal{C P}} } & =\Sigma^{\mathrm{T}} P_{L}+\Sigma^{*} P_{R} . \tag{8.49}
\end{align*}
$$

Put another way, in terms of $\Sigma$ the $\mathcal{C}, \mathcal{P}$ and $\mathcal{C P}$ transformations consist merely of transposition, Hermitian conjugation and complex conjugation, respectively:

$$
\begin{align*}
{[\Sigma]^{\mathcal{C}} } & =\Sigma^{\mathrm{T}},  \tag{8.50}\\
{[\Sigma]^{\mathcal{P}} } & =\Sigma^{\dagger},  \tag{8.51}\\
{[\Sigma]^{\mathcal{P}} } & =\Sigma^{*} . \tag{8.52}
\end{align*}
$$

It will be also useful to know the transformation properties under $\mathcal{C}, \mathcal{P}$ and $\mathcal{C P}$ of the Noether current $j_{a}^{\mu}$, which we rename here for convenience as $j_{t_{a}}^{\mu}$,

$$
\begin{equation*}
j_{t_{a}}^{\mu}(x) \equiv \bar{\psi}(x) \gamma^{\mu} t_{a} \psi(x), \tag{8.53}
\end{equation*}
$$

in order to mark explicitly its dependence on the symmetry generator $t_{a}$. The transformation rules under $\mathcal{C}$ and $\mathcal{P}$, induced solely by the corresponding transformation (8.35), (8.36) of the fermion fields, are

$$
\begin{align*}
{\left[j_{t_{a}}^{\mu}(x)\right]^{\mathcal{C}} } & =-j_{\bar{t}_{a}^{c}}^{\mu}(x),  \tag{8.54}\\
{\left[j_{t_{a}}^{\mu}(x)\right]^{\mathcal{P}} } & =\mathcal{P}^{\mu}{ }_{\nu} j_{\bar{t}_{a}}^{\nu}(\tilde{x}), \tag{8.55}
\end{align*}
$$

where

$$
\begin{equation*}
t_{a}^{\mathrm{c}} \equiv C t_{a}^{\mathrm{T}} C^{-1} \tag{8.56}
\end{equation*}
$$

see (5). For the combined transformation $\mathcal{C P}$ we have

$$
\begin{equation*}
\left[j_{t_{a}}^{\mu}(x)\right]^{\mathcal{C P}}=-\mathcal{P}_{\nu}^{\mu} j_{t_{a}^{c}}^{\nu}(\tilde{x}) . \tag{8.57}
\end{equation*}
$$

At this point it is appropriate to introduce some notation to be used in the following sections. Assuming that $t_{a}^{c}$ can be expressed as a linear combination of the generators $t_{a}$, we define the corresponding matrix $C_{a b}$ a: $3^{3}$

$$
\begin{equation*}
t_{a}^{c}=C_{a b} t_{b} . \tag{8.58}
\end{equation*}
$$

It can be shown, using $\operatorname{Tr}\left[t_{a}^{\mathrm{c}} t_{b}^{\mathrm{c}}\right]=\operatorname{Tr}\left[t_{a} t_{b}\right] \sim \delta_{a b}$ and $\left(t_{a}^{\mathrm{c}}\right)^{\mathrm{c}}=t_{a}$, that $C_{a b}$ must be symmetric and orthogonal:

$$
\begin{equation*}
C=C^{\mathrm{T}}=C^{-1} \tag{8.59}
\end{equation*}
$$

and also independent of $\gamma_{5}$.
It may be instructive to give some explicit examples of $C_{a b}$ :
Group $\mathbb{U}(1)$ : The only generator $t$ is in general given as $t=t_{L} P_{L}+t_{R} P_{R}$, where $t_{L}, t_{R}$ are arbitrary real numbers. Obviously:

$$
\begin{equation*}
C=1 . \tag{8.60}
\end{equation*}
$$

Group $\mathbb{S U}(2)$ : The generators are given as $t_{a}=\frac{1}{2} \sigma_{a}$ in terms of the Pauli matrices $\sigma_{a}, a=$ $1,2,3$. Recalling that $\sigma_{1}$ and $\sigma_{3}$ are symmetric, while $\sigma_{2}$ is antisymmetric, we obtain [87]

$$
\begin{equation*}
C=\operatorname{diag}(+1,-1,+1) . \tag{8.61}
\end{equation*}
$$

Group $\mathbb{S U}(3)$ : The generators are given as $t_{a}=\frac{1}{2} \lambda_{a}$, where $\lambda_{a}, a=1, \ldots, 8$, are the Gell-Mann matrices. This time we get [87]

$$
\begin{equation*}
C=\operatorname{diag}(+1,-1,+1,+1,-1,+1,-1,+1) . \tag{8.62}
\end{equation*}
$$

Using the notion of the matrix $C_{a b}$ the transformation (8.54) of the current under $\mathcal{C}$ can be reexpressed as

$$
\begin{equation*}
\left[j_{t_{a}}^{\mu}(x)\right]^{\mathcal{C}}=-C_{a b} j_{t_{b}}^{\mu}(x) . \tag{8.63}
\end{equation*}
$$

Considering the $\mathcal{C P}$ transformation of the current, we can return to the original notation " $j_{a}^{\mu}$ " (rather than " $j_{t_{a}}^{\mu}$ ") and rewrite (8.57) as

$$
\begin{equation*}
\left[j_{a}^{\mu}(x)\right]^{\mathcal{C P}}=-C_{a b} \mathcal{P}^{\mu}{ }_{\nu} j_{b}^{\nu}(\tilde{x}) . \tag{8.64}
\end{equation*}
$$

### 8.1.2 Global Ward-Takahashi identity

In this section we derive the Ward-Takahashi (WT) [88, 89] identity for the global symmetry $\mathbb{G}$. Later, in section 8.2.6, we will argue that the same result holds also once the symmetry is gauged.
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## Preliminary calculation

Before proceeding to the very derivation of the WT identity, we make some preliminary calculation, which we will use also later in section 8.2.6,

Consider the $T$-product of the type $T\left[V^{\mu} \psi \bar{\psi}\right]$, where $V^{\mu}$ is a bosonic operator. The $T$ product is then given explicitly by

$$
\begin{align*}
& T\left[V^{\mu}(x) \psi(y) \bar{\psi}(z)\right]= \\
& \quad \theta\left(x_{0}-y_{0}\right) \theta\left(y_{0}-z_{0}\right) V^{\mu}(x) \psi(y) \bar{\psi}(z)-\theta\left(z_{0}-y_{0}\right) \theta\left(y_{0}-x_{0}\right) \bar{\psi}(z) \psi(y) V^{\mu}(x) \\
& \quad+\theta\left(y_{0}-z_{0}\right) \theta\left(z_{0}-x_{0}\right) \psi(y) \bar{\psi}(z) V^{\mu}(x)-\theta\left(x_{0}-z_{0}\right) \theta\left(z_{0}-y_{0}\right) V^{\mu}(x) \bar{\psi}(z) \psi(y) \\
& +\theta\left(y_{0}-x_{0}\right) \theta\left(x_{0}-z_{0}\right) \psi(y) V^{\mu}(x) \bar{\psi}(z)-\theta\left(z_{0}-x_{0}\right) \theta\left(x_{0}-y_{0}\right) \bar{\psi}(z) V^{\mu}(x) \psi(y) . \tag{8.65}
\end{align*}
$$

We now compute its derivative with respect to $x$, i.e., apply the operator $\partial_{\alpha}^{x}$. At doing so one must remember that not only $V^{\mu}$ itself is $x$-dependent, but so are also some of the Heawiside functions $\theta$ in the definition (8.65) of the $T$-product. Thus, taking this carefully into account and using the formula $\frac{\mathrm{d}}{\mathrm{d} x} \theta(x)=\delta(x)$, we arrive at

$$
\begin{align*}
\partial_{\alpha}^{x} T\left[V^{\mu}(x)\right. & \psi(y) \bar{\psi}(z)]=T\left[\left(\partial_{\alpha}^{x} V^{\mu}(x)\right) \psi(y) \bar{\psi}(z)\right] \\
& +g_{\alpha 0} \delta\left(x_{0}-y_{0}\right)\left(\theta\left(y_{0}-z_{0}\right)\left[V^{\mu}(x), \psi(y)\right] \bar{\psi}(z)-\theta\left(z_{0}-y_{0}\right) \bar{\psi}(z)\left[V^{\mu}(x), \psi(y)\right]\right) \\
& +g_{\alpha 0} \delta\left(x_{0}-z_{0}\right)\left(\theta\left(y_{0}-z_{0}\right) \psi(y)\left[V^{\mu}(x), \bar{\psi}(z)\right]-\theta\left(z_{0}-y_{0}\right)\left[V^{\mu}(x), \bar{\psi}(z)\right] \psi(y)\right) . \tag{8.66}
\end{align*}
$$

Here we have already rearranged the resulting terms in order to have them in the convenient form of the commutators. Notice that these commutators are in fact equal-time, due to the preceding delta-functions.

## Derivation of the WT identity

Consider now the Green's function $\left\langle j_{a}^{\mu} \psi \bar{\psi}\right\rangle$. We will calculate its divergence with respect to $x$, i.e., the quantity $\partial_{\mu}^{x}\left\langle j_{a}^{\mu} \psi \bar{\psi}\right\rangle$. Recall that $\left\langle j_{a}^{\mu} \psi \bar{\psi}\right\rangle$ is shorthand for $\langle 0| T\left[j_{a}^{\mu}(x) \psi(y) \bar{\psi}(z)\right]|0\rangle$. Thus, as it contains the $T$-product, we can use the result (8.66) with $V^{\mu}=j_{a}^{\mu}$. We obtain

$$
\begin{align*}
\partial_{\mu}^{x}\langle 0| T & {\left[j_{a}^{\mu}(x) \psi(y) \bar{\psi}(z)\right]|0\rangle=\langle 0| T\left[\left(\partial_{\mu}^{x} j_{a}^{\mu}(x)\right) \psi(y) \bar{\psi}(z)\right]|0\rangle } \\
& +\delta\left(x_{0}-y_{0}\right)\left(\theta\left(y_{0}-z_{0}\right)\langle 0|\left[j_{a}^{0}(x), \psi(y)\right] \bar{\psi}(z)|0\rangle-\theta\left(z_{0}-y_{0}\right)\langle 0| \bar{\psi}(z)\left[j_{a}^{0}(x), \psi(y)\right]|0\rangle\right) \\
& +\delta\left(x_{0}-z_{0}\right)\left(\theta\left(y_{0}-z_{0}\right)\langle 0| \psi(y)\left[j_{a}^{0}(x), \bar{\psi}(z)\right]|0\rangle-\theta\left(z_{0}-y_{0}\right)\langle 0|\left[j_{a}^{0}(x), \bar{\psi}(z)\right] \psi(y)|0\rangle\right) . \tag{8.67}
\end{align*}
$$

First of all, the first term, containing $\left(\partial_{\mu}^{x} j_{a}^{\mu}(x)\right)$, can be dismissed due to the conservation (8.8) of the current $j_{a}^{\mu}$. To proceed we have to calculate the commutators $\left[j_{a}^{0}(x), \psi(y)\right]$ and $\left[j_{a}^{0}(x), \bar{\psi}(z)\right]$. Invoking the form (8.21) of the current $j_{a}^{\mu}$ we can use the simple matrix identity $[A B, C]=A\{B, C\}-\{A, C\} B$ to rewrite the commutators in terms of the anticommutators of the type $\{\psi, \psi\}$ and $\left\{\psi, \psi^{\dagger}\right\}$. Recall that the commutators are equal-time, thus so are the anticommutators. However, they are therefore nothing else than the canonical anticommutators (B.6) of the fermion fields, stemming from the process of quantization, as shown in appendix B. Using this fact we readily arrive at

$$
\begin{array}{ll}
{\left[j_{a}^{0}(x), \psi(y)\right]_{\text {e.t. }}} & =-\delta^{3}(\boldsymbol{x}-\boldsymbol{y}) t_{a} \psi(y), \\
{\left[j_{a}^{0}(x), \bar{\psi}(y)\right]_{\text {e.t. }}} & =\delta^{3}(\boldsymbol{x}-\boldsymbol{y}) \bar{\psi}(y) \bar{t}_{a} . \tag{8.68b}
\end{array}
$$

We can now plug these results into (8.67). After factorizing the $\delta^{3}$ functions out of the round brackets we see that the contents of the round brackets have the form of $T$-products of fermion operators:

$$
\begin{align*}
\partial_{\mu}^{x}\langle 0| T\left[j_{a}^{\mu}(x) \psi(y) \bar{\psi}(z)\right]|0\rangle & = \\
& \quad-\delta^{4}(x-y) t_{a}\langle 0| T[\psi(y) \bar{\psi}(z)]|0\rangle+\delta^{4}(x-z)\langle 0| T[\psi(y) \bar{\psi}(z)]|0\rangle \bar{t}_{a} \tag{8.69}
\end{align*}
$$

We recognize the quantities on the right-hand side as the fermion propagators $\mathrm{i} G=\langle\psi \bar{\psi}\rangle$. This equation is in fact the coveted WT identity, relating the three-point Green's function $\left\langle j_{a}^{\mu} \psi \bar{\psi}\right\rangle$ with the two-point Green's function $\langle\psi \bar{\psi}\rangle$.

Finally, it is useful to rewrite the WT identity (8.69) into the momentum space in terms of the 1PI function $\left\langle j_{a}^{\mu} \psi \bar{\psi}\right\rangle_{1 \mathrm{PI}}=\gamma_{a}^{\mu}$. The Fourier transform of $\left\langle j_{a}^{\mu} \psi \bar{\psi}\right\rangle$ is defined as

$$
\begin{align*}
& \langle 0| T\left[j_{a}^{\mu}(x) \psi(y) \bar{\psi}(z)\right]|0\rangle= \\
& \quad \int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \frac{\mathrm{~d}^{4} p^{\prime}}{(2 \pi)^{4}} \frac{\mathrm{~d}^{4} p}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i} q \cdot x} \mathrm{e}^{-\mathrm{i} p^{\prime} \cdot y} \mathrm{e}^{\mathrm{i} p \cdot z}(2 \pi)^{4} \delta^{4}\left(p+q-p^{\prime}\right) \mathrm{i} G\left(p^{\prime}\right) \gamma_{a}^{\mu}\left(p^{\prime}, p\right) \mathrm{i} G(p), \tag{8.70}
\end{align*}
$$

where we have already explicitly indicated its 1PI part $\gamma_{a}^{\mu}$. Taking this definition and the definition (8.22) of the Fourier transform of the fermion propagator $G$ into account we can rewrite the WT identity (8.69) in a more convenient and familiar form as

$$
\begin{equation*}
q_{\mu} \gamma_{a}^{\mu}\left(p^{\prime}, p\right)=G^{-1}\left(p^{\prime}\right) t_{a}-\bar{t}_{a} G^{-1}(p), \tag{8.71}
\end{equation*}
$$

where $p^{\prime} \equiv p+q$.

### 8.2 Local symmetry

### 8.2.1 Gauging of the theory

## Lagrangian

We now "switch on" the gauge interactions. That it to say, we assume that the transformation (8.16) is local $\sqrt[4]{4}$ i.e., the parameters $\theta_{a}$ are now position-dependent. In order to maintain the invariance of the theory under such gauge transformation, we are forced to introduce a set of gauge bosons - the spin-1 massless particles $A_{a}^{\mu}, a=1, \ldots, N_{\mathbb{G}}$, coupled in a specific way to the fermions. At the Lagrangian level instead of $\mathcal{L}(\psi)$ we have to deal now with its extension 90

$$
\begin{equation*}
\mathcal{L}\left(\psi, A_{a}^{\mu}\right)=\mathcal{L}(\psi)+g j_{a}^{\mu} A_{a \mu}-\frac{1}{4} F_{a}^{\mu \nu} F_{a \mu \nu} \tag{8.72}
\end{equation*}
$$

where $F_{a}^{\mu \nu}$ is the gauge boson field-strength tensor, defined as

$$
\begin{equation*}
F_{a}^{\mu \nu} \equiv \partial^{\mu} A_{a}^{\nu}-\partial^{\nu} A_{a}^{\mu}+g f_{a b c} A_{b}^{\mu} A_{c}^{\nu} \tag{8.73}
\end{equation*}
$$

As there are derivatives in it, the last term in (8.72), proportional to $\left(F_{a}^{\mu \nu}\right)^{2}$, thus contains the kinetic terms for the gauge bosons. Moreover, it potentially contains also the gauge boson

[^33]self-interaction terms, proportional to the structure constants $f_{a b c}$ of the group $\mathbb{G}$. These are defined using the commutation relations of the generators of $\mathbb{G}$ as
\[

$$
\begin{equation*}
\left[t_{a}, t_{b}\right]=\mathrm{i} f_{a b c} t_{c} \tag{8.74}
\end{equation*}
$$

\]

The term $g j_{a}^{\mu} A_{a \mu}$ in (8.72) contains the coveted interactions of the fermions with the gauge bosons:

$$
\begin{align*}
\mathcal{L}_{\text {int. }} & =g j_{a}^{\mu} A_{a \mu}  \tag{8.75a}\\
& =g \bar{\psi} \gamma_{\mu} t_{a} \psi A_{a}^{\mu} \tag{8.75b}
\end{align*}
$$

Another way of deriving them consists of trading the partial derivatives in the fermion kinetic term (8.15) for the covariant derivatives, i.e.,

$$
\begin{equation*}
\partial^{\mu} \longrightarrow \mathrm{D}^{\mu} \equiv \partial^{\mu}-\mathrm{i} g t_{a} A_{a}^{\mu} \tag{8.76}
\end{equation*}
$$

so that the kinetic term (8.15) modifies as

$$
\begin{equation*}
\mathcal{L}_{\text {kinetic }}(\psi)=\bar{\psi} \mathrm{i} \not \partial \psi \longrightarrow \bar{\psi} \mathrm{i} \not \partial \psi \psi=\mathcal{L}_{\text {kinetic }}(\psi)+g j_{a}^{\mu} A_{a \mu} . \tag{8.77}
\end{equation*}
$$

## Quantization

The Lagrangian (8.72) describes a classical theory. The process of its quantization entails effectively two modifications.

First, one must fix the gauge. By fixing the gauge we avoid the problem of overcounting the gauge boson degrees of freedom in the functional integral by counting in the gauge fields related by a gauge transformation (and hence physically equivalent). We will fix the gauge by adding the gauge-fixing term of the form

$$
\begin{equation*}
\mathcal{L}_{\text {g.f. }}=-\frac{1}{2 \xi}\left(\partial_{\mu} A_{a}^{\mu}\right)^{2} \tag{8.78}
\end{equation*}
$$

to the Lagrangian (8.72).
Second, the quantization of the Lagrangian (8.72) requires also introduction of the FaddeevPopov ghosts $c_{a}, a=1, \ldots, N_{\mathbb{G}}$, with the Lagrangian

$$
\begin{align*}
\mathcal{L}_{\text {ghosts }} & =-\bar{c}_{a} \partial_{\mu} \mathrm{D}_{a b}^{\mu} c_{b}  \tag{8.79a}\\
& =-\bar{c}_{a} \square c_{a}-g f_{a b c} \bar{c}_{a} \partial_{\mu}\left(A_{b}^{\mu} c_{c}\right) . \tag{8.79b}
\end{align*}
$$

These ghost fields, emerging in the process of the quantizing, are scalars obeying the FermiDirac statistics. Thus, as being unphysical, they can appear in the Feynman diagrams only in the closed loops, with the aim to preserve the unitarity of the theory. We will however not need them in the present text.

### 8.2.2 Simplifying assumptions about the gauge dynamics

## Weak gauge dynamics

Let us comment on the quantity $g$, the gauge coupling constant. We make now the key assumption that the gauge dynamics is weak, i.e.,

$$
\begin{equation*}
g \ll 1 \tag{8.80}
\end{equation*}
$$

so that the perturbative expansions in $g$ is meaningful.
The assumption (8.80) about the weakness of the gauge dynamics was in fact implicitly present already in applications considered in the previous parts. Recall the situation in the Abelian toy model and in the electroweak interactions: The symmetry is broken spontaneously by the strong Yukawa dynamics, through the formation of appropriate fermion and scalar selfenergies, while the gauge dynamics is actually not considered at all. It is assumed to be merely a passive spectator and can be incorporated only perturbatively, provided it is weakly coupled, as we are going to show in this chapter.

## More gauge coupling constants

At this point a remark concerning the nature of the symmetry group $\mathbb{G}$ is in order. In gauging the theory we have so far implicitly assumed that the symmetry $\mathbb{G}$ is simple, which allowed us to introduce only one coupling constant $g$. If $\mathbb{G}$ was not simple but rather a product of some simple subgroups, we would need to introduce a special coupling constant for each such subgroup. In fact, in the applications of our interest the group $\mathbb{G}$ is always of the form of a product of two or more simple groups. Recall that in the Abelian toy model we had $\mathbb{G}=\mathbb{U}(1)_{\mathrm{V}_{1}} \times \mathbb{U}(1)_{\mathrm{V}_{2}} \times \mathbb{U}(1)_{\mathrm{A}}$, while in the electroweak interactions we had $\mathbb{G}=\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$.

This problem can be overcome as follows. Assume that the group in question, $\mathbb{G}$, is of the form

$$
\begin{equation*}
\mathbb{G}=\mathbb{G}_{1} \times \mathbb{G}_{2} \times \ldots \times \mathbb{G}_{N} \tag{8.81}
\end{equation*}
$$

where each subgroup $\mathbb{G}_{i}(i=1, \ldots, N)$ is a simple group with $N_{\mathbb{G}_{i}}$ generators and we attribute a gauge coupling constant $g_{\mathbb{G}_{i}}$ to it. Now we can define the diagonal matrix

$$
\begin{equation*}
g \equiv \operatorname{diag}(\underbrace{g_{\mathbb{G}_{1}}, \ldots, g_{\mathbb{G}_{1}}}_{N_{\mathbb{G}_{1}} \text { times }}, \underbrace{g_{\mathbb{G}_{2}}, \ldots, g_{\mathbb{G}_{2}}}_{N_{G_{2}}}, \ldots, \underbrace{g_{\mathbb{G}_{N}}, \ldots, g_{\mathbb{G}_{N}}}_{N_{G_{N}}}) . \tag{8.82}
\end{equation*}
$$

The point is that the gauge coupling constants typically appear in formulæ in combinations with the quantities carrying the gauge index. E.g., in the case of only one gauge coupling constant $g$, considered so far, we deal typically with quantities of the type

$$
\begin{equation*}
g X_{a} \tag{8.83}
\end{equation*}
$$

where $X_{a}$ can stand for a generator $t_{a}$, symmetry current $j_{a}^{\mu}$, gauge field $A_{a}^{\mu}$, etc. In the case of $\mathbb{G}$ given by (8.81) the expressions of the type (8.83) generalize straightforwardly as

$$
\begin{equation*}
g_{a b} X_{b} \tag{8.84}
\end{equation*}
$$

where $g_{a b}$ is given by (8.82).
In this text, however, for the sake of notational simplicity, we will still use the notation of the type (8.83) (i.e., pretending that $\mathbb{G}$ is simple) and will keep in mind that such a notation is in a more general case (8.81) merely a shorthand for (8.84). In fact, later, after introducing the notation (8.152) (combining a gauge coupling constant and a symmetry generator into a single symbol) we will not need to deal with this issue anymore.

## More Abelian factors in $\mathbb{G}$

If the gauge group $\mathbb{G}$ contains more that one Abelian factor of $\mathbb{U}(1)$, another subtlety comes into play [91, 92, 93]. Recall that strictly non-Abelian field-strength tensor $F_{a}^{\mu \nu}$, (8.73), is
gauge-covariant, but not gauge-invariant. The only way how to make a (renormalizable and $\mathcal{C} \mathcal{P}$-conserving) gauge-invariant quantity out of it is to consider its "square" $F_{a \mu \nu} F_{a}^{\mu \nu}$, i.e., the usual kinetic term, as in the Lagrangian (8.72). In particular, the "off-diagonal" kinetic terms, contracting field-strength tensor of two different groups, at least one of them being nonAbelian, are forbidden. On the other hand, in Abelian gauge theories this need not be true, as the Abelian field-strength tensor alone is already gauge-invariant. For definiteness, consider the gauge group in question to be

$$
\begin{equation*}
\mathbb{G}=\prod_{a} \mathbb{U}(1)_{a} \tag{8.85}
\end{equation*}
$$

Then since each $F_{a}^{\mu \nu}$ is gauge-invariant, one can write the most general kinetic term as

$$
\begin{equation*}
\mathcal{L}_{\text {kinetic }}=-\frac{1}{4} \xi_{a b} F_{a}^{\mu \nu} F_{b \mu \nu}, \tag{8.86}
\end{equation*}
$$

where $\xi_{a b}$ (not to be confused with the gauge-fixing parameter above) is in principle nondiagonal, real and positive matrix, which can be also without loss of generality assumed to be symmetric. By an appropriate rotation of the gauge fields the matrix $\xi_{a b}$ can be transformed into the unit matrix $\delta_{a b}$, but the prize is that the matrix $g$, (8.82), of the gauge couplings constants is no longer diagonal. Still, however, $g$ can be made symmetric by a specific choice of coordinates in the gauge space.

This should be in principle taken into account especially in chapter 10, where the Abelian toy model with the group $\mathbb{G}=\mathbb{U}(1)_{\mathrm{V}_{1}} \times \mathbb{U}(1)_{\mathrm{V}_{2}} \times \mathbb{U}(1)_{\mathrm{A}}$ will be gauged. However we will for the sake of simplicity treat the subject in the usual way: We will consider diagonal kinetic terms, so that there will be no mixing in the free propagator of the gauge bosons, and we will also associate each $\mathbb{U}(1)$ with just one gauge coupling constant.

### 8.2.3 Properties of the gauge fields

Let us discuss briefly, to the needed extent, the properties of the gauge fields.

## Transformation properties

Not only the fermions, but also the gauge fields themselves transform non-trivially under $\mathbb{G}$. Assuming that $t_{a}$ are generators of some representation of $\mathbb{G}$, then the action of $\mathbb{G}$ on the gauge fields can be written a:5

$$
\begin{equation*}
\mathbb{G}: \quad t_{a} A_{a}^{\mu} \longrightarrow t_{a}\left[A_{a}^{\mu}\right]^{\prime}=\mathrm{e}^{\mathrm{i} \theta \cdot t}\left(t_{a} A_{a}^{\mu}+\frac{\mathrm{i}}{g} \partial^{\mu}\right) \mathrm{e}^{-\mathrm{i} \theta \cdot t}, \tag{8.87}
\end{equation*}
$$

or, more compactly, as

$$
\begin{equation*}
\mathbb{G}: \quad A_{a}^{\mu} \longrightarrow\left[A_{a}^{\mu}\right]^{\prime}=X_{a b}(\theta) A_{b}^{\mu}+\frac{1}{g} Y_{a}^{\mu}(\theta) \tag{8.88}
\end{equation*}
$$

where we defined the quantities $X_{a b}(\theta), Y_{a}^{\mu}(\theta)$ as

$$
\begin{align*}
t_{a} X_{a b}(\theta) & \equiv \mathrm{e}^{\mathrm{i} \theta \cdot t} t_{b} \mathrm{e}^{-\mathrm{i} \theta \cdot t},  \tag{8.89}\\
t_{a} Y_{a}^{\mu}(\theta) & \equiv \mathrm{e}^{\mathrm{i} \theta \cdot t} \mathrm{i} \partial^{\mu} \mathrm{e}^{-\mathrm{i} \theta \cdot t} . \tag{8.90}
\end{align*}
$$

[^34]In the lowest order in the transformation parameters $\theta_{a}$ and their derivatives $\partial^{\mu} \theta_{a}$ we have explicitly

$$
\begin{align*}
X_{a b}(\theta) & =\delta_{a b}+f_{a b c} \theta_{c}+\mathcal{O}\left(\theta^{2}\right),  \tag{8.91}\\
Y_{a}^{\mu}(\theta) & =\partial^{\mu} \theta_{a}+\mathcal{O}\left(\theta^{2}\right) \tag{8.92}
\end{align*}
$$

In the following we will be concerned mostly with the matrix $X(\theta)$. It satisfies

$$
\begin{equation*}
X(-\theta)=X^{-1}(\theta)=X^{\mathrm{T}}(\theta)=X^{\dagger}(\theta) \tag{8.93}
\end{equation*}
$$

as can be seen from its expression in the form

$$
\begin{equation*}
X(\theta)=\exp \left(\mathrm{i} \theta_{a} \mathcal{T}_{a}\right) \tag{8.94}
\end{equation*}
$$

where the matrices $\mathcal{T}_{a}$ are generators of the adjoint representation of $\mathbb{G}$, i.e., their elements are given by

$$
\begin{equation*}
\left(\mathcal{T}_{a}\right)_{b c}=-\mathrm{i} f_{a b c}, \tag{8.95}
\end{equation*}
$$

so that $\mathcal{T}_{a}$ are antisymmetric:

$$
\begin{equation*}
\mathcal{T}_{a}^{\mathrm{T}}=-\mathcal{T}_{a} \tag{8.96}
\end{equation*}
$$

Recall that the structure constants $f_{a b c}$ are real and antisymmetric. In terms of (8.94) the relation (8.89) recasts as

$$
\begin{equation*}
t_{a}\left(\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}}\right)_{a b}=\mathrm{e}^{\mathrm{i} \theta \cdot t} t_{b} \mathrm{e}^{-\mathrm{i} \theta \cdot t} . \tag{8.97}
\end{equation*}
$$

For the sake of later references let us write again the transformation (8.88) of $A_{a}^{\mu}$, this time under global $\mathbb{G}$, i.e., with $Y_{a}^{\mu}(\theta) \equiv 0$ :

$$
\mathfrak{G}: \quad A_{a}^{\mu} \longrightarrow\left[A_{a}^{\mu}\right]^{\prime}=\left(\mathrm{e}^{\mathrm{i} \cdot \mathcal{T}}\right)_{a b} A_{b}^{\mu}, ~\left(\begin{array}{ll}
a \\
& =A_{b}^{\mu} \delta_{b} A_{a}^{\mu}+\mathcal{O}\left(\theta^{2}\right), \tag{8.98b}
\end{array}\right.
$$

where

$$
\begin{align*}
\delta_{a} A_{b}^{\mu} & \equiv \mathrm{i}\left(\mathcal{T}_{a}\right)_{b c} A_{c}^{\mu}  \tag{8.99a}\\
& =f_{a b c} A_{c}^{\mu} . \tag{8.99b}
\end{align*}
$$

## Equations of motion

The equations of motion of the gauge bosons $A_{a}^{\mu}$, following from the Lagrangian (8.72) by means of the standard Euler-Lagrange procedure, are

$$
\begin{equation*}
\partial_{\mu} F_{a}^{\mu \nu}=-g J_{a}^{\nu} . \tag{8.100}
\end{equation*}
$$

The quantity $J_{a}^{\mu}$ is the Noether current associated with the global symmetry $\mathbb{G}$ of the Lagrangian (8.72), i.e., given by

$$
\begin{align*}
J_{a}^{\mu} & =-\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \psi\right)} \delta_{a} \psi-\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} A_{b}^{\nu}\right)} \delta_{a} A_{b}^{\nu}  \tag{8.101a}\\
& =j_{a}^{\mu}+f_{a b c} F_{b}^{\mu \nu} A_{c \nu}, \tag{8.101b}
\end{align*}
$$

where $j_{a}^{\mu}$ is the given by (8.21) and for $\delta_{a} A_{b}^{\nu}$ we used (8.99). The current $J_{a}^{\mu}$ is conserved:

$$
\begin{equation*}
\partial_{\mu} J_{a}^{\mu}=0, \tag{8.102}
\end{equation*}
$$

implying that the current $j_{a}^{\mu}$ is no longer conserved as in (8.8), its divergence is now proportional to $f_{a b c}$ :

$$
\begin{equation*}
\partial_{\mu} j_{a}^{\mu}=\mathcal{O}\left(f_{a b c}\right) \tag{8.103}
\end{equation*}
$$

Adding the gauge fixing term (8.78) to the Lagrangian (8.72) the equations of motion modifiy as

$$
\begin{equation*}
\partial_{\mu} F_{a}^{\mu \nu}=-g J_{a}^{\nu}-\frac{1}{\xi} \partial^{\nu}\left(\partial_{\mu} A_{a}^{\mu}\right) . \tag{8.104}
\end{equation*}
$$

Employing the explicit form of $J_{a}^{\mu}$, (8.101), the equations of motion can be rewritten in a more convenient way as

$$
\begin{equation*}
\left(\mathcal{D}^{-1}\right)_{a b}^{\mu \nu} A_{b \nu}=-g j_{a}^{\mu}+\mathcal{O}\left(f_{a b c}\right) \tag{8.105}
\end{equation*}
$$

Here we have introduced the differential operator $\left(\mathcal{D}^{-1}\right)_{a b}^{\mu \nu}$, defined as

$$
\begin{equation*}
\left(\mathcal{D}^{-1}\right)_{a b}^{\mu \nu} \equiv\left[\partial^{2} g^{\mu \nu}-\left(1-\frac{1}{\xi}\right) \partial^{\mu} \partial^{\nu}\right] \mathbb{1}_{a b} \tag{8.106}
\end{equation*}
$$

## Propagators

Consider first the free propagator of the gauge bosons $A_{a}^{\mu}$, denoted as

$$
\begin{equation*}
\mathrm{i} D_{a b}^{\mu \nu}=\left\langle A_{a}^{\mu} A_{b}^{\nu}\right\rangle_{0} . \tag{8.107}
\end{equation*}
$$

The free part of the Lagrangian $\mathcal{L}\left(\psi, A_{a}^{\mu}\right)$, (8.72), i.e., the part quadratic in $A_{a}^{\mu}$, is given explicitly by

$$
\begin{align*}
\mathcal{L}_{\text {gauge,quadratic }}\left(\psi, A_{a}^{\mu}\right) & =-\frac{1}{4}\left(\partial^{\mu} A_{a}^{\nu}-\partial^{\nu} A_{a}^{\mu}\right)^{2}-\frac{1}{2 \xi}\left(\partial_{\mu} A_{a}^{\mu}\right)^{2}  \tag{8.108a}\\
& =\frac{1}{2} A_{a \mu}\left(\mathcal{D}^{-1}\right)_{a b}^{\mu \nu} A_{b \nu}+\partial_{\mu} V^{\mu}(A, \partial A), \tag{8.108b}
\end{align*}
$$

where the differential operator $\left(\mathcal{D}^{-1}\right)_{a b}^{\mu \nu}$ is given by (8.106) and the four-vector $V^{\mu}(A, \partial A)$ is certain function of the gauge fields $A_{a}^{\mu}$ and their derivatives. Assuming that the surface term $\partial_{\mu} V^{\mu}$ can be neglected when computing the action, the Fourier transform of $\left(\mathcal{D}^{-1}\right)_{a b}^{\mu \nu}$ defines the momentum space inverse free propagator $\left(D^{-1}\right)_{a b}^{\mu \nu}$ :

$$
\begin{align*}
\left(D^{-1}\right)_{a b}^{\mu \nu} & =\int \mathrm{d}^{4} x\left(\mathcal{D}^{-1}\right)_{a b}^{\mu \nu} \mathrm{e}^{\mathrm{i} q \cdot x}  \tag{8.109a}\\
& =-\left[q^{2} g^{\mu \nu}-\left(1-\frac{1}{\xi}\right) q^{\mu} q^{\nu}\right] \mathbb{1}_{a b}  \tag{8.109b}\\
& =-\left(g^{\mu \nu}-\frac{q^{\mu} q^{\nu}}{q^{2}}\right) q^{2} \mathbb{1}_{a b}-\frac{1}{\xi} \frac{q^{\mu} q^{\nu}}{q^{2}} q^{2} \mathbb{1}_{a b} . \tag{8.109c}
\end{align*}
$$

The full propagator $D_{a b}^{\mu \nu}$ is obtained by inverting (8.109),

$$
\begin{equation*}
\left(D^{-1} D\right)_{a b}^{\mu \nu} \equiv\left(D^{-1}\right)_{a c \rho}^{\mu} D_{c b}^{\rho \nu}=g^{\mu \nu} \mathbb{1}_{a b} \tag{8.110}
\end{equation*}
$$

so that we arrive at

$$
\begin{equation*}
D_{a b}^{\mu \nu}=-\left(g^{\mu \nu}-\frac{q^{\mu} q^{\nu}}{q^{2}}\right) \frac{\mathbb{1}_{a b}}{q^{2}}-\xi \frac{q^{\mu} q^{\nu}}{q^{2}} \frac{\mathbb{1}_{a b}}{q^{2}} . \tag{8.111}
\end{equation*}
$$

Notice here the rôle of the gauge-fixing parameter $1 / \xi$ : If it was missing, the inverse propagator $\left(D^{-1}\right)_{a b}^{\mu \nu}$ would be proportional to the projector $g^{\mu \nu}-q^{\mu} q^{\nu} / q^{2}$, so that it would be a singular matrix without a meaningful inversion. Only by addition of the projector $q^{\mu} q^{\nu} / q^{2}$ (proportional to $1 / \xi$ ), which makes together with $g^{\mu \nu}-q^{\mu} q^{\nu} / q^{2}$ a complete set of projectors, we obtain a regular matrix suitable for inversion.

The full propagator $G_{a b}^{\mu \nu}$ of the gauge bosons,

$$
\begin{equation*}
\mathrm{i} G_{a b}^{\mu \nu}=\left\langle A_{a}^{\mu} A_{b}^{\nu}\right\rangle \tag{8.112}
\end{equation*}
$$

is given in terms of the free one as (we suppress the Lorentz and gauge indices)

$$
\begin{equation*}
G^{-1}=D^{-1}+\Pi \tag{8.113}
\end{equation*}
$$

where the polarization tensor $\Pi_{a b}^{\mu \nu}$ is the gauge boson self-energy:

$$
\begin{equation*}
\mathrm{i} \Pi_{a b}^{\mu \nu}=\left\langle A_{a}^{\mu} A_{b}^{\nu}\right\rangle_{1 \mathrm{PI}} \tag{8.114}
\end{equation*}
$$

It can be proved (see, e.g., 94) that as a consequence of the symmetry of the Lagrangian the polarization tensor $\Pi_{a b}^{\mu \nu}$ must be transversal,

$$
\begin{equation*}
q_{\mu} \Pi_{a b}^{\mu \nu}(q)=0 \tag{8.115}
\end{equation*}
$$

i.e., it is proportional to the transversal projector:

$$
\begin{equation*}
\Pi_{a b}^{\mu \nu}(q)=\left(g^{\mu \nu} q^{2}-q^{\mu} q^{\nu}\right) \Pi_{a b}\left(q^{2}\right), \tag{8.116}
\end{equation*}
$$

where the form factor $\Pi_{a b}$ (being a function of $q^{2}$ due to Lorentz invariance) is symmetric in the gauge indices $a, b$. The full propagator $G_{a b}^{\mu \nu}$ has consequently the form

$$
\begin{equation*}
G_{a b}^{\mu \nu}=-\left(g^{\mu \nu}-\frac{q^{\mu} q^{\nu}}{q^{2}}\right)\left[\left(q^{2}-q^{2} \Pi\right)^{-1}\right]_{a b}-\xi \frac{q^{\mu} q^{\nu}}{q^{2}} \frac{\mathbb{1}_{a b}}{q^{2}} \tag{8.117}
\end{equation*}
$$

Notice that only the transversal part of the full propagator $G_{a b}^{\mu \nu}$ gets renormalized, whereas the part proportional to the gauge-fixing parameter $\xi$ stays intact and is identical to its counterpart in the free propagator $D_{a b}^{\mu \nu}$, (8.111). This is in fact due to the transversality (8.115) of the polarization tensor $\Pi_{a b}^{\mu \nu}$ : Assuming an additional term $q^{\mu} q^{\nu} \Pi_{a b}^{(L)}$ in (8.116), the term proportional to $\xi$ in the full propagator $G_{a b}^{\mu \nu}$ would be modified as $\mathbb{1}_{a b} / q^{2} \rightarrow\left[\left(q^{2}-q^{2} \Pi^{(L)}\right)^{-1}\right]_{a b}$.

## Transformation under $\mathbb{G}$

The transformation rule for the full propagator $G_{a b}^{\mu \nu}$ under the global symmetry $\mathbb{G}$, i.e., under (8.98), is

$$
\begin{equation*}
\mathbb{G}: \quad G_{a b}^{\mu \nu} \quad \longrightarrow \quad\left[G_{a b}^{\mu \nu}\right]^{\prime}=\left(\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}}\right)_{a c} G_{c d}^{\mu \nu}\left(\mathrm{e}^{-\mathrm{i} \theta \cdot \mathcal{T}}\right)_{d b} \tag{8.118a}
\end{equation*}
$$

or, by suppression the gauge indices, in a more compact matrix form

$$
\begin{equation*}
\mathbb{G}: \quad G^{\mu \nu} \quad \longrightarrow \quad\left[G^{\mu \nu}\right]^{\prime}=\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}} G^{\mu \nu} \mathrm{e}^{-\mathrm{i} \theta \cdot \mathcal{T}} \tag{8.118b}
\end{equation*}
$$

The transformation rule for the polarization tensor follows:

$$
\begin{equation*}
\mathbb{G}: \quad \Pi_{a b}^{\mu \nu} \quad \longrightarrow \quad\left[\Pi_{a b}^{\mu \nu}\right]^{\prime}=\left(\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}}\right)_{a c} \Pi_{c d}^{\mu \nu}\left(\mathrm{e}^{-\mathrm{i} \theta \cdot \mathcal{T}}\right)_{d b}, \tag{8.119a}
\end{equation*}
$$

or, in the matrix form,

$$
\begin{equation*}
\mathbb{G}: \quad \Pi^{\mu \nu} \quad \longrightarrow \quad\left[\Pi^{\mu \nu}\right]^{\prime}=\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}} \Pi^{\mu \nu} \mathrm{e}^{-\mathrm{i} \theta \cdot \mathcal{T}} \tag{8.119b}
\end{equation*}
$$

One can immediately see that the free propagator (8.111) is invariant under $\mathbb{G}$ :

$$
\begin{equation*}
\mathbb{G}: \quad D_{a b}^{\mu \nu} \longrightarrow\left[D_{a b}^{\mu \nu}\right]^{\prime}=D_{a b}^{\mu \nu} . \tag{8.120}
\end{equation*}
$$

As the transformations of the gauge propagators under $\mathbb{G}$ do not touch the Lorentz indices, it is in particular clear that the form factor $\Pi_{a b}$, (8.116) transforms in the same way as $\Pi_{a b}^{\mu \nu}$. I.e., one can use the transformation rule (8.119), just with the Lorentz indices missing. Nevertheless, let us write, only for the sake of later references, the transformation rule of $\Pi_{a b}$ together with its infinitesimal form:

$$
\begin{align*}
\mathbb{G}: \quad \Pi \longrightarrow[\Pi]^{\prime} & =\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}} \Pi \mathrm{e}^{-\mathrm{i} \theta \cdot \mathcal{T}}  \tag{8.121a}\\
& =\Pi+\mathrm{i} \theta_{a}\left[\mathcal{T}_{a}, \Pi\right]+\mathcal{O}\left(\theta^{2}\right) \tag{8.121b}
\end{align*}
$$

## $\mathcal{C}, \mathcal{P}$ and $\mathcal{C P}$ transformations

Consider first the behavior of the gauge field $A_{a}^{\mu}$ under the charge conjugation $\mathcal{C}$. It transforms in such a way that the following relation holds [94]:

$$
\begin{equation*}
\left[A_{a}^{\mu}(x)\right]^{\mathcal{C}}\left(-t_{a}^{\mathrm{c}}\right)=A_{a}^{\mu}(x) t_{a} \tag{8.122}
\end{equation*}
$$

Here $-t_{a}^{c}$ can be recognized as the generators of the conjugate representation of $\mathbb{G}$; recall in this respect also the definition (8.56) of $t_{a}^{c}$. It follows that the field-strength tensor $F_{a}^{\mu \nu}$, (8.73), transforms in the same way

$$
\begin{equation*}
\left[F_{a}^{\mu \nu}(x)\right]^{c}\left(-t_{a}^{\mathrm{c}}\right)=F_{a}^{\mu \nu}(x) t_{a} \tag{8.123}
\end{equation*}
$$

so that the Yang-Mills Lagrangian $\mathcal{L}=-\frac{1}{4} F_{a}^{\mu \nu} F_{a \mu \nu}$ stays invariant under $\mathcal{C}$.
In order to find a more compact expression for $\left[A_{a}^{\mu}(x)\right]^{\mathcal{C}}$, we recall that $t_{a}^{c}$ can be expressed as a linear combination of the generators $t_{a}$. Using the corresponding relation (8.58) we arrive at more compact expression for the transformation rule of $A_{a}^{\mu}$ under $\mathcal{C}$ [87]:

$$
\begin{equation*}
\left[A_{a}^{\mu}(x)\right]^{\mathcal{C}}=-C_{a b} A_{b}^{\mu}(x) \tag{8.124}
\end{equation*}
$$

where we also used the properties (8.59) of the matrix $C_{a b}$.
The transformation of the gauge field $A_{a}^{\mu}$ under parity $\mathcal{P}$ is straightforward:

$$
\begin{equation*}
\left[A_{a}^{\mu}(x)\right]^{\mathcal{P}}=\mathcal{P}^{\mu}{ }_{\nu} A_{a}^{\nu}(\tilde{x}), \tag{8.125}
\end{equation*}
$$

so that we can readily write the transformation law for $A_{a}^{\mu}$ under the combined parity $\mathcal{C P}$ :

$$
\begin{equation*}
\left[A_{a}^{\mu}(x)\right]^{\mathcal{C P}}=-C_{a b} \mathcal{P}^{\mu}{ }_{\nu} A_{b}^{\nu}(\tilde{x}) . \tag{8.126}
\end{equation*}
$$

The $\mathcal{C}$ and $\mathcal{P}$ transformations of the full propagator $G_{a b}^{\mu \nu}$, (8.112), are given by

$$
\begin{align*}
{\left[G_{a b}^{\mu \nu}(q)\right]^{\mathcal{C}} } & =C_{a c} C_{b d} G_{c d}^{\mu \nu}(q),  \tag{8.127}\\
{\left[G_{a b}^{\mu \nu}(q)\right]^{\mathcal{P}} } & =\mathcal{P}_{\alpha}^{\mu} \mathcal{P}^{\nu}{ }_{\beta} G_{a b}^{\alpha \beta}(\tilde{q}), \tag{8.128}
\end{align*}
$$

and the combined $\mathcal{C P}$ transformation is consequently

$$
\begin{equation*}
\left[G_{a b}^{\mu \nu}(q)\right]^{\mathcal{C P}}=C_{a c} C_{b d} \mathcal{P}_{\alpha}^{\mu} \mathcal{P}^{\nu}{ }_{\beta} G_{c d}^{\alpha \beta}(\tilde{q}) . \tag{8.129}
\end{equation*}
$$

The same transformation rules as for $G_{a b}^{\mu \nu}$ hold also for the polarization tensor $\Pi_{a b}^{\mu \nu}$, (8.114). Noting the explicit forms (8.117) and (8.116) of $G_{a b}^{\mu \nu}$ and $\Pi_{a b}^{\mu \nu}$, respectively, we see that the propagators are in fact invariant under parity: $\left[G_{a b}^{\mu \nu}(q)\right]^{\mathcal{P}}=G_{a b}^{\mu \nu}(q)$, so that effectively $\left[G_{a b}^{\mu \nu}(q)\right]^{\mathcal{C P}}=$ $\left[G_{a b}^{\mu \nu}(q)\right]^{\mathcal{C}}$; analogously for $\Pi_{a b}^{\mu \nu}$. Thus, the $\mathcal{C P}$ transformation of $G_{a b}^{\mu \nu}$ and $\Pi_{a b}^{\mu \nu}$ manifests itself only by its effect on the form factor $\Pi_{a b}$ :

$$
\begin{equation*}
\left[\Pi_{a b}\right]^{c \mathcal{P}}=C_{a c} C_{b d} \Pi_{c d} \tag{8.130}
\end{equation*}
$$

From this we can in particular see that the free propagators $D_{a b}^{\mu \nu}$, (8.111), as well as the gaugefixing part of the full propagator $G_{a b}^{\mu \nu}$, (8.117), is invariant under $\mathcal{C P}$, since $C_{a c} C_{b d} \delta_{c d}=\delta_{a b}$

Consider finally the Lagrangian describing the interactions of the gauge fields with fermions:

$$
\begin{equation*}
\mathcal{L}(x)=g j_{t_{a}}^{\mu}(x) A_{a \mu}(x) \tag{8.131}
\end{equation*}
$$

Using the transformation rules for the current and for the gauge fields, we straightforwardly obtain

$$
\begin{equation*}
[\mathcal{L}(x)]^{\mathcal{C}}=[\mathcal{L}(x)]^{\mathcal{P}}=g j_{t_{a}}^{\mu}(\tilde{x}) A_{a \mu}(\tilde{x}) \tag{8.132}
\end{equation*}
$$

We therefore see that $\mathcal{C}$ and $\mathcal{P}$ are not good symmetries of the gauge interactions, unless $\bar{t}_{a}=t_{a}$ for all $a$, i.e., unless the generators $t_{a}$ do not contain any $\gamma_{5}$ matrices. On the other hand, consider the transformation of the interaction Lagrangian (8.131) under the combined symmetry $\mathcal{C P}$. Using the results (8.132) we readily observe

$$
\begin{align*}
{[\mathcal{L}(x)]^{\mathcal{C P}} } & =g j_{t_{a}}^{\mu}(x) A_{a \mu}(x)  \tag{8.133a}\\
& =\mathcal{L}(x) \tag{8.133b}
\end{align*}
$$

since $\tilde{\tilde{x}}=x$ and $\overline{\bar{t}}_{a}=t_{a}$. I.e., the gauge interactions are always invariant under $\mathcal{C P}$. 6

### 8.2.4 Gauge boson masses

The gauge boson mass spectrum is given by the poles of their propagator. The free propagator $D_{a b}^{\mu \nu}$ has its only pole in $q^{2}=0$, which reflects the fact that the gauge bosons are at the Lagrangian level massless. However, the dynamics may be such that once the bare propagator is corrected by the polarization tensor $\Pi_{a b}^{\mu \nu}$, the resulting full propagator $G_{a b}^{\mu \nu}$ already has poles at some $q^{2} \neq 0$, corresponding to massive gauge bosons. Clearly, the inspection of the full propagator $G_{a b}^{\mu \nu}$ reveals that the source of non-vanishing poles can be only the $\left(q^{2}-q^{2} \Pi\right)^{-1}$ part. Thus, the poles are given by the equation

$$
\begin{equation*}
\operatorname{det}\left(q^{2}-q^{2} \Pi\left(q^{2}\right)\right)=0 \tag{8.134}
\end{equation*}
$$

Let us investigate the conditions for the pole equation (8.134) to have a non-vanishing solution. In order to simplify the problem it is convenient first to diagonalize the symmetric matrix $\Pi\left(q^{2}\right)$ via the orthogonal transformation as

$$
\begin{equation*}
\Pi\left(q^{2}\right)=O\left(q^{2}\right) \pi\left(q^{2}\right) O^{\mathrm{T}}\left(q^{2}\right) \tag{8.135}
\end{equation*}
$$

[^35]where $\pi\left(q^{2}\right)$ is a diagonal matrix:
\[

$$
\begin{equation*}
\pi\left(q^{2}\right)=\operatorname{diag}\left(\pi_{1}\left(q^{2}\right), \ldots, \pi_{N_{G}}\left(q^{2}\right)\right) \tag{8.136}
\end{equation*}
$$

\]

and $O\left(q^{2}\right)$ is an orthogonal matrix:

$$
\begin{equation*}
O\left(q^{2}\right) O^{\mathrm{T}}\left(q^{2}\right)=1 \tag{8.137}
\end{equation*}
$$

We demand that $O\left(q^{2}\right)$ is orthogonal for all $q^{2}$, which implies that $O\left(q^{2}\right)$ is also regular for all $q^{2}$, i.e., it has, in particular, no pole at $q^{2}=0$ and therefore is expressible in the form

$$
\begin{equation*}
O\left(q^{2}\right)=\sum_{n=0}^{\infty}\left(q^{2}\right)^{n} O_{n}, \tag{8.138}
\end{equation*}
$$

where $O_{n}$ are some momentum-independent matrix coefficients. The orthogonality condition (8.137) is in terms of the first few coefficients $O_{n}$ expressed as

$$
\begin{align*}
O_{0} O_{0}^{\mathrm{T}} & =1,  \tag{8.139a}\\
O_{0} O_{1}^{\mathrm{T}}+O_{1} O_{0}^{\mathrm{T}} & =0,  \tag{8.139b}\\
O_{1} O_{1}^{\mathrm{T}}+O_{0} O_{2}^{\mathrm{T}}+O_{2} O_{0}^{\mathrm{T}} & =0, \tag{8.139c}
\end{align*}
$$

Using the orthogonal transformation (8.135) the determinant in (8.134) simplifies as

$$
\begin{equation*}
\operatorname{det}\left(q^{2}-q^{2} \Pi\left(q^{2}\right)\right)=\prod_{a=1}^{N_{G}}\left(q^{2}-q^{2} \pi_{a}\left(q^{2}\right)\right), \tag{8.140}
\end{equation*}
$$

so that instead of the single pole equation (8.134) we have now a separate equation

$$
\begin{equation*}
q^{2}-q^{2} \pi_{a}\left(q^{2}\right)=0 \tag{8.141}
\end{equation*}
$$

for each $a=1, \ldots, N_{\mathbb{G}}$.
Let us now discuss possibilities of the analytic structure of $\pi_{a}\left(q^{2}\right)$ (for some fixed $a$ ). Assume first that it is regular at $q^{2}=0$ (i.e., it has no pole at $q^{2}=0$ ). In such a case the pole equation (8.141) has clearly the vanishing solution $q^{2}=0$, which corresponds to the massless gauge boson. Now assume on contrary that $\pi_{a}\left(q^{2}\right)$ has a simple pole, i.e., a pole of the type $1 / q^{2}$. Then the term $q^{2} \pi_{a}\left(q^{2}\right)$ in the pole equation (8.141) contains a constant part, given by the residue of the pole $1 / q^{2}$ of $\pi_{a}\left(q^{2}\right)$, and correspondingly $q^{2}=0$ cannot be a solution of the equation (8.141). In other words, a pole of the type $1 / q^{2}$ in $\pi_{a}\left(q^{2}\right)$ with a non-vanishing residue guarantees that the gauge boson acquires a non-vanishing mass. Finally, to complete the argument, one might also in principle assume that the pole in $\pi_{a}\left(q^{2}\right)$ is not simple (i.e., that it is, for instance, of the type $1 / q^{4}$ ). However, this cannot happen, since any pole of a Green's function should be physically interpretable as a propagator of some intermediate particle. In the present case the allowed pole of the type $1 / q^{2}$ corresponds to a massless scalar particle, the NG boson, coupled bilinearly to the gauge boson. We will discuss this interpretation more closely later in section 9.6.

Thus, the most general form of $\pi_{a}\left(q^{2}\right)$ is

$$
\begin{equation*}
\pi_{a}\left(q^{2}\right)=\frac{1}{q^{2}} m_{a}^{2}+\sum_{n=0}^{\infty}\left(q^{2}\right)^{n} \pi_{n, a} \tag{8.142}
\end{equation*}
$$



Figure 8.1: Assignment of momenta of the proper vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$, (8.150). Momentum conservation $q=p^{\prime}-p$ is implied.
where $m_{a}^{2}$ and $\pi_{n, a}$ are some coefficients independent of $q^{2}$, and the full diagonal $\pi\left(q^{2}\right)$, (8.136), has the form

$$
\begin{equation*}
\pi\left(q^{2}\right)=\frac{1}{q^{2}} m^{2}+\sum_{n=0}^{\infty}\left(q^{2}\right)^{n} \pi_{n}, \tag{8.143}
\end{equation*}
$$

where

$$
\begin{align*}
m^{2} & \equiv \operatorname{diag}\left(m_{1}^{2}, \ldots, m_{N_{\mathbb{G}}}^{2}\right)  \tag{8.144}\\
\pi_{n} & \equiv \operatorname{diag}\left(\pi_{n, 1}, \ldots, \pi_{n, N_{\mathbb{G}}}\right) . \tag{8.145}
\end{align*}
$$

We showed that each particular $\pi\left(q^{2}\right)$ has the pole of the type $1 / q^{2}$. On the other hand, recall that $O\left(q^{2}\right)$ has no pole at $q^{2}=0$, (8.138). Thus, when applied to $\pi\left(q^{2}\right)$ to obtain $\Pi\left(q^{2}\right)$ via (8.135), $O\left(q^{2}\right)$ protects the pole structure (8.143) so that $\Pi\left(q^{2}\right)$ can be written in the same form as $\pi\left(q^{2}\right)$ :

$$
\begin{equation*}
\Pi\left(q^{2}\right)=\frac{1}{q^{2}} M^{2}+\sum_{n=0}^{\infty}\left(q^{2}\right)^{n} \Pi_{n} . \tag{8.146}
\end{equation*}
$$

Here the coefficients $M^{2}, \Pi_{n}$ are some symmetric matrices, in principle non-diagonal. For the sake of later references we state here explicit relations between $M^{2}, \Pi_{n}$ and $m^{2}, \pi_{n}$ for the first few terms:

$$
\begin{align*}
M^{2} & =O_{0} m^{2} O_{0}^{\mathrm{T}},  \tag{8.147a}\\
\Pi_{0} & =O_{0} \pi_{0} O_{0}^{\mathrm{T}}+O_{1} m^{2} O_{0}^{\mathrm{T}}+O_{0} m^{2} O_{1}^{\mathrm{T}},  \tag{8.147b}\\
\Pi_{1} & =O_{0} \pi_{1} O_{0}^{\mathrm{T}}+O_{1} \pi_{0} O_{0}^{\mathrm{T}}+O_{0} \pi_{0} O_{1}^{\mathrm{T}}+O_{1} m^{2} O_{1}^{\mathrm{T}}+O_{2} m^{2} O_{0}^{\mathrm{T}}+O_{0} m^{2} O_{2}^{\mathrm{T}}, \tag{8.147c}
\end{align*}
$$

### 8.2.5 Three-point function

The three-point function $\left\langle A_{a}^{\mu} \psi \bar{\psi}\right\rangle$ and especially its 1PI part will be subject of the most of the next chapter. We will now state some of its properties and derive the WT identity for it.

## Definitions

Consider the three-point Green's function $\left\langle A_{a}^{\mu} \psi \bar{\psi}\right\rangle$,

$$
\begin{equation*}
\mathrm{i} G_{a}^{\mu}(x, y, z)=\langle 0| T\left[A_{a}^{\mu}(x) \psi(y) \bar{\psi}(z)\right]|0\rangle \tag{8.148}
\end{equation*}
$$

and its momentum representation

$$
\begin{equation*}
G_{a}^{\mu}(x, y, z)=\int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \frac{\mathrm{~d}^{4} p^{\prime}}{(2 \pi)^{4}} \frac{\mathrm{~d}^{4} p}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i} q \cdot x} \mathrm{e}^{-\mathrm{i} p^{\prime} \cdot y} \mathrm{e}^{\mathrm{i} p \cdot z}(2 \pi)^{4} \delta^{4}\left(p+q-p^{\prime}\right) G_{a}^{\mu}\left(p^{\prime}, p\right) . \tag{8.149}
\end{equation*}
$$

Since it is a full Green's function, it can be written as the 1PI function ${ }^{\Gamma} \Gamma_{a}^{\mu}=\left\langle A_{a}^{\mu} \psi \bar{\psi}\right\rangle_{1 \mathrm{PI}}$ times the full propagators attached to the external legs:

$$
\begin{equation*}
\mathrm{i} G_{a}^{\mu}\left(p^{\prime}, p\right)=\mathrm{i} G_{a b \nu}^{\mu}(q) \mathrm{i} G\left(p^{\prime}\right) \mathrm{i} \Gamma_{b}^{\nu}\left(p^{\prime}, p\right) \mathrm{i} G(p) \tag{8.150}
\end{equation*}
$$

where $q=p^{\prime}-p$.
Note that according to the Lagrangian (8.75) the bare (tree) proper vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ reads

$$
\begin{align*}
\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\text {bare }} & =g \gamma^{\mu} t_{a}  \tag{8.151a}\\
& =\gamma^{\mu} T_{a} . \tag{8.151b}
\end{align*}
$$

Here we have introduced the notation

$$
\begin{equation*}
T_{a} \equiv g t_{a} \tag{8.152a}
\end{equation*}
$$

to be used in the following extensively. Recall that, as discussed above, the definition (8.152a) generalizes for $\mathbb{G}$ given by (8.81) naturally as

$$
\begin{equation*}
T_{a} \equiv g_{a b} t_{b} \tag{8.152b}
\end{equation*}
$$

where $g_{a b}$ is given by (8.82). We will call the quantity $T_{a}$ a "generator" too.

## Hermiticity

Since the fermion self-energy $\boldsymbol{\Sigma}$ is assumed to satisfy the Hermiticity condition (8.28), it is only natural to assume that the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ satisfies an analogous condition too:

$$
\begin{equation*}
\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=\bar{\Gamma}_{a}^{\mu}\left(p, p^{\prime}\right) \tag{8.153}
\end{equation*}
$$

The two Hermiticity conditions (8.28) and (8.153) will eventually, in the next chapter, ensure that the polarization tensor will be real.

## Transformation under $\mathbb{G}$

Let us now check the transformation properties. According to the transformation rules (8.16) and (8.98) for fermions and gauge bosons, respectively, we observe that the full (i.e., not 1PI) three-point function $\left\langle A_{a}^{\mu} \psi \bar{\psi}\right\rangle$, (8.148), must transform under the global symmetry $\mathbb{G}$ as

$$
\begin{equation*}
\mathbb{G}: \quad G_{a}^{\mu}(x, y, z) \longrightarrow\left[G_{a}^{\mu}(x, y, z)\right]^{\prime}=\mathrm{e}^{\mathrm{i} \theta \cdot t}\left(\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}}\right)_{a b} G_{a}^{\mu}(x, y, z) \mathrm{e}^{-\mathrm{i} \theta \cdot \bar{t}} \tag{8.154}
\end{equation*}
$$

The same transformation rule must, due to (8.149), hold also in the momentum representation:

$$
\begin{equation*}
\mathbb{G}: \quad G_{a}^{\mu}\left(p^{\prime}, p\right) \longrightarrow\left[G_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\prime}=\mathrm{e}^{\mathrm{i} \theta \cdot t}\left(\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}}\right)_{a b} G_{b}^{\mu}\left(p^{\prime}, p\right) \mathrm{e}^{-\mathrm{i} \theta \cdot \bar{t}} \tag{8.155}
\end{equation*}
$$

Later we will be however interested rather in the transformation rule of the 1PI function $\mathrm{i} \Gamma_{a}^{\mu}=\left\langle A_{a}^{\mu} \psi \bar{\psi}\right\rangle_{1 \mathrm{PI}}$. Recall that in the momentum representation the full and 1PI vertices are
related by (8.150). The transformation of $\left\langle A_{a}^{\mu} \psi \bar{\psi}\right\rangle$ under $\mathbb{G}$ must be therefore induced by the transformations of its particular components expressed in (8.150), i.e.,

$$
\begin{equation*}
\mathbb{G}: \quad \mathrm{i} G_{a}^{\mu}\left(p^{\prime}, p\right) \longrightarrow\left[\mathrm{i} G_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\prime}=\left[G_{a b \nu}^{\mu}(q)\right]^{\prime}\left[G\left(p^{\prime}\right)\right]^{\prime}\left[\Gamma_{b}^{\nu}\left(p^{\prime}, p\right)\right]^{\prime}[G(p)]^{\prime} \tag{8.156}
\end{equation*}
$$

We can now plug the expression (8.150) for $G_{a}^{\mu}\left(p^{\prime}, p\right)$ into (8.155) and compare the resulting form of the expression for $\left[G_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\prime}$ with the other expression (8.156) for the same quantity to obtain the equation
$\mathrm{e}^{\mathrm{i} \theta \cdot t}\left(\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}}\right)_{a b} G_{a b \nu}^{\mu}(q) G\left(p^{\prime}\right) \Gamma_{b}^{\nu}\left(p^{\prime}, p\right) G(p) \mathrm{e}^{-\mathrm{i} \theta \cdot \bar{t}}=\left[G_{a b \nu}^{\mu}(q)\right]^{\prime}\left[G\left(p^{\prime}\right)\right]^{\prime}\left[\Gamma_{b}^{\nu}\left(p^{\prime}, p\right)\right]^{\prime}[G(p)]^{\prime}$.
Notice that we know the transformation rules (8.24) and (8.118) for the fermion and gauge boson propagator, respectively, entering the right-hand side of (8.157). Using these we can finally extract from the equation (8.157) the desired transformation rule for the proper vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right):$

$$
\begin{equation*}
\mathbb{G}: \quad \Gamma_{a}^{\mu}\left(p^{\prime}, p\right) \longrightarrow\left[\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\prime}=\mathrm{e}^{\mathrm{i} \theta \cdot \bar{t}}\left(\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}}\right)_{a b} \Gamma_{b}^{\mu}\left(p^{\prime}, p\right) \mathrm{e}^{-\mathrm{i} \theta \cdot t} \tag{8.158}
\end{equation*}
$$

It is easy to show that the bare vertex (8.151) is invariant under global $\mathbb{G}$, as it after all must be:

$$
\begin{equation*}
\mathbb{G}:\left.\quad \Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{bare}} \longrightarrow\left[\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{bare}}\right]^{\prime}=\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{bare}} \tag{8.159}
\end{equation*}
$$

## Transformation under $\mathcal{C}, \mathcal{P}$ and $\mathcal{C} \mathcal{P}$

The transformation of the three-point function $G_{a}^{\mu}\left(p^{\prime}, p\right)$ under $\mathcal{C}, \mathcal{P}$ and $\mathcal{C P}$ is induced by the corresponding transformations of the gauge bosons and fermions. I.e., schematically

$$
\begin{equation*}
\left[\mathrm{i} G_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{X}}=\left\langle\left[A_{a}^{\mu}\right]^{\mathcal{X}}[\psi]^{\mathcal{X}}[\bar{\psi}]^{\mathcal{X}}\right\rangle \tag{8.160}
\end{equation*}
$$

where $\mathcal{X}=\mathcal{C}, \mathcal{P}, \mathcal{C P}$. Using the transformation rules for individual fields we obtain this way the transformation rules for the three-point function $G_{a}^{\mu}\left(p^{\prime}, p\right)$ :

$$
\begin{align*}
{\left[G_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{C}} } & =-C_{a b} C G_{b}^{\mu \mathrm{T}}\left(-p,-p^{\prime}\right) C^{-1}  \tag{8.161a}\\
{\left[G_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{P}} } & =\mathcal{P}^{\mu}{ }_{\nu} \gamma_{0} G_{a}^{\nu}\left(\tilde{p}^{\prime}, \tilde{p}\right) \gamma_{0},  \tag{8.161b}\\
{\left[G_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{C}} } & =-\mathcal{P}^{\mu}{ }_{\nu} C_{a b} \gamma_{0} C G_{b}^{\nu \mathrm{T}}\left(-\tilde{p},-\tilde{p}^{\prime}\right) C^{-1} \gamma_{0} . \tag{8.161c}
\end{align*}
$$

In order to find the transformation rules for the proper vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$, we proceed exactly in the same way as above when probing the transformation properties under $\mathbb{G}$ : We note that since the full Green's function $G_{a}^{\mu}\left(p^{\prime}, p\right)$ is of the form (8.150), its transformations under $\mathcal{C}, \mathcal{P}$ and $\mathcal{C P}$ must be induced also by the corresponding transformations of the propagators and the proper vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ :

$$
\begin{equation*}
\left[\mathrm{i} G_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{X}}=\left[G_{a b \nu}^{\mu}(q)\right]^{\mathcal{X}}\left[G\left(p^{\prime}\right)\right]^{\mathcal{X}}\left[\Gamma_{b}^{\nu}\left(p^{\prime}, p\right)\right]^{\mathcal{X}}[G(p)]^{\mathcal{X}} \tag{8.162}
\end{equation*}
$$

Thus, noting that both expressions (8.161) and (8.162) must be the same and taking into account the known transformation rules for the propagators on the right-hand side of (8.162), we arrive at the transformation rules for the proper vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ :

$$
\begin{align*}
{\left[\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{C}} } & =-C_{a b} C \Gamma_{b}^{\mu \mathrm{T}}\left(-p,-p^{\prime}\right) C^{-1}  \tag{8.163}\\
{\left[\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{P}} } & =\mathcal{P}^{\mu}{ }_{\nu} \gamma_{0} \Gamma_{a}^{\nu}\left(\tilde{p}^{\prime}, \tilde{p}\right) \gamma_{0}  \tag{8.164}\\
{\left[\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{C P}} } & =-\mathcal{P}^{\mu}{ }_{\nu} C_{a b} \gamma_{0} C \Gamma_{b}^{\nu \mathrm{T}}\left(-\tilde{p},-\tilde{p}^{\prime}\right) C^{-1} \gamma_{0}, \tag{8.165}
\end{align*}
$$

which are the same as those (8.161) for $G_{a}^{\mu}\left(p^{\prime}, p\right)$.
Consider now the free vertex $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\text {bare }}=\gamma^{\mu} T_{a}$, (8.151). Transforming it under $\mathcal{C}$ and $\mathcal{P}$ via (8.163) and (8.164), respectively, we obtain

$$
\begin{equation*}
\left[\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{bare}}\right]^{\mathcal{C}}=\left[\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{bare}}\right]^{\mathcal{P}}=\gamma^{\mu} \bar{T}_{a} \tag{8.166}
\end{equation*}
$$

We see that the non-invariance of the free vertex under $\mathcal{C}$ and $\mathcal{P}$ applied separately is attributed to the presence of $\gamma_{5}$ in the generators $T_{a}$. On the other hand, under combined transformation $\mathcal{C P}$ the free vertex remains invariant:

$$
\begin{align*}
{\left[\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{bare}}\right]^{\mathcal{C P}} } & =\gamma^{\mu} T_{a}  \tag{8.167a}\\
& =\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{bare}} \tag{8.167b}
\end{align*}
$$

Of course, this is nothing else than mere rephrasing of the above discussion of the (non)invariance of the Lagrangian $\mathcal{L}=g j_{a}^{\mu} A_{a \mu}$, (8.131), under $\mathcal{C}, \mathcal{P}$ and $\mathcal{C P}$; compare with equations (8.132), (8.133).

### 8.2.6 Local Ward-Takahashi identity

Now we are going to derive the Abelian approximation of WT identity for the Green's function $\left\langle A_{a}^{\mu} \psi \bar{\psi}\right\rangle$, or, more precisely, for its 1PI part i $\Gamma_{a}^{\mu}=\left\langle A_{a}^{\mu} \psi \bar{\psi}\right\rangle_{1 \mathrm{PI}}$. We will use for this purpose the results from section 8.1.2 concerning the WT identity for the Green's function $\gamma_{a}^{\mu}=\left\langle j_{a}^{\mu} \psi \bar{\psi}\right\rangle_{\text {1PI }}$.

## Relation between $\Gamma_{a}^{\mu}$ and $\gamma_{a}^{\mu}$

We start by finding the relation between $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ and $\gamma_{a}^{\mu}\left(p^{\prime}, p\right)$. By applying the operator $\left(\mathcal{D}^{-1}\right)_{a b}^{\mu \nu}$, (8.106), on $\left\langle A_{a}^{\mu} \psi \bar{\psi}\right\rangle$ we obtain

$$
\begin{align*}
\left(\mathcal{D}_{x}^{-1}\right)_{a b \nu}^{\mu}\langle 0| T\left[A_{b}^{\nu}(x) \psi(y) \bar{\psi}(z)\right]|0\rangle & =\langle 0| T\left[\left(\left(\mathcal{D}_{x}^{-1}\right)_{a b \nu}^{\mu} A_{b}^{\nu}(x)\right) \psi(y) \bar{\psi}(z)\right]|0\rangle  \tag{8.168a}\\
& =-g\langle 0| T\left[j_{a}^{\mu}(x) \psi(y) \bar{\psi}(z)\right]|0\rangle+\mathcal{O}\left(f_{a b c}\right) . \tag{8.168b}
\end{align*}
$$

The commuting of $\left(\mathcal{D}^{-1}\right)_{a b}^{\mu \nu}$ through the $T$-product in the first equality, (8.168a), is done by applying twice (recall that $\left(\mathcal{D}^{-1}\right)_{a b}^{\mu \nu}$ is a differential operator of the second order) the formula (8.66), first time with $V^{\mu}=A_{a}^{\mu}$ and second time with $V^{\mu}=\partial_{\alpha} A_{a}^{\mu}$, and noting that

$$
\begin{align*}
& {\left[A_{a}^{\mu}(x), \psi(y)\right]=0}  \tag{8.169a}\\
& {\left[A_{a}^{\mu}(x), \bar{\psi}(y)\right]=0} \tag{8.169b}
\end{align*}
$$

as well as

$$
\begin{align*}
& {\left[\partial_{\alpha}^{x} A_{a}^{\mu}(x), \psi(y)\right]=0}  \tag{8.170a}\\
& {\left[\partial_{\alpha}^{x} A_{a}^{\mu}(x), \bar{\psi}(y)\right]=0 .} \tag{8.170b}
\end{align*}
$$

The second equality, (8.168b), is just an application of the equations of motion (8.105).
Using the momentum representations (8.149) and (8.70) of $\left\langle A_{a}^{\mu} \psi \bar{\psi}\right\rangle$ and $\left\langle j_{a}^{\mu} \psi \bar{\psi}\right\rangle$, respectively, we obtain the Fourier transform of the equation (8.168):

$$
\begin{equation*}
\left[D^{-1}(q) \mathrm{i} G(q)\right]_{a b \nu}^{\mu} \mathrm{i} G\left(p^{\prime}\right) \mathrm{i} \Gamma_{b}^{\nu}\left(p^{\prime}, p\right) \mathrm{i} G(p)=-g \mathrm{i} G\left(p^{\prime}\right) \gamma_{a}^{\mu}\left(p^{\prime}, p\right) \mathrm{i} G(p)+\mathcal{O}\left(f_{a b c}\right) . \tag{8.171}
\end{equation*}
$$

We also used here the fact that $\left(\mathcal{D}^{-1}\right)_{a b}^{\mu \nu}$ is a Fourier transform of the inverse free propagator $\left(D^{-1}\right)_{a b}^{\mu \nu}$, (8.109a). After some manipulations with propagators in (8.171) we finally express $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ in terms of $\gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ as

$$
\begin{equation*}
\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=g\left[G^{-1}(q) D(q)\right]_{a b \nu}^{\mu} \gamma_{b}^{\nu}\left(p^{\prime}, p\right)+\mathcal{O}\left(f_{a b c}\right) \tag{8.172}
\end{equation*}
$$

## Derivation of the WT identity

Now we want to calculate $q_{\mu} \Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ by contracting (8.172) with $q_{\mu}$. In doing so an awkward quantity $q_{\mu}\left[G^{-1} D\right]_{a b \nu}^{\mu}$ appears on the right-hand side. It can be, however, significantly simplified. From the explicit forms (8.117) and (8.111) of $G_{a b}^{\mu \nu}$ and $D_{a b}^{\mu \nu}$, respectively, it follows

$$
\begin{equation*}
\left[G^{-1} D\right]_{a b \nu}^{\mu}=\left(\mathbb{1}_{a b}-\Pi_{a b}\right)\left(g^{\mu}{ }_{\nu}-\frac{q^{\mu} q_{\nu}}{q^{2}}\right)+\frac{q^{\mu} q_{\nu}}{q^{2}} \mathbb{1}_{a b} \tag{8.173}
\end{equation*}
$$

so that

$$
\begin{equation*}
q_{\mu}\left[G^{-1} D\right]_{a b \nu}^{\mu}=q_{\nu} \mathbb{1}_{a b} \tag{8.174}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
q_{\mu} \Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=g q_{\mu} \gamma_{a}^{\mu}\left(p^{\prime}, p\right)+\mathcal{O}\left(f_{a b c}\right) \tag{8.175}
\end{equation*}
$$

However, the contraction $q_{\mu} \gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ has been already calculated in Sec.8.1.2, it is just the WT identity (8.71) $]^{7}$ We therefore arrive at the analogous WT identity ${ }^{8}$ for $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ :

$$
\begin{equation*}
q_{\mu} \Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=G^{-1}\left(p^{\prime}\right) T_{a}-\bar{T}_{a} G^{-1}(p)+\mathcal{O}\left(f_{a b c}\right), \tag{8.176}
\end{equation*}
$$

differing from the WT identity (8.71) for $\gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ basically only by the overall factor of $g$ (recall the definition (8.152) of $T_{a}$ ) and by the presence of the non-Abelian terms $\mathcal{O}\left(f_{a b c}\right)$.

The WT identity, as derived in (8.176), is ambiguous due to the presence of the undetermined terms $\mathcal{O}\left(f_{a b c}\right)$. In fact, these terms can be determined as well and the resulting identity is called the Slavnov-Taylor identity. For our purposes, however, the simple derivation of the ambiguous WT identity (8.176) will turn out to be sufficient, because later on we will show that neglecting of the ambiguous terms $\mathcal{O}\left(f_{a b c}\right)$ will be consistent with our approximations of the polarization tensor.

We finally note that the bare (tree) proper vertex $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\text {bare }}$, (8.151), does satisfy the WT identity (8.176) (actually with vanishing $\left.\mathcal{O}\left(f_{a b c}\right)\right)$ provided one takes as the fermion propagators $G^{-1}(p)$ the bare ones $S^{-1}(p)=\not p$. Indeed, the WT identity, reading in such case

$$
\begin{equation*}
\left.q_{\mu} \Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{bare}}=S^{-1}\left(p^{\prime}\right) T_{a}-\bar{T}_{a} S^{-1}(p) \tag{8.177}
\end{equation*}
$$

reduces to the simple identity

$$
\begin{equation*}
\not q T_{a}=\not p^{\prime} T_{a}-\bar{T}_{a} \not p, \tag{8.178}
\end{equation*}
$$

holding due to $\bar{T}_{a} \not p=\not p T_{a}$ and $p^{\prime}=p+q$.

[^36]
### 8.3 Summary

Major part of this chapter consisted of reviewing some textbook, as well as some less-textbook (but still rather straightforward) facts, concerning a gauge field theory with fermions. This was for the sake of later references accompanied by introducing the corresponding notation. Most importantly, we have stated, among other things, the transformation rules of fermion and gauge boson propagators, as well as of the three-point function $\left\langle A_{a}^{\mu} \psi \bar{\psi}\right\rangle$, both full and 1PI, under continuous and discrete symmetries. We also derived WT identity for the three-point function.

On top of mere reviewing facts, we also stated some assumptions under which we would work in the following chapters:

- There is the same number of the left-handed and the right-handed fermions $\psi_{L}$ and $\psi_{R}$, respectively, and their common fermion number symmetry remains unbroken. Hence we can work with the field $\psi=\psi_{L}+\psi_{R}$, (8.13).
- The theory is at the Lagrangian level massless, so that the free propagator of the fermion field $\psi$ is given simply by $S^{-1}=\not p$, (8.29).
- The self-energy $\boldsymbol{\Sigma}$ of $\psi$ contains no $\not p$, (8.30), and satisfies the Hermiticity condition $\boldsymbol{\Sigma}=\overline{\boldsymbol{\Sigma}}$, (8.28). It has consequently the form $\boldsymbol{\Sigma}=\Sigma^{\dagger} P_{L}+\Sigma P_{R}$, (8.31), considered already in the previous chapters.
- The symmetry group $\mathbb{G}$ is broken down to $\mathbb{H} \subseteq \mathbb{G}$ by the self-energy $\boldsymbol{\Sigma}$. Operationally:

$$
\begin{array}{ll}
\llbracket \boldsymbol{\Sigma}, t_{a} \rrbracket=0 & \text { for } t_{a} \in \mathfrak{h}, \\
\llbracket \boldsymbol{\Sigma}, t_{a} \rrbracket \neq 0 & \text { for } t_{a} \in \mathfrak{g} \backslash \mathfrak{h}, \tag{8.179b}
\end{array}
$$

where $\mathfrak{g}$ and $\mathfrak{h}$ are Lie algebras corresponding to the groups $\mathbb{G}$ and $\mathbb{H}$, respectively.

- The gauge dynamics is weak: $g \ll 1$, (8.80).
- There are no "off-diagonal" gauge coupling constants in the case of more Abelian factors in $\mathbb{G}$.


## Chapter 9

## Gauge boson mass matrix formula

This chapter is the very heart of the part IV. We will derive here, on the basis of assumptions and formalism developed in the previous chapter, as well as within certain additional assumptions made in this chapter, the formula for the gauge boson mass matrix. However, as will be discussed in detail, the resulting formula will not be applicable for an arbitrary spontaneously broken gauge theory with fermions, but merely to a specific subclass of such theories, satisfying certain condition. Luckily enough, this subclass contains the models discussed in parts $\square$ and II, so that we will be able to apply the gauge boson mass matrix formula to them in the following two chapters.

Massiveness of a gauge boson manifests itself also by existence of its longitudinal polarization. This new degree of freedom can be physically interpreted as a ("would-be") NG boson, associated with the spontaneous breakdown of the (gauged) symmetry. Thus, besides mere calculating the gauge bosons masses, we will in this chapter in section 9.6 also occupy ourselves with their interpretation in terms of the NG bosons.

### 9.1 Strategy

### 9.1.1 Pole approximation of the polarization tensor

## Why the pole approximation

The gauge boson spectrum (as well as any other spectrum) is given by poles of their full propagator. The key quantity is here the polarization tensor $\Pi_{a b}^{\mu \nu}(q)$, or, due to its transversality (8.116), the form factor $\Pi_{a b}\left(q^{2}\right)$. We have already mentioned in section 8.2.4 that the sufficient (though not necessary) condition for the gauge bosons to become massive is existence of a pole of the type $1 / q^{2}$ in the Laurent expansion of $\Pi_{a b}\left(q^{2}\right)$.

In fact, our approach will be to approximate the $\Pi\left(q^{2}\right)$ only by its pole part. That is to say, we will focus only on the residue $M^{2}$ and neglect all the coefficients $\Pi_{n}, n \geq 0$, in the Laurent expansion (8.146) of $\Pi\left(q^{2}\right)$ :

$$
\begin{equation*}
\Pi\left(q^{2}\right) \doteq \frac{1}{q^{2}} M^{2} \tag{9.1}
\end{equation*}
$$

Thus, using this pole approximation of $\Pi\left(q^{2}\right)$ the pole equation (8.134) reduces to

$$
\begin{equation*}
\operatorname{det}\left(q^{2}-M^{2}\right)=0 \tag{9.2}
\end{equation*}
$$

i.e., to a simpler problem of finding the eigenvalues of the matrix $M^{2}$, which can be accordingly interpreted as the gauge boson mass matrix.

The pole approximation (9.1) is motivated and justified by the assumption $g \ll 1$, (8.80), concerning the weakness of the gauge dynamics, i.e., by the fact that perturbative calculations in $g$ are possible. As we are going to prove below, it turns out non-trivially that if one wants to calculate, by solving the pole equation (8.134), the gauge boson mass spectrum in the lowest (second) order in $g$, then it is sufficient to consider only the pole term of $\Pi\left(q^{2}\right)$, since the higher terms in Laurent expansion of $\Pi\left(q^{2}\right)$ happen to contribute only to higher terms in the $g$-expansion of the gauge boson masses.

## Proof

In order to prove the statement made in the previous paragraph, we are now going to investigate the perturbative expansion in $g$ of solutions of the pole equation (8.134). For that purpose it is convenient to make use of the diagonalization (8.135) of the self-energy $\Pi\left(q^{2}\right)$ and investigate first in this respect only one particular pole equation (8.141) and only then generalize the result to the full non-diagonal $\Pi\left(q^{2}\right)$.

We start with the observation that the polarization tensor is in any case at least of the second order in $g$. This is a consequence of the fact that any interaction of $A_{a}^{\mu}$ with any other field (including the fermions, ghost, as well as the gauge bosons themselves), is proportional to $g$; see the Lagrangian $\mathcal{L}\left(\psi, A_{a}^{\mu}\right)$, (8.72).

Let us diagonalize $\Pi\left(q^{2}\right)$ via (8.135) to obtain the diagonal $\pi\left(q^{2}\right)$ with the elements $\pi_{a}\left(q^{2}\right)$, (8.136). Since $\Pi\left(q^{2}\right)$ is of the second order in $g$, so must be also each $\pi_{a}\left(q^{2}\right)$. Recalling the general form (8.142) of $\pi_{a}\left(q^{2}\right)$, it is therefore convenient to factorize $g^{2}$ out of the corresponding pole residue $m_{a}^{2}$ as

$$
\begin{equation*}
m_{a}^{2} \equiv g^{2} \mu_{a}^{2} \tag{9.3}
\end{equation*}
$$

where $\mu_{a}^{2}$ is now of zeroth order in $g$. Similarly can be treated the coefficients $\pi_{n, a}$ :

$$
\begin{equation*}
\pi_{n, a} \equiv g^{2} a_{n, a}\left(\mu_{a}^{2}\right)^{-n} \tag{9.4}
\end{equation*}
$$

where we have also utilized the dimension-full coefficient $\mu_{a}^{2}$ from (9.3) to carry the mass dimension of each $\pi_{n, a}$ (assuming, of course, that $\mu_{a}^{2} \neq 0$ ). Consequently the coefficients $a_{n, a}$ are dimensionless and again of order $g^{0}$, due to explicit factorization of $g^{2}$. Using these definitions the expression (8.142) for $\pi_{a}\left(q^{2}\right)$ recasts as

$$
\begin{equation*}
\pi_{a}\left(q^{2}\right)=g^{2}\left[\left(\frac{q^{2}}{\mu_{a}^{2}}\right)^{-1}+\sum_{n=0}^{\infty} a_{n, a}\left(\frac{q^{2}}{\mu_{a}^{2}}\right)^{n}\right] \tag{9.5}
\end{equation*}
$$

Finally, it is also convenient to introduce the dimensionless quantity $x_{a}$,

$$
\begin{equation*}
x_{a} \equiv \frac{q^{2}}{\mu_{a}^{2}} \tag{9.6}
\end{equation*}
$$

to be used in the following.
Now recall that $\pi_{a}\left(q^{2}\right)$ enters the pole equation (8.141) for the unknown $q^{2}$. Using the definitions above, this pole equation for the unknown $q^{2}$ transforms as

$$
\begin{equation*}
x_{a}-g^{2}\left[1+\sum_{n=0}^{\infty} a_{n, a} x_{a}^{n+1}\right]=0 \tag{9.7}
\end{equation*}
$$

and turning thus into an equation for the unknown $x_{a}$.

If $g^{2}=0$, the equation (9.7) has the solution $x_{a}=0$. We can therefore expect that for $g^{2} \neq 0$ the solution $x_{a}$ will be proportiona ${ }^{1}$ to $g^{2}$ and hence without loss of generality expressible in the form

$$
\begin{equation*}
x_{a}=g^{2}\left(1+\epsilon_{a}\right), \tag{9.8}
\end{equation*}
$$

where $\epsilon_{a}$ is some function of $g^{2}$. We are now going to argue that $\epsilon_{a}$ is proportional to $g^{2}$. By plugging the Ansatz (9.8) for $x_{a}$ into the equation (9.7) we obtain the equation for $\epsilon_{a}$ :

$$
\begin{equation*}
\epsilon_{a}-g^{2} \sum_{n=0}^{\infty} a_{n, a} g^{2 n}\left(1+\epsilon_{a}\right)^{n+1}=0 \tag{9.9}
\end{equation*}
$$

Now the argument is the same as above with $x_{a}$ : If $g^{2}=0$, the equation (9.9) has the solution $\epsilon_{a}=0$, from which we conclude that $\epsilon_{a}$ must be really proportiona $\sqrt{2}$ to $g^{2}$, as proposed. Put in the original formalisms, we see that the solution of the pole equation (8.141), i.e., the gauge boson mass, is given in the lowest order in the gauge coupling constant $g$ as

$$
\begin{align*}
q^{2} & =g^{2} \mu_{a}^{2}\left(1+\epsilon_{a}\right)  \tag{9.10a}\\
& =g^{2} \mu_{a}^{2}\left(1+\mathcal{O}\left(g^{2}\right)\right) \tag{9.10b}
\end{align*}
$$

where we recall that $\mu_{a}^{2}$, given by (9.3), is of zeroth order in $g^{2}$. In other words, the residue $m_{a}^{2}$ in the $q^{2}$-expansion of $\pi_{a}\left(q^{2}\right)$, (8.142), is just the lowest order of the $g$-expansion of the gauge boson mass.

We have shown that in the case of diagonal $\pi\left(q^{2}\right)$, (8.136), the spectrum obtained considering only the residue $m^{2}$ is the lowest approximation of the $g$-expansion of the full spectrum, obtained from the full $\pi\left(q^{2}\right)$ with higher orders in $q^{2}$ properly included. Now we are going to generalize this result to the case of non-diagonal $\Pi\left(q^{2}\right)$.

Obviously, $\pi\left(q^{2}\right)$ and $\Pi\left(q^{2}\right)$, related by the orthogonal transformation (8.135), must yield the same spectrum. Therefore it remains to prove that the orthogonal transformation (8.135) preserves also the spectrum obtained by the pole approximations of $\pi\left(q^{2}\right)$ and $\Pi\left(q^{2}\right)$, i.e., that the residues $m^{2}$ and $M^{2}$ of both the diagonal $\pi\left(q^{2}\right)$ and non-diagonal $\Pi\left(q^{2}\right)$, respectively, have the same eigenvalues. To see this we recall that the residues $m^{2}$ and $M^{2}$ are related by the transformation (8.147a): $M^{2}=O_{0} m^{2} O_{0}^{\mathrm{T}}$. However, this transformation itself is also orthogonal, see 8.139a). Thus, $m^{2}$ and $M^{2}$ indeed must have the same eigenvalues, which completes the proof.

## Structure of the gauge boson mass matrix

Let us also, for the sake of later references, investigate the structure of the gauge boson mass matrix.

Recall that the mass matrix $M^{2}$, considered in the pole approximation (9.1), is a (symmetric) $N_{\mathbb{G}} \times N_{\mathbb{G}}$ matrix and thus its rank can be at most $N_{\mathbb{G}}$. Assume therefore that its rank i. $3^{3}$

[^37]$N^{\prime} \leq N_{\mathbb{G}}$. We are now going to show for the sake of later purposes that the matrix $M^{2}$ can be written as
\[

$$
\begin{equation*}
M^{2}=F F^{\mathrm{T}} \tag{9.11}
\end{equation*}
$$

\]

where the matrix $F$ is rectangular, of dimension $N_{\mathbb{G}} \times N^{\prime}$. Needless to say that the rank of the matrix $F$ must be the maximal possible, i.e., $\min \left(N^{\prime}, N_{\mathbb{G}}\right)=N^{\prime}$, so that the rank of the matrix $M^{2}$ is $N^{\prime}$ too, as supposed.

The matrix $M^{2}$, as being symmetric, can be transformed via the orthogonal transformation as

$$
\begin{equation*}
M^{2}=O m^{2} O^{\mathrm{T}} \tag{9.12}
\end{equation*}
$$

where $O$ is an orthogonal matrix and $m^{2}$ is a matrix of the block form

$$
m^{2}=\left(\begin{array}{cc}
m_{R}^{2} & 0  \tag{9.13}\\
0 & 0
\end{array}\right)
$$

where $m_{R}^{2}$ is a symmetric matrix, which is regular, i.e., of the dimension $N^{\prime} \times N^{\prime}$. (Notice that although the two orthogonal transformations (9.12) and (8.147a) look similar, they are not the same. While the former assumes the special block structure (9.13), with $m_{R}^{2}$ being regular, but not necessarily diagonal, the latter does not assume any special block structure, but on the other hand it insists on the diagonality .)

We may write the orthogonal matrix $O$ in a block form too:

$$
O=\left(\begin{array}{ll}
A & B  \tag{9.14}\\
C & D
\end{array}\right)
$$

where the dimensions of the blocks $A, B, C, D$ are the same as the dimension of the corresponding blocks in $m^{2}$, (9.13). If we plug the block forms (9.13) and (9.14) of $m^{2}$ and $O$, respectively, into (9.12), we find the corresponding block form of $M^{2}$ :

$$
M^{2}=\left(\begin{array}{cc}
A m_{R}^{2} A^{\mathrm{T}} & A m_{R}^{2} C^{\mathrm{T}}  \tag{9.15}\\
C m_{R}^{2} A^{\mathrm{T}} & C m_{R}^{2} C^{\mathrm{T}}
\end{array}\right)
$$

We now assert that the coveted matrix $F$ is given by

$$
\begin{equation*}
F \equiv\binom{A}{C} m_{R} \tag{9.16}
\end{equation*}
$$

Let us first check that $F$, defined as (9.16), really does satisfy the basic equation (9.11):

$$
\begin{align*}
F F^{\mathrm{T}} & =\binom{A}{C} m_{R}^{2}\left(A^{\mathrm{T}}, C^{\mathrm{T}}\right)  \tag{9.17a}\\
& =\left(\begin{array}{cc}
A m_{R}^{2} A^{\mathrm{T}} & A m_{R}^{2} C^{\mathrm{T}} \\
C m_{R}^{2} A^{\mathrm{T}} & C m_{R}^{2} C^{\mathrm{T}}
\end{array}\right)  \tag{9.17b}\\
& =M^{2} . \tag{9.17c}
\end{align*}
$$

Thus, the equation (9.11) is satisfied. Furthermore, the dimension of the matrix $F$, (9.16), is clearly $N_{\mathbb{G}} \times N^{\prime}$. This completes the proof that the matrix $F$ with desired properties exists.


Figure 9.1: Schematic diagrammatical representation of the lowest order (i.e., $g^{2}$ ) diagrams (9.21) of purely gauge (the first three diagrams) and fermion (the last diagram) origin, contributing to the polarization tensor $\Pi_{a b}^{\mu \nu}(q)$.

We also note that while the product $F F^{\mathrm{T}}$ is given by the defining relation (9.11), for the product $F^{\mathrm{T}} F$ we obtain

$$
\begin{equation*}
F^{\mathrm{T}} F=m_{R}^{2} \tag{9.18}
\end{equation*}
$$

In deriving this relation one has to take into account that $A^{\mathrm{T}} A+C^{\mathrm{T}} C=1$, which follows from the fact that the matrix $O$, (9.14), is orthogonal: $O^{\mathrm{T}} O=1$.

We finally briefly discuss the ambiguity in determining $F$. It is determined by the above requirements uniquely up to the orthogonal rotation

$$
\begin{equation*}
F^{\prime}=F O_{F}, \tag{9.19}
\end{equation*}
$$

where $O_{F}$ is an orthogonal matrix of the dimension $N^{\prime} \times N^{\prime}$. This orthogonal rotation of $F$ corresponds to the orthogonal rotation of $m_{R}^{2}$ as

$$
\begin{equation*}
m_{R}^{2 \prime}=O_{F}^{\mathrm{T}} m_{R}^{2} O_{F} \tag{9.20}
\end{equation*}
$$

From this we can in particular see that the matrix $F^{\mathrm{T}} F=m_{R}^{2}$ is always regular, irrespectively of the basis.

### 9.1.2 Loop integral for the polarization tensor

Since we assume that the gauge dynamics is perturbative, we will calculate the gauge boson mass spectrum in the lowest order in the gauge coupling constant $g$, i.e., in the order $g^{2}$. In the previous section we showed that for that purpose it suffices to calculate only the pole part (9.1) of the polarization tensor.

We will also assume that the symmetry group $\mathbb{G}$ is broken spontaneously down to a subgroup $\mathbb{H}$ by the fermion self-energies, as in the parts $\square$ and $\mathbb{I}$. Since these self-energies are of course non-perturbative phenomena, we will therefore calculate the gauge boson spectrum in a mixed


Figure 9.2: The polarization tensor $\Pi_{a b}^{\mu \nu}(q)$, given by Eq. (9.22). The fermion lines are not bare propagators, but rather the full ones (unlike in the previous chapters, in this chapter we will not provide them with the black blobs).
way: perturbatively in the gauge dynamics and at the same time non-perturbatively in the symmetry-breaking dynamics.

Let us start by reviewing how the polarization tensor is calculated in the symmetric (i.e., not spontaneously broken) theory. The perturbative contributions to the polarization tensor in the order $g^{2}$ are one-loop and can be divided into two groups as

$$
\begin{equation*}
\mathrm{i} \Pi_{a b}^{\mu \nu}(q)=\left.\mathrm{i} \Pi_{a b}^{\mu \nu}(q)\right|_{\text {gauge }}+\left.\mathrm{i} \Pi_{a b}^{\mu \nu}(q)\right|_{\text {fermions }}, \tag{9.21}
\end{equation*}
$$

according to whether they are of purely gauge origin (including the ghost contribution) or whether they come from the fermion loop. The corresponding diagrams are depicted in Fig. 9.1.

Let us first discuss the pure gauge diagrams $\left.i \Pi_{a b}^{\mu \nu}(q)\right|_{\text {gauge }}$. It is a textbook fact 90 that their sum is transversal and that they do not contribute to the pole part of the polarization tensor. This remains true even once the symmetry is broken, since the SSB is, by assumption, triggered only by fermion propagators, which do not enter the pure gauge diagrams. We can therefore safely discard them.

We are thus left with the fermion contribution $\left.i \Pi_{a b}^{\mu \nu}(q)\right|_{\text {fermions }}$, only which can potentially contribute to the pole (9.1) of the polarization tensor. Clearly, for that purpose one has to include the symmetry-breaking dressed fermion propagators, since the symmetry-preserving propagators do not contribute to the pole of the polarization tensor [90]. However, it turns out that in such a case the fermion loop diagram, as depicted in Fig. 9.1, is not correct. The point is that the bare vertices in the loop do not satisfy the correct WT identity (8.176), once the fermion propagators in the loop are considered to be not bare, but rather dressed, of the form (8.32). As a result the polarization tensor is not transversal. As we are going to show in detail below, the most direct and easy way to cure this problem is to exchange one of the two bare vertices in Fig. 9.1 by a dressed one, satisfying the WT identity.

We will therefore consider the polarization tensor with only the one-loop fermion contribution to be explicitly given by 4 47, 98]

$$
\begin{equation*}
\mathrm{i} \Pi_{a b}^{\mu \nu}(q)=-\int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\Gamma_{a}^{\mu}(p+q, p) G(p) \gamma^{\nu} T_{b} G(p+q)\right\} \tag{9.22}
\end{equation*}
$$

and diagrammatically depicted in Fig. $9.2^{5}$ Notice that while one of the two vertices is bare, $\gamma^{\nu} T_{b}$, the other is the full proper vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$, introduced in Sec.8.2.5. As already mentioned,

[^38]the presence of $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ is in fact necessary in order to maintain the transversality (8.116) of $\Pi_{a b}^{\mu \nu}$, as we are going to show below, provided that it satisfies the WT identity (8.176) in the Abelian approximation:
\[

$$
\begin{equation*}
q_{\mu} \Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=G^{-1}\left(p^{\prime}\right) T_{a}-\bar{T}_{a} G^{-1}(p), \tag{9.23}
\end{equation*}
$$

\]

i.e., with the structure constants $f_{a b c}$ set to zero. Such approximation is consistent with neglecting the pure gauge diagrams $\left.i \Pi_{a b}^{\mu \nu}(q)\right|_{\text {gauge }}$, which are proportional to $f_{a b c}$ as well.

### 9.2 Properties of the polarization tensor

Let us now investigate some of the most important properties of the polarization tensor given by the loop integral (9.22).

### 9.2.1 Transversality

Let us check the transversality of the polarization tensor (9.22) under the assumption (9.23). Explicit calculation of $q_{\mu} \Pi_{a b}^{\mu \nu}(q)$ reveals

$$
\begin{align*}
q_{\mu} \Pi_{a b}^{\mu \nu}(q) & =\mathrm{i} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left[q_{\mu} \Gamma_{a}^{\mu}(p+q, p)\right] G(p) \gamma^{\nu} T_{b} G(p+q)\right\}  \tag{9.24a}\\
& =\mathrm{i} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left[G^{-1}(p+q) T_{a}-\bar{T}_{a} G^{-1}(p)\right] G(p) \gamma^{\nu} T_{b} G(p+q)\right\}  \tag{9.24b}\\
& =\mathrm{i} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{G(p) \gamma^{\nu}\left[T_{b}, T_{a}\right]\right\}  \tag{9.24c}\\
& =0 \tag{9.24d}
\end{align*}
$$

Here we have in (9.24b) used the WT identity (9.23), in (9.24c) we shifted the integration variable of one of the two resulting integrals and using the cyclicity of the trace made some rearrangements of the integrand and finally in (9.24d) we used the fact that the integral independent of any other momentum than the integration momentum and carrying at the same time a Lorentz index must vanish due to the Lorentz invariance.

Since $\Pi_{a b}^{\mu \nu}(q)$ depends only on $q$, it must be, by Lorenz invariance, a linear combination of $g^{\mu \nu}$ and $q^{\mu} q^{\nu}$. Therefore if $q_{\mu} \Pi_{a b}^{\mu \nu}(q)$ is vanishing, so must be also $q_{\nu} \Pi_{a b}^{\mu \nu}(q)$. It may be however instructive to check it explicitly:

$$
\begin{align*}
q_{\nu} \Pi_{a b}^{\mu \nu}(q) & =\mathrm{i} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\Gamma_{a}^{\mu}(p+q, p) G(p) q T_{b} G(p+q)\right\}  \tag{9.25a}\\
& =\mathrm{i} \frac{q^{\mu}}{q^{2}} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left[q_{\alpha} \Gamma_{a}^{\alpha}(p+q, p)\right] G(p) q T_{b} G(p+q)\right\}  \tag{9.25b}\\
& =\mathrm{i} \frac{q^{\mu}}{q^{2}} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left[G^{-1}(p+q) T_{a}-\bar{T}_{a} G^{-1}(p)\right] G(p) q T_{b} G(p+q)\right\}  \tag{9.25c}\\
& =\mathrm{i} \frac{q^{\mu}}{q^{2}} q_{\nu} \int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{G(p) \gamma^{\nu}\left[T_{b}, T_{a}\right]\right\}  \tag{9.25d}\\
& =0 . \tag{9.25e}
\end{align*}
$$

Most of the steps here are the same as before in (9.24), only in (9.25b) we used the fact that due to the Lorentz invariance it holds

$$
\begin{equation*}
\int \mathrm{d}^{d} p f^{\mu}(p, q)=\frac{q^{\mu}}{q^{2}} \int \mathrm{~d}^{d} p q_{\alpha} f^{\alpha}(p, q) \tag{9.26}
\end{equation*}
$$

for any function $f(p, q)$, depending, apart from the integration momentum $p$, on the only external momentum $q$.

Thus, the polarization tensor is indeed transversal and therefore of the form (8.116). The corresponding form factor $\Pi_{a b}\left(q^{2}\right)$ can be explicitly written as

$$
\begin{equation*}
\Pi_{a b}\left(q^{2}\right)=\mathrm{i} \frac{1}{d-1} \frac{1}{q^{2}} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\Gamma_{a}^{\mu}(p+q, p) G(p) \gamma_{\mu} T_{b} G(p+q)\right\} \tag{9.27}
\end{equation*}
$$

### 9.2.2 Reality

In the previous chapter we made the assumption that both the fermion propagator $G(p)$ and the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ satisfy the respective Hermiticity conditions (8.27) and (8.153). We have suggested in Sec. 8.2.5 that the two Hermiticity conditions will eventually ensure the reality of the polarization tensor $\Pi_{a b}^{\mu \nu}(q)$ (and consequently, within the pole approximation (9.1), also the reality of the gauge boson mass matrix $M_{a b}^{2}$ ).

Indeed, consider the expression (9.22) for the polarization tensor. Using the Hermiticity conditions (8.27), (8.153) and the cyclicity of the trace, shifting appropriately the integration momentum and taking into account the identity $\operatorname{Tr} A^{\dagger}=\operatorname{Tr}^{*} A$, one can rewrite (9.22) as

$$
\begin{equation*}
\mathrm{i} \Pi_{a b}^{\mu \nu}(q)=-\int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}^{*}\left\{\Gamma_{a}^{\mu}(p+q, p) G(p) \gamma^{\nu} T_{b} G(p+q)\right\} \tag{9.28}
\end{equation*}
$$

Comparing this expression with the original expressions (9.22) for the polarization tensor and recalling that via the Wick rotation an extra factor of i appears in the measure $\mathrm{d}^{d} p$, one concludes that $\Pi_{a b}^{\mu \nu}(q)$ (and consequently also the mass matrix $M_{a b}^{2}$ ) must be really real.

### 9.2.3 Transformation properties

Consider first the transformation of the polarization tensor (9.22) under the continuous symmetry $\mathbb{G}$. It must be induced by the corresponding transformations of $G(p), G(p+q)$ and $\Gamma_{a}^{\mu}(p+q, p)$ under $\mathbb{G}$. Assuming that these transform as they should, i.e., according to (8.24) and (8.158), respectively, we obtain
$\mathbb{G}: \quad i \Pi_{a b}^{\mu \nu}(q) \longrightarrow$

$$
\begin{align*}
{\left[\mathrm{i} \Pi_{a b}^{\mu \nu}(q)\right]^{\prime} } & =-\int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left[\Gamma_{a}^{\mu}(p+q, p)\right]^{\prime}[G(p)]^{\prime} \gamma^{\nu} T_{b}[G(p+q)]^{\prime}\right\}  \tag{9.29a}\\
& =-\left(\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}}\right)_{a c} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\{\Gamma_{c}^{\mu}(p+q, p) G(p) \gamma^{\nu} \underbrace{\mathrm{e}^{-\mathrm{i} \theta \cdot t} T_{b} \mathrm{e}^{\mathrm{i} \theta \cdot t}}_{T_{d}\left(\mathrm{e}^{-\mathrm{i} \theta \cdot \mathcal{T}}\right)_{d b}} G(p+q)\} \\
& =\left(\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}}\right)_{a c} \mathrm{i} \Pi_{c d}^{\mu \nu}(q)\left(\mathrm{e}^{-\mathrm{i} \theta \cdot \mathcal{T}}\right)_{d b}, \tag{9.29b}
\end{align*}
$$

where we used in the line (9.29b) the relation (8.97). Thus we see that provided the fermion propagators and the vertex transform correctly under $\mathbb{G}$, so does $\Pi_{a b}^{\mu \nu}(q)$, since the result (9.29c) corresponds to the correct transformation rule (8.119).

Transformation properties of the polarization tensor (9.22) under the discrete symmetries $\mathcal{C}, \mathcal{P}$ can be treated in the same manner. Again, it could be shown that provided the propagators and the vertex in the integral (9.22) transform correctly according to their respective transformation rules, so does the resulting polarization tensor.

### 9.3 The vertex

The integral (9.22) for the polarization tensor contains the fermion propagators $G(p), G(p+q)$ and the dressed vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$. While the propagators are known by assumption, the vertex will have to be somehow constructed in the following section. In order not to make that task unnecessarily difficult, it is worth observing which part of $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ are actually needed for the purpose of calculating the gauge boson mass spectrum under the pole approximation (9.1).

### 9.3.1 Momentum expansions

Let us start by investigating the analytic structure of $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$. Consider the right-hand side of its WT identity (9.23) for $q=0$ (recall that $p^{\prime}=p+q$ ):

$$
\begin{align*}
G^{-1}(p) T_{a}-\bar{T}_{a} G^{-1}(p) & =-\boldsymbol{\Sigma} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}  \tag{9.30a}\\
& =-g \llbracket \boldsymbol{\Sigma}, t_{a} \rrbracket \tag{9.30b}
\end{align*}
$$

where we plugged in the Ansatz (8.32) for the fermion propagator $G(p)$. Notice that it is proportional to the quantity (8.26), measuring the non-invariance of the propagator under the symmetry generated by $t_{a}$. Since we assume that the symmetry $\mathbb{G}$ is actually broken, (9.30) must be considered in general non-vanishing. Consequently, since the left-hand side of the WT identity is proportional to $q$, the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ must have a pole of the type $1 / q$, if the WT identity is to be satisfied.

Any pole in a Green's function can be attributed only to a propagator of an intermediate particle. In our case, since the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ is by construction 1PI, it cannot contain propagators neither of the fermions nor of the gauge bosons. Any possible pole of $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ can therefore occur only due to some dynamically generated composite particles. But such particles are in fact there: They are the NG bosons, associated with the SSB of the group $\mathbb{G}$ down to $\mathbb{H}$. Notice that the NG bosons can be in this respect understood as "compensating fields", serving to ensure the satisfaction of the WT identity even if the symmetry of the Lagrangian is broken by the ground state (or by the Green's functions) 6

We will discuss the interpretation of the vertex in terms of the NG bosons closer in Sec. 9.6. For the moment it suffices to note that the NG bosons couple bilinearly to the gauge bosons and are massless, hence the pole of the type $1 / q$, dictated by the WT identity, must be of the form $q^{\mu} / q^{2}$, where $q$ is the momentum carried by the gauge boson. The vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ must have therefore the general form

$$
\begin{equation*}
\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}+\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{reg} .} \tag{9.31a}
\end{equation*}
$$

where NG part $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}$ has the form

$$
\begin{equation*}
\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}=\left.\frac{q^{\mu}}{q^{2}} \Gamma_{a}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}, \tag{9.31b}
\end{equation*}
$$

and where both $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\text {reg. }}$ and $\left.\Gamma_{a}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}$ are regular for all $p^{\prime}$ and $p$.
The vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ of the form (9.31) can be expanded into the Laurent series in $q=p^{\prime}-p$ about $q=0$ as

$$
\begin{equation*}
\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=\frac{q^{\mu}}{q^{2}} A_{a}(p)+\frac{q^{\mu}}{q^{2}} q_{\alpha} B_{a}^{\alpha}(p)+C_{a}^{\mu}(p)+\mathcal{O}(q) \tag{9.32}
\end{equation*}
$$

[^39]where $A_{a}(p), B_{a}^{\alpha}(p), C_{a}^{\mu}(p)$ are some functions only of $p$. Note that we can uniquely identify
\[

$$
\begin{align*}
\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}} & =\frac{q^{\mu}}{q^{2}}\left[A_{a}(p)+q_{\alpha} B_{a}^{\alpha}(p)\right]+\mathcal{O}(q)  \tag{9.33a}\\
\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{reg} .} & =C_{a}^{\mu}(p)+\mathcal{O}(q) \tag{9.33b}
\end{align*}
$$
\]

This uniqueness is actually possible only in the lowest orders in $q$. Already for the terms linear in $q$ the separation (9.33) of the expansion (9.32) into the NG part and the non-NG part is ambiguous: Assume, e.g., that there is a term $q^{2} D_{a}(p)$ in the square bracket of the expansion (9.33a) of the NG part $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}$. Clearly, the $q^{2}$ in it can be canceled with the NG pole $1 / q^{2}$ and thus the same term can be equally well considered, in the form $q^{\mu} D_{a}(p)$, as a part of expansion (9.33b) of the regular part $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\text {reg. }}$. We will come across this problem in Sec. 9.4.7, where we will see that this ambiguity can be parameterized, within our approximation scheme, by one real parameter.

We can similarly expand the fermion propagator $G(p+q)$ about $q=0$ :

$$
\begin{equation*}
G(p+q)=G(p)+q_{\alpha} G^{\alpha}(p)+\mathcal{O}\left(q^{2}\right) \tag{9.34}
\end{equation*}
$$

where

$$
\begin{align*}
G^{\alpha}(p) & =\partial^{\alpha} G(p)  \tag{9.35}\\
& =-G(p)\left(\partial^{\alpha} G^{-1}(p)\right) G(p) \tag{9.36}
\end{align*}
$$

E.g., for the fermion propagator of the form (8.32) (or better (8.33)) we have explicitly

$$
\begin{equation*}
G^{\alpha}(p)=\gamma^{\alpha} \boldsymbol{D}_{L}+2 p^{\alpha}\left(\not p+\boldsymbol{\Sigma}^{\dagger}\right) \boldsymbol{D}_{L}^{\prime}+2 p^{\alpha} \boldsymbol{\Sigma}^{\dagger} \boldsymbol{D}_{L} \tag{9.37}
\end{equation*}
$$

where the prime denotes the derivative with respect to $p^{2}$. Straightforward plugging of the expansions (9.32) and (9.35) into the basic expression (9.22) for the polarization tensor $\Pi_{a b}^{\mu \nu}(q)$ yields

$$
\begin{align*}
\Pi_{a b}^{\mu \nu}(q)= & \mathrm{i} \frac{q^{\mu}}{q^{2}} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{A_{a}(p) G(p) \gamma^{\nu} T_{b} G(p)\right\} \\
& +\mathrm{i} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{C_{a}^{\mu}(p) G(p) \gamma^{\nu} T_{b} G(p)\right\} \\
& +\mathrm{i} \frac{q^{\mu}}{q^{2}} q_{\alpha} \int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{A_{a}(p) G(p) \gamma^{\nu} T_{b} G^{\alpha}(p)+B_{a}^{\alpha}(p) G(p) \gamma^{\nu} T_{b} G(p)\right\} \\
& +\mathcal{O}(q) . \tag{9.38}
\end{align*}
$$

The integral in the first line actually vanishes. This can be seen already from the Lorentz invariance, technically it is maintained by a symmetric integration. On the basis of a similar argument there will survive only terms even in $q$ in the expansion (9.38), so that the terms $\mathcal{O}(q)$ are actually $\mathcal{O}\left(q^{2}\right)$. We make further simplifications by noting that under integral we can make the substitution

$$
\begin{equation*}
\int \mathrm{d}^{d} p f^{\mu \nu}(p)=\frac{1}{d} g^{\mu \nu} \int \mathrm{d}^{d} p f_{\alpha}^{\alpha}(p) \tag{9.39}
\end{equation*}
$$

provided $f^{\mu \nu}(p)$ does not depend on any other four-vector than $p$. This allows to make the

Lorentz structure of (9.38) explicit:

$$
\begin{align*}
\Pi_{a b}^{\mu \nu}(q)= & \mathrm{i} \frac{1}{d} g^{\mu \nu} \int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{C_{a}^{\alpha}(p) G(p) \gamma_{\alpha} T_{b} G(p)\right\} \\
& +\mathrm{i} \frac{1}{d} \frac{q^{\mu} q^{\nu}}{q^{2}} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{A_{a}(p) G(p) \gamma^{\alpha} T_{b} G_{\alpha}(p)+B_{a}^{\alpha}(p) G(p) \gamma_{\alpha} T_{b} G(p)\right\} \\
& +\mathcal{O}\left(q^{2}\right) . \tag{9.40}
\end{align*}
$$

### 9.3.2 Preliminary expression for the mass matrix

Under the pole approximation (9.1) of $\Pi_{a b}\left(q^{2}\right)$ the polarization tensor $\Pi_{a b}^{\mu \nu}(q)$ has the form

$$
\begin{equation*}
\Pi_{a b}^{\mu \nu}(q)=\left(g^{\mu \nu}-\frac{q^{\mu} q^{\nu}}{q^{2}}\right) M_{a b}^{2} . \tag{9.41}
\end{equation*}
$$

Assuming that the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ satisfies the WT identity (9.23), the expression (9.40) must be transversal. Thus, by comparing it with (9.41), we arrive at two seemingly different explicit expressions for the gauge boson mass matrix:

$$
\begin{align*}
M_{a b}^{2} & =\mathrm{i} \frac{1}{d} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{C_{a}^{\alpha}(p) G(p) \gamma_{\alpha} T_{b} G(p)\right\}  \tag{9.42a}\\
& =-\mathrm{i} \frac{1}{d} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{A_{a}(p) G(p) \gamma^{\alpha} T_{b} G_{\alpha}(p)+B_{a}^{\alpha}(p) G(p) \gamma_{\alpha} T_{b} G(p)\right\} \tag{9.42b}
\end{align*}
$$

Both expression (9.42a) and (9.42b) must be of course the same due to the WT identity (9.23), which relates the vertex and the fermion propagator to each other.

### 9.3.3 Recapitulation

Consider now the contraction $q_{\mu} \Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ of the expansion (9.32) of the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ :

$$
\begin{equation*}
q_{\mu} \Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=A_{a}(p)+q_{\mu}\left(B_{a}^{\mu}(p)+C_{a}^{\mu}(p)\right)+\mathcal{O}\left(q^{2}\right) \tag{9.43}
\end{equation*}
$$

Recall that due to the WT identity (9.23) this expression must be equal to $G^{-1}\left(p^{\prime}\right) T_{a}-$ $\bar{T}_{a} G^{-1}(p)$. We can see that while $A_{a}$ (i.e., the leading part of the NG part (9.33a) of $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ ) is determined by the WT uniquely as

$$
\begin{equation*}
A_{a}(p)=G^{-1}(p) T_{a}-\bar{T}_{a} G^{-1}(p), \tag{9.44}
\end{equation*}
$$

for the functions $B_{a}^{\alpha}$ and $C_{a}^{\mu}$ the WT identity determines only their sum.
Recall that, as we observed above, in order to compute the gauge boson mass matrix via the expression(s) (9.42), one has to know either $A_{a}, B_{a}^{\alpha}$, or $C_{a}^{\mu}$. In particular, at least one of the functions $B_{a}^{\alpha}$ and $C_{a}^{\mu}$ must be necessarily known. However, as we have just seen, on the basis of the WT identity we can determine only $B_{a}^{\mu}+C_{a}^{\mu}$, which is clearly insufficient for our purposes. Thus, the following section will be dedicated to the task of inventing some additional well motivated requirements on the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$, allowing to determine separately each of the functions $B_{a}^{\alpha}$ and $C_{a}^{\mu}$ uniquely.

### 9.4 Construction of the vertex

We already mentioned that the dressed fermion propagator is known, e.g., by solving the corresponding SD equations like in parts $\square$ and II In principle, in order to be entirely consistent, the vertex should be calculated in the same way and in the same time as the fermion propagators: by means of solving the corresponding SD (or Bethe-Salpeter) equation for the vertex. However, guided by the applications, we assume that it is not. We have therefore to approximate it somehow, or in other words, we have to choose or construct a suitable Ansatz for it.

This section is dedicated to the construction of such an Ansatz. We will first state the minimal reasonable form of the vertex and then constrain it by imposing various additional requirements. These requirements will be of two kinds: First, we will require correct transformation behavior under various symmetries. Second, we will require that the vertex be consistent with the underlying NG boson interpretation. This way we will finally end up with (almost) uniquely determined vertex ${ }^{7}$

### 9.4.1 General form of the Ansatz

We start the construction of the vertex Ansatz by stating some general assumptions about its form.

Recall first that the SSB is by assumption driven by symmetry-breaking parts of the fermion self-energy $\boldsymbol{\Sigma}$. Let us then assume that $\boldsymbol{\Sigma}$ actually contains only those symmetry-breaking (and consequently UV-finite) parts and is free of any symmetry-preserving (and potentially UVdivergent) parts. (This assumption of course corresponds to how we have constructed Ansätze for $\boldsymbol{\Sigma}$ in parts $\mathbb{I}$ and II ) It follows that in the case of no SSB the self-energy $\Sigma$ vanishes.

We can then make the natural requirement that in the case of no $\operatorname{SSB}$ (i.e., when $\boldsymbol{\Sigma}=0$ ) the vertex reduces to the bare on. This can be accomplished if the vertex is written as the bare one plus "something" proportional to $\boldsymbol{\Sigma}$. Put more formally, we assume the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ to be of the form

$$
\begin{equation*}
\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=\gamma^{\mu} T_{a}+\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\text {cor }}, \tag{9.45}
\end{equation*}
$$

where the correction $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\text {cor }}$. to the bare vertex $\gamma^{\mu} T_{a}$, (8.151), is proportional to the selfenergies $\boldsymbol{\Sigma}$ and hence vanishing in the limit $\boldsymbol{\Sigma}=0$.

Just proportionality to $\boldsymbol{\Sigma}$ is however still quite general. Following the philosophy of making a minimal reasonable Ansatz we impose the following simplifying restrictions: We assume that $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\text {cor }}$.

- is linear in the self-energies $\boldsymbol{\Sigma}$,
- contains the self-energies $\boldsymbol{\Sigma}$ evaluated only in $p^{\prime}$ and $p$.

Moreover, recall that since we calculate the gauge boson mass matrix in the pole approximation, it is sufficient to calculate the polarization tensor in the order $g^{2}$. We are therefore interested only in the part of the vertex linear in $g$, which leads us to assume that $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\text {cor }}$

- is linear in the generators $T_{a}$ and $\bar{T}_{a}$.

[^40](Recall that $T_{a}$ is linear in $g$, due to the definition (8.152).) The three conditions imply that $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\text {cor }}$. is a linear combination of the eight terms
\[

$$
\begin{equation*}
\boldsymbol{\Sigma}_{p} T_{a}, \quad \boldsymbol{\Sigma}_{p^{\prime}} T_{a}, \quad \bar{T}_{a} \boldsymbol{\Sigma}_{p}, \quad \bar{T}_{a} \boldsymbol{\Sigma}_{p^{\prime}}, \quad T_{a} \boldsymbol{\Sigma}_{p}, \quad T_{a} \boldsymbol{\Sigma}_{p^{\prime}}, \quad \boldsymbol{\Sigma}_{p} \bar{T}_{a}, \quad \boldsymbol{\Sigma}_{p^{\prime}} \bar{T}_{a} \tag{9.46}
\end{equation*}
$$

\]

with the coefficients of the linear combination being only some functions of the two available momenta $p^{\prime}$ and $p$ and of the gamma matrices.

To conclude, we are led to assume that the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ has the form

$$
\begin{align*}
\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=\gamma^{\mu} T_{a} & +\left[f^{\mu}(\boldsymbol{a}) T_{a}+\bar{T}_{a} f^{\mu}(\boldsymbol{b})+T_{a} f^{\mu}(\boldsymbol{c})+f^{\mu}(\boldsymbol{d}) \bar{T}_{a}\right] \\
& +\gamma_{5}\left[f^{\mu}(\boldsymbol{e}) T_{a}+\bar{T}_{a} f^{\mu}(\boldsymbol{f})+T_{a} f^{\mu}(\boldsymbol{g})+f^{\mu}(\boldsymbol{h}) \bar{T}_{a}\right] \tag{9.47}
\end{align*}
$$

where each $f^{\mu}(\boldsymbol{x}), \boldsymbol{x}=\boldsymbol{a}, \boldsymbol{b}, \ldots, \boldsymbol{h}$, is a linear combination of $\Sigma_{p^{\prime}}$ and $\Sigma_{p}$ and $\boldsymbol{x}$ is some "multiindex" parameterizing each linear combination. In the following section we will, under certain assumptions, find the general momentum and Lorentz structure of $f^{\mu}(\boldsymbol{x})$ and show that $\boldsymbol{x}$ is in fact a finite set of complex numbers.

### 9.4.2 Momentum and Lorentz structure

The main guiding principle in determining the analytic structure of $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ will be to insist on its good interpretability in terms of the NG bosons. We have already encountered it in Sec. 9.3 when we assumed the vertex to be of the form (9.31). Let us now rephrase that assumption in another way. The vertex is a function of two independent momenta $p^{\prime}$ and $p$. Their linear combination $q=p^{\prime}-p$ is special in the sense that it is the momentum carried by the gauge boson and also by the eventual NG boson, bilinearly coupled to it. Then the correct NG interpretability of the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ technically means imposing the following conditions on the vertex:

- The poles of the types $1 / \ell^{2}$ and $1 /(\ell \cdot q)$, where $\ell$ is some linear combination of $p^{\prime}$ and $p$, being linearly independent of $q$, are forbidden.
- Any pole of the type $1 / q^{2}$ can be only simple and must be multiplied by $q^{\mu}$.

These conditions hold of course in general, independently of the special vertex form (9.47), assumed in the previous section. Nevertheless we will use them now for determining $f^{\mu}(\boldsymbol{x})$.

Since the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ is dimensionless (in the units of mass), so must be also $f^{\mu}(\boldsymbol{x})$. Recall that $f^{\mu}(\boldsymbol{x})$ is a linear combination of

$$
\begin{equation*}
\Sigma_{p^{\prime}}, \quad \Sigma_{p} \tag{9.48}
\end{equation*}
$$

But the self-energies $\boldsymbol{\Sigma}$ are of the dimension +1 . Therefore we have to find the coefficients of the linear combination of (9.48) with the negative dimension -1 in order to have dimensionless $f^{\mu}(\boldsymbol{x})$. It seems, on the basis of the requirements made in the previous paragraph, that the only possibility for the coefficient is

$$
\begin{equation*}
\frac{q^{\mu}}{q^{2}} \tag{9.49}
\end{equation*}
$$

times a complex factor.
However, it turns out that this does not in fact exhaust all possibilities. Consider the following linear combination of $\boldsymbol{\Sigma}_{p^{\prime}}$ and $\boldsymbol{\Sigma}_{p}$ :

$$
\begin{equation*}
\frac{\boldsymbol{\Sigma}_{p^{\prime}}-\boldsymbol{\Sigma}_{p}}{p^{\prime 2}-p^{2}} \tag{9.50}
\end{equation*}
$$

The crucial fact is that this quantity is regular for all values $p^{\prime}$ and $p .8$ In the worst case, when $p^{\prime} \rightarrow p$ (i.e., when $q \rightarrow 0$ ), it just converges to the derivative of $\boldsymbol{\Sigma}_{p}$ :

$$
\begin{equation*}
\frac{\boldsymbol{\Sigma}_{p^{\prime}}-\boldsymbol{\Sigma}_{p}}{p^{\prime 2}-p^{2}}=\boldsymbol{\Sigma}_{p}^{\prime}+\mathcal{O}(q) \tag{9.51}
\end{equation*}
$$

where the prime denotes the derivative with respect to $p^{2}$. Thus, due to (9.51), we can use (9.50) as a building block for $f^{\mu}(\boldsymbol{x})$ as well, without introducing any unwanted kinematic singularity. Since it has the dimension -1 , is suffices to multiply it by something of dimension +1 and carrying the Lorentz index. Taking into account the conditions above, the only possibilities turn out to be

$$
\begin{equation*}
q^{\mu}, \quad p^{\mu}, \quad\left[\gamma^{\mu}, q\right], \quad\left[\gamma^{\mu}, \not p\right], \quad \frac{q^{\mu}}{q^{2}}[q, \not p], \quad \frac{q^{\mu}}{q^{2}} p^{2}, \quad \frac{q^{\mu}}{q^{2}}(q \cdot p), \tag{9.52}
\end{equation*}
$$

again up to complex factors.
We conclude from the previous discussion that $f^{\mu}(\boldsymbol{x})$ is an element of the complex eightdimensional vector space, spanned by the basis

$$
\begin{equation*}
\frac{q^{\mu}}{q^{2}}\left\{\boldsymbol{\Sigma}_{p^{\prime}} \oplus \boldsymbol{\Sigma}_{p}\right\} \oplus \frac{\boldsymbol{\Sigma}_{p^{\prime}}-\boldsymbol{\Sigma}_{p}}{p^{\prime 2}-p^{2}}\left\{q^{\mu} \oplus p^{\mu} \oplus\left[\gamma^{\mu}, q\right] \oplus\left[\gamma^{\mu}, \not p\right] \oplus \frac{q^{\mu}}{q^{2}}[q, \not p] \oplus \frac{q^{\mu}}{q^{2}} p^{2}\right\} \tag{9.53}
\end{equation*}
$$

Notice that we have not included here the last term from (9.52) (proportional to $(q \cdot p)$ ), since it depends linearly on the other terms.

The basis (9.53) is however not the most convenient one. Recall that transformation law (8.163) of $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ under $\mathcal{C}$, as well as the Hermiticity condition (8.153) include the exchanges

$$
\begin{equation*}
p^{\prime} \leftrightarrow p \tag{9.54}
\end{equation*}
$$

As we will eventually apply the conditions (8.163), (8.153) to the vertex, it will prove convenient to have expressed $f^{\mu}(\boldsymbol{x})$ in terms of a basis made of eigenstates of (9.54). Thus, instead of being a linear combination of $\boldsymbol{\Sigma}_{p^{\prime}}$ and $\boldsymbol{\Sigma}_{\boldsymbol{p}}$, we will use the linear combination of $\boldsymbol{\Sigma}_{+}$and $\boldsymbol{\Sigma}_{-}$, defined as

$$
\begin{equation*}
\Sigma_{ \pm} \equiv \Sigma_{p^{\prime}} \pm \boldsymbol{\Sigma}_{p} \tag{9.55}
\end{equation*}
$$

Clearly, $\boldsymbol{\Sigma}_{ \pm}$are eigenstates of (9.54) with the eigenvalues $\pm 1$. Similarly, we will express everything in terms of the two linearly independent momenta $q$ and $q^{\prime}$ :

$$
\begin{align*}
q & \equiv p^{\prime}-p  \tag{9.56a}\\
q^{\prime} & \equiv p^{\prime}+p \tag{9.56b}
\end{align*}
$$

which are eigenstates of (9.54) with the eigenvalues -1 and +1 , respectively. Notice also that the denominator of (9.50) can be expressed in terms of $q$ and $q^{\prime}$ conveniently as

$$
\begin{equation*}
p^{\prime 2}-p^{2}=\left(q \cdot q^{\prime}\right) \tag{9.57}
\end{equation*}
$$

We can now rewrite the basis (9.53) in terms of the self-energies $\boldsymbol{\Sigma}_{ \pm}$and the momenta $q, q^{\prime}$ and arrive finally at $f^{\mu}(\boldsymbol{x})$ of the form

$$
\begin{align*}
f^{\mu}(\boldsymbol{x}) \equiv & x_{1} \frac{q^{\mu}}{q^{2}} \boldsymbol{\Sigma}_{+}+x_{2} \frac{q^{\mu}}{q^{2}} \boldsymbol{\Sigma}_{-}+x_{3} \frac{q^{\prime \mu}}{\left(q \cdot q^{\prime}\right)} \boldsymbol{\Sigma}_{-}+x_{4} \frac{q^{\mu}}{q^{2}} \frac{\left[q, q^{\prime}\right]}{\left(q \cdot q^{\prime}\right)} \boldsymbol{\Sigma}_{-} \\
& +x_{5} \frac{\left[\gamma^{\mu}, q^{\prime}\right]}{\left(q \cdot q^{\prime}\right)} \boldsymbol{\Sigma}_{-}+x_{6} \frac{\left[\gamma^{\mu}, q\right]}{\left(q \cdot q^{\prime}\right)} \boldsymbol{\Sigma}_{-}+x_{7} \frac{q^{\mu}}{\left(q \cdot q^{\prime}\right)} \boldsymbol{\Sigma}_{-}+x_{8} \frac{q^{\mu}}{q^{2}} \frac{q^{\prime \mu}}{\left(q \cdot q^{\prime}\right)} \boldsymbol{\Sigma}_{-} \tag{9.58}
\end{align*}
$$

[^41]where $\boldsymbol{x}=\left(x_{1}, \ldots, x_{8}\right)$ is a vector of eight complex numbers. The Ansatz (9.47) is thus parameterized altogether by $8 \times 8=64$, at this moment completely arbitrary complex numbers. In the following sections we will, step by step, determine almost 9 all of them.

### 9.4.3 WT identity

The most basic condition that must be satisfied by the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ is certainly the WT identity (9.23), since it ensures the transversality of the polarization tensor (9.22), as shown in section 9.2.1. Using the form (8.32) for the fermion propagator the WT identity has the form

$$
\begin{equation*}
q_{\mu} \Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=q T_{a}-\boldsymbol{\Sigma}_{p^{\prime}} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{p} \tag{9.59}
\end{equation*}
$$

The requirement that the Ansatz (9.47), with $f^{\mu}(\boldsymbol{x})$ given by (9.58), satisfies this WT identity will now enable us to determine more than half of the 64 parameters of the Ansatz.

Let us rewrite the WT identity (9.59) in terms of $\boldsymbol{\Sigma}_{ \pm}$,

$$
\begin{equation*}
q_{\mu} \Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=\phi T_{a}-\frac{1}{2}\left(\boldsymbol{\Sigma}_{+}+\boldsymbol{\Sigma}_{-}\right) T_{a}+\frac{1}{2} \bar{T}_{a}\left(\boldsymbol{\Sigma}_{+}-\boldsymbol{\Sigma}_{-}\right), \tag{9.60}
\end{equation*}
$$

and consider the contraction $q_{\mu} f^{\mu}(\boldsymbol{x})$ :

$$
\begin{equation*}
q_{\mu} f^{\mu}(\boldsymbol{x})=x_{1} \Sigma_{+}+\left(x_{2}+x_{3}\right) \boldsymbol{\Sigma}_{-}+\left(x_{4}+x_{5}\right) \frac{\left[q, q^{\prime}\right]}{\left(q \cdot q^{\prime}\right)} \boldsymbol{\Sigma}_{-}+x_{7} \frac{q^{2}}{\left(q \cdot q^{\prime}\right)} \boldsymbol{\Sigma}_{-}+x_{8} \frac{q^{\prime 2}}{\left(q \cdot q^{\prime}\right)} \boldsymbol{\Sigma}_{-} . \tag{9.61}
\end{equation*}
$$

By imposing WT identity (9.60) on the Ansatz (9.47) (with $f^{\mu}(\boldsymbol{x})$ given by (9.58)) we can, using the contraction $q_{\mu} f^{\mu}(\boldsymbol{x})$, readily read off the constraints on the free parameters $\boldsymbol{x}$. For $x_{1}$ we obtain the constraints

$$
\begin{align*}
a_{1} & =-\frac{1}{2}  \tag{9.62}\\
b_{1} & =+\frac{1}{2}  \tag{9.63}\\
x_{1} & =0 \quad \text { for } \quad x \neq a, b . \tag{9.64}
\end{align*}
$$

For the parameters $x_{2}, x_{3}$ we find

$$
\begin{align*}
& x_{2}+x_{3}=-\frac{1}{2} \quad \text { for } \quad x=a, b,  \tag{9.65}\\
& x_{2}+x_{3}=0 \quad \text { for } \quad x \neq a, b, \tag{9.66}
\end{align*}
$$

enabling us to eliminate, say, $x_{3}$ in favor of $x_{2}$. For the rest we have

$$
\begin{align*}
x_{4}+x_{5} & =0,  \tag{9.67}\\
x_{7} & =0,  \tag{9.68}\\
x_{8} & =0, \tag{9.69}
\end{align*}
$$

for all $x=a, \ldots, h$, which enables us again to eliminate, e.g., $x_{5}$ in favor of $x_{4}$. On the other hand, note that $x_{6}$ (again for all $x=a, \ldots, h$ ) remains unconstrained by the WT identity.

[^42]Thus, applying the WT identity the vertex (9.47) reduces to

$$
\begin{align*}
& \Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=\gamma^{\mu} T_{a}-\frac{1}{2} \frac{q^{\mu}}{q^{2}}\left(\boldsymbol{\Sigma}_{+} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{+}\right)-\frac{1}{2} \frac{q^{\prime \mu}}{q \cdot q^{\prime}}\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \\
& +\left(\frac{q^{\mu}}{q^{2}}-\frac{q^{\prime \mu}}{q \cdot q^{\prime}}\right)\left[\quad\left(a_{2} \boldsymbol{\Sigma}_{-} T_{a}+b_{2} \bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)+\left(c_{2} T_{a} \boldsymbol{\Sigma}_{-}+d_{2} \boldsymbol{\Sigma}_{-} \bar{T}_{a}\right)\right. \\
& \left.+\gamma_{5}\left(e_{2} \boldsymbol{\Sigma}_{-} T_{a}+f_{2} \bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)+\gamma_{5}\left(g_{2} T_{a} \boldsymbol{\Sigma}_{-}+h_{2} \boldsymbol{\Sigma}_{-} \bar{T}_{a}\right)\right] \\
& +\left(\frac{q^{\mu}}{q^{2}} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}-\frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left[\quad\left(a_{4} \Sigma_{-} T_{a}+b_{4} \bar{T}_{a} \Sigma_{-}\right)+\left(c_{4} T_{a} \Sigma_{-}+d_{4} \Sigma_{-} \bar{T}_{a}\right)\right. \\
& \left.+\gamma_{5}\left(e_{4} \boldsymbol{\Sigma}_{-} T_{a}+f_{4} \bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)+\gamma_{5}\left(g_{4} T_{a} \boldsymbol{\Sigma}_{-}+h_{4} \boldsymbol{\Sigma}_{-} \bar{T}_{a}\right)\right] \\
& +\frac{\left[\gamma^{\mu}, \phi\right]}{\left(q \cdot q^{\prime}\right)}\left[\quad\left(a_{6} \boldsymbol{\Sigma}_{-} T_{a}+b_{6} \bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)+\left(c_{6} T_{a} \boldsymbol{\Sigma}_{-}+d_{6} \boldsymbol{\Sigma}_{-} \bar{T}_{a}\right)\right. \\
& \left.+\gamma_{5}\left(e_{6} \boldsymbol{\Sigma}_{-} T_{a}+f_{6} \bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)+\gamma_{5}\left(g_{6} T_{a} \boldsymbol{\Sigma}_{-}+h_{6} \boldsymbol{\Sigma}_{-} \bar{T}_{a}\right)\right] . \tag{9.70}
\end{align*}
$$

Notice that by imposing the WT identity we have reduced the number of free complex parameters from 64 to 24 .

### 9.4.4 Transformation under $\mathbb{G}$

## Correct transformation behavior under full $\mathbb{G}$

We continue by recalling that the vertex must transform properly under the global symmetry $\mathbb{G}$, i.e., as (8.158), in order to guarantee the correct transformation property of the polarization tensor (9.22) (see Sec. 9.2.3). If we suppress the momentum arguments, which do not play any substantial rôle in the present considerations, we can write the vertex (9.70) in a schematic form

$$
\begin{equation*}
\Gamma_{a}^{\mu}=v_{1}^{\mu} \boldsymbol{\Sigma} T_{a}+v_{2}^{\mu} \bar{T}_{a} \boldsymbol{\Sigma}+v_{3}^{\mu} \boldsymbol{\Sigma} \bar{T}_{a}+v_{4}^{\mu} T_{a} \boldsymbol{\Sigma} \tag{9.71}
\end{equation*}
$$

The transformation of $\Gamma_{a}^{\mu}$ under $\mathbb{G}$ must be induced by the corresponding transformation of $\boldsymbol{\Sigma}$ :

$$
\begin{align*}
\mathbb{G}: \quad \Gamma_{a}^{\mu} \longrightarrow\left[\Gamma_{a}^{\mu}\right]^{\prime}= & v_{1}^{\mu}[\boldsymbol{\Sigma}]^{\prime} T_{a}+v_{2}^{\mu} \bar{T}_{a}[\boldsymbol{\Sigma}]^{\prime}+v_{3}^{\mu}[\boldsymbol{\Sigma}]^{\prime} \bar{T}_{a}+v_{4}^{\mu} T_{a}[\boldsymbol{\Sigma}]^{\prime}  \tag{9.72a}\\
= & \mathrm{e}^{\mathrm{i} \theta \cdot \bar{t}}\left[v_{1}^{\mu} \boldsymbol{\Sigma}\left(\mathrm{e}^{-\mathrm{i} \theta \cdot \mathrm{t}} T_{a} \mathrm{e}^{\mathrm{i} \theta \cdot t}\right)+v_{2}^{\mu}\left(\mathrm{e}^{-\mathrm{i} \theta \cdot \bar{t}} \bar{T}_{a} \mathrm{e}^{\mathrm{i} \theta \cdot \bar{t}}\right) \boldsymbol{\Sigma}\right. \\
& \left.\quad+v_{3}^{\mu} \boldsymbol{\Sigma}\left(\mathrm{e}^{-\mathrm{i} \theta \cdot t} \bar{T}_{a} \mathrm{e}^{\mathrm{i} \theta \cdot t}\right)+v_{4}^{\mu}\left(\mathrm{e}^{-\mathrm{i} \theta \cdot \bar{t}} T_{a} \mathrm{e}^{\mathrm{i} \theta \cdot \bar{t}}\right) \boldsymbol{\Sigma}\right] \mathrm{e}^{-\mathrm{i} \theta \cdot t} \tag{9.72b}
\end{align*}
$$

where we have already used the transformation rule (8.25a) for $\boldsymbol{\Sigma}$.
Let us first check the first two terms (proportional to $v_{1}^{\mu}, v_{2}^{\mu}$ ). Using (8.97) we find that the round brackets can be expressed as

$$
\begin{align*}
& \mathrm{e}^{-\mathrm{i} \theta \cdot t} T_{a} \mathrm{e}^{\mathrm{i} \theta \cdot t}=\left(\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}}\right)_{a b} T_{b},  \tag{9.73a}\\
& \mathrm{e}^{-\mathrm{i} \theta \cdot \bar{t}} \bar{T}_{a} \mathrm{e}^{\mathrm{i} \theta \cdot \bar{t}}=\left(\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}}\right)_{a b} \bar{T}_{b} . \tag{9.73b}
\end{align*}
$$

Plugging these expressions into (9.72b), we find that the first two terms of the vertex (9.71) do transform correctly according to the rule (8.158).

On the other hand, it turns out that the third and fourth term (proportional to $v_{3}^{\mu}, v_{4}^{\mu}$ ) do not transform properly, since in general

$$
\begin{align*}
& \mathrm{e}^{-\mathrm{i} \theta \cdot t} \bar{T}_{a} \mathrm{e}^{\mathrm{i} \theta \cdot t} \neq\left(\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}}\right)_{a b} \bar{T}_{b},  \tag{9.74a}\\
& \mathrm{e}^{-\mathrm{i} \theta \cdot \bar{t}} T_{a} \mathrm{e}^{\mathrm{i} \theta \cdot \bar{t}} \neq\left(\mathrm{e}^{\mathrm{i} \theta \cdot \mathcal{T}}\right)_{a b} T_{b} . \tag{9.74b}
\end{align*}
$$

In other words, we found that only terms of the type $\boldsymbol{\Sigma} T_{a}$ and $\bar{T}_{a} \boldsymbol{\Sigma}$ are allowed, while the terms of the type $\boldsymbol{\Sigma} \bar{T}_{a}$ and $T_{a} \boldsymbol{\Sigma}$ are forbidden by the requirement that the vertex must transform under $\mathbb{G}$ according to (8.158). In terms of the free parameters of the vertex (9.70) we therefore must set

$$
\begin{equation*}
x_{2}=x_{4}=x_{6}=0 \quad \text { for } \quad x=c, d, g, h \tag{9.75}
\end{equation*}
$$

so that the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ now acquires the form

$$
\begin{align*}
\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)= & \gamma^{\mu} T_{a}-\frac{1}{2} \frac{q^{\mu}}{q^{2}}\left(\boldsymbol{\Sigma}_{+} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{+}\right)-\frac{1}{2} \frac{q^{\prime \mu}}{q \cdot q^{\prime}}\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \\
& +\left(\frac{q^{\mu}}{q^{2}}-\frac{q^{\mu}}{q \cdot q^{\prime}}\right)\left[\left(a_{2} \boldsymbol{\Sigma}_{-} T_{a}+b_{2} \bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)+\gamma_{5}\left(e_{2} \boldsymbol{\Sigma}_{-} T_{a}+f_{2} \bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)\right] \\
& +\left(\frac{q^{\mu}}{q^{2}} \frac{\left[q, q^{\prime}\right]}{\cdot \cdot q^{\prime}}-\frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left[\left(a_{4} \boldsymbol{\Sigma}_{-} T_{a}+b_{4} \bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)+\gamma_{5}\left(e_{4} \boldsymbol{\Sigma}_{-} T_{a}+f_{4} \bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)\right] \\
& +\frac{\left[\gamma^{\mu}, q\right]}{\left(q \cdot q^{\prime}\right)}\left[\left(a_{6} \boldsymbol{\Sigma}_{-} T_{a}+b_{6} \bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)+\gamma_{5}\left(e_{6} \boldsymbol{\Sigma}_{-} T_{a}+f_{6} \bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)\right] \tag{9.76}
\end{align*}
$$

which contains half as many complex free parameters as (9.70), i.e., 12 .

## Invariance under unbroken $\mathbb{H} \subseteq \mathbb{G}$

The next natural requirement is to demand the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ to be invariant under unbroken $\mathbb{H} \subseteq \mathbb{G}:$

$$
\begin{equation*}
\mathbb{H}: \quad \Gamma_{a}^{\mu}\left(p^{\prime}, p\right) \longrightarrow\left[\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\prime}=\Gamma_{a}^{\mu}\left(p^{\prime}, p\right) \tag{9.77}
\end{equation*}
$$

However, it is easy to see that this invariance is already automatically guaranteed due to the correct transformation behavior of $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ under the full symmetry group $\mathbb{G}$, ensured above. To see it, let us first remind the rôle of the self-energy $\boldsymbol{\Sigma}$ here: It is this $\boldsymbol{\Sigma}$ which is assumed to break $\mathbb{G}$ down to $\mathbb{H}$. In other words, it is by definition invariant under $\mathbb{H}$ :

$$
\begin{equation*}
\mathbb{H}: \quad \Sigma \longrightarrow[\Sigma]^{\prime}=\Sigma . \tag{9.78}
\end{equation*}
$$

Second, note that the only part of $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$, transforming non-trivially under $\mathbb{G}$, is the selfenergy $\boldsymbol{\Sigma}$, see (9.72a). Therefore, since $\boldsymbol{\Sigma}$ stays invariant under $\mathbb{H}$, so must $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$, which completes the proof of (9.77).

### 9.4.5 Transformation under $\mathcal{C}, \mathcal{P}$ and $\mathcal{C P}$

## Separate $\mathcal{C}$ and $\mathcal{P}$ invariance

Consider now the transformations of the vertex under the discrete symmetries $\mathcal{C}$ and $\mathcal{P}$. Applying the corresponding transformation rules (8.163) and (8.164), respectively, on the vertex
(9.76), we obtain

$$
\begin{align*}
& {\left[\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{C}}=} \gamma^{\mu} \bar{T}_{a}-\frac{1}{2} \frac{q^{\mu}}{q^{2}}\left(\left[\boldsymbol{\Sigma}_{+}\right]^{\mathcal{C}} \bar{T}_{a}-T_{a}\left[\boldsymbol{\Sigma}_{+}\right]^{\mathcal{C}}\right)-\frac{1}{2} \frac{q^{\prime \mu}}{q \cdot q^{\prime}}\left(\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C}} \bar{T}_{a}+T_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C}}\right) \\
&+\left(\frac{q^{\mu}}{q^{2}}-\frac{q^{\prime \mu}}{q \cdot q^{\prime}}\right)\left[\left(b_{2}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C}} \bar{T}_{a}+a_{2} T_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C}}\right)\right. \\
&\left.+\gamma_{5}\left(f_{2}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C}} \bar{T}_{a}+e_{2} T_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C}}\right)\right] \\
&+\left(\frac{q^{\mu}}{q^{2}} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}-\frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left[-\left(b_{4}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C}} \bar{T}_{a}+a_{4} T_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C}}\right)\right. \\
&\left.-\gamma_{5}\left(f_{4}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C}} \bar{T}_{a}+e_{4} T_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C}}\right)\right] \\
& {\left[\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{P}}=} \gamma^{\mu} \bar{T}_{a}-\frac{1}{2} \frac{q^{\mu}}{q^{2}}\left(\left[\boldsymbol{\Sigma}_{+}\right]^{\mathcal{P}} \bar{T}_{a}-T_{a}\left[\boldsymbol{\Sigma}_{+}\right]^{\mathcal{P}}\right)-\frac{1}{2} \frac{q^{\prime \mu}}{q \cdot q^{\prime}}\left(\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{P}} \bar{T}_{a}+T_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{P}}\right) \\
&+\left(\frac{q^{\mu}}{q^{2}}-\frac{q^{\prime \mu}}{q \cdot q^{\prime}}\right)\left[\left(a_{2}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{P}} \bar{T}_{a}+b_{2} T_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{P}}\right)\right.  \tag{9.79}\\
&\left.\left.-\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C}} \bar{T}_{a}+a_{6} T_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C}}\right)+\gamma_{5}\left(f_{6}\left[\boldsymbol{\Sigma}_{-}\left[\overline{\boldsymbol{\Sigma}}_{-} \bar{T}_{a}\right]^{\mathcal{P}} \bar{T}_{a}+f_{2} T_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{P}}\right)\right] \\
&+\left(\frac{\left.\left.q^{\mu}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C}}\right)\right]}{q^{2}} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}-\frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left[\left(a_{4}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{P}} \bar{T}_{a}+b_{4} T_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{P}}\right)\right. \\
&\left.\quad-\gamma_{5}\left(e_{4}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{P}} \bar{T}_{a}+f_{4} T_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{P}}\right)\right] \\
&+\frac{\left[\gamma^{\mu}, q\right]}{\left(q \cdot q^{\prime}\right)}\left[\left(a_{6}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{P}} \bar{T}_{a}+b_{6} T_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{P}}\right)-\gamma_{5}\left(e_{6}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{P}} \bar{T}_{a}+f_{6} T_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{P}}\right)\right],
\end{align*}
$$

where the transformation $[\boldsymbol{\Sigma}]^{\mathcal{C}}$ and $[\boldsymbol{\Sigma}]^{\mathcal{P}}$ are given by (8.44) and (8.45), respectively.
We can now impose two natural requirements on the vertex:
$\mathcal{C}$ invariance: Recall that the non-invariance of the gauge interactions under $\mathcal{C}$ is attributed solely to the presence of $\gamma_{5}$ in the symmetry generators $T_{a}$, i.e., to $T_{a} \neq \bar{T}_{a}$. We can therefore require that in the case of $[\boldsymbol{\Sigma}]^{\mathcal{C}}=\boldsymbol{\Sigma}$ the only source of non-invariance of the vertex under $\mathcal{C}$ should be also the generators $T_{a}$. Rephrased more formally, we require

$$
\begin{equation*}
\left(T_{a}=\bar{T}_{a} \quad \text { and } \quad[\boldsymbol{\Sigma}]^{\mathcal{C}}=\boldsymbol{\Sigma}\right) \quad \Longrightarrow \quad\left[\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{C}}=\Gamma_{a}^{\mu}\left(p^{\prime}, p\right) \tag{9.81}
\end{equation*}
$$

Taking into account the explicit form (19.79) of $\left[\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{C}}$, we are forced to set

$$
\begin{align*}
b_{2} & =a_{2},  \tag{9.82a}\\
f_{2} & =e_{2},  \tag{9.82b}\\
b_{4} & =-a_{4},  \tag{9.82c}\\
f_{4} & =-e_{4},  \tag{9.82d}\\
b_{6} & =a_{6},  \tag{9.82e}\\
f_{6} & =e_{6} . \tag{9.82f}
\end{align*}
$$

$\mathcal{P}$ invariance: Similarly can be treated the non-invariance under the $\mathcal{P}$ symmetry, whose only source in the gauge interactions is also the presence of $\gamma_{5}$ in the generators $T_{a}$. We can therefore analogously require that if $[\boldsymbol{\Sigma}]^{\mathcal{P}}=\boldsymbol{\Sigma}$, then the only source of parity violation of the vertex should be also the generators $T_{a}$ :

$$
\begin{equation*}
\left(T_{a}=\bar{T}_{a} \quad \text { and } \quad[\boldsymbol{\Sigma}]^{\mathcal{P}}=\boldsymbol{\Sigma}\right) \quad \Longrightarrow \quad\left[\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{P}}=\Gamma_{a}^{\mu}\left(p^{\prime}, p\right) \tag{9.83}
\end{equation*}
$$

This time we obtain, using $\left[\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{P}},(9.80)$, the constraints

$$
\begin{equation*}
e_{2}=f_{2}=e_{4}=f_{4}=e_{6}=f_{6}=0 \tag{9.84}
\end{equation*}
$$

leading to the absence of $\gamma_{5}$ in the vertex, elsewhere than in the generators $T_{a}$ and in the self-energy $\boldsymbol{\Sigma}$.

By putting the two constraints (9.82) and (9.84) together we obtain the vertex in the form

$$
\begin{align*}
\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)= & \gamma^{\mu} T_{a}-\frac{1}{2} \frac{q^{\mu}}{q^{2}}\left(\boldsymbol{\Sigma}_{+} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{+}\right)-\frac{1}{2} \frac{q^{\prime \mu}}{q \cdot q^{\prime}}\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \\
& +a_{2}\left(\frac{q^{\mu}}{q^{2}}-\frac{q^{\prime \mu}}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \\
& +a_{4}\left(\frac{q^{\mu}}{q^{2}} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}-\frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \\
& +a_{6} \frac{\left[\gamma^{\mu}, q\right]}{\left(q \cdot q^{\prime}\right)}\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \tag{9.85}
\end{align*}
$$

i.e., now with only 3 free complex parameters $a_{2}, a_{4}, a_{6}$.

## Combined $\mathcal{C P}$ invariance

Consider now the $\mathcal{C P}$ transformation of the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$. Since the gauge interactions are always invariant under $\mathcal{C P}$, any $\mathcal{C P}$ violation of the vertex should be attributed only to the $\mathcal{C P}$ violation of $\boldsymbol{\Sigma}$ :

$$
\begin{equation*}
[\boldsymbol{\Sigma}]^{\mathcal{C P}}=\boldsymbol{\Sigma} \quad \Longrightarrow \quad\left[\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{C P}}=\Gamma_{a}^{\mu}\left(p^{\prime}, p\right) \tag{9.86}
\end{equation*}
$$

Not surprisingly, this condition is now satisfied by the vertex (9.85) automatically, since we have already imposed the two conditions (9.81) and (9.83). Indeed, using (8.165) we find the $\mathcal{C P}$ transformation of (9.85) to be

$$
\begin{align*}
{\left[\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right]^{\mathcal{C P}}=} & \gamma^{\mu} T_{a}-\frac{1}{2} \frac{q^{\mu}}{q^{2}}\left(\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C P}} T_{a}-\bar{T}_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C P}}\right)-\frac{1}{2} \frac{q^{\prime \mu}}{q \cdot q^{\prime}}\left(\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C P}} T_{a}+\bar{T}_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C P}}\right) \\
& +a_{2}\left(\frac{q^{\mu}}{q^{2}}-\frac{q^{\prime \mu}}{q \cdot q^{\prime}}\right)\left(\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C P}} T_{a}+\bar{T}_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C P}}\right) \\
& +a_{4}\left(\frac{q^{\mu}}{q^{2}} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}-\frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left(\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C P}} T_{a}-\bar{T}_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C P}}\right) \\
& +a_{6} \frac{\left[\gamma^{\mu}, q\right]}{\left(q \cdot q^{\prime}\right)}\left(\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C P}} T_{a}+\bar{T}_{a}\left[\boldsymbol{\Sigma}_{-}\right]^{\mathcal{C P}}\right) \tag{9.87}
\end{align*}
$$

(where $[\boldsymbol{\Sigma}]^{\mathcal{C P}}$ is given by (8.46)), which clearly satisfies the condition (9.86).

### 9.4.6 Hermiticity

We have shown in Sec. 9.2 .2 that in order to arrive at a real gauge boson mass matrix, the vertex must satisfy the Hermiticity condition $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=\bar{\Gamma}_{a}^{\mu}\left(p, p^{\prime}\right)$, (8.153). For the vertex of the form (9.85) we have for $\bar{\Gamma}_{a}^{\mu}\left(p, p^{\prime}\right)$ explicitly

$$
\begin{align*}
\bar{\Gamma}_{a}^{\mu}\left(p, p^{\prime}\right)= & \gamma^{\mu} T_{a}-\frac{1}{2} \frac{q^{\mu}}{q^{2}}\left(\boldsymbol{\Sigma}_{+} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{+}\right)-\frac{1}{2} \frac{q^{\prime \mu}}{q \cdot q^{\prime}}\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \\
& +a_{2}^{*}\left(\frac{q^{\mu}}{q^{2}}-\frac{q^{\prime \mu}}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \\
& +a_{4}^{*}\left(\frac{q^{\mu}}{q^{2}} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}-\frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \\
& +a_{6}^{*} \frac{\left[\gamma^{\mu}, q\right]}{\left(q \cdot q^{\prime}\right)}\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) . \tag{9.88}
\end{align*}
$$

Comparing this with (9.85) the requirement (8.153) of Hermiticity leads to the conclusion that the three free parameters $a_{2}, a_{4}, a_{6}$ in (9.85) must be real:

$$
\begin{equation*}
a_{2}, a_{4}, a_{6} \in \mathbb{R} \tag{9.89}
\end{equation*}
$$

### 9.4.7 The NG interpretation

## Ambiguity in extracting the NG part

Let us now come back to the separation (9.31) of the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ into the NG and regular part. Taking into account the form (9.85) of the vertex we can write

$$
\begin{align*}
\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}= & \frac{q^{\mu}}{q^{2}}\left[-\frac{1}{2}\left(\boldsymbol{\Sigma}_{+} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{+}\right)+a_{2}\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)+a_{4} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}\left(\boldsymbol{\Sigma}_{-} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)\right. \\
& \left.+\left.q^{2} \Gamma_{a}\left(p^{\prime}, p\right)\right|_{\mathrm{amb} .}\right]  \tag{9.90}\\
\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{reg} .}= & \gamma^{\mu} T_{a}-\left(\frac{1}{2}+a_{2}\right) \frac{q^{\prime \mu}}{q \cdot q^{\prime}}\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)-a_{4} \frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\left(\boldsymbol{\Sigma}_{-} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \\
& +a_{6} \frac{\left[\gamma^{\mu}, q\right]}{q \cdot q^{\prime}}\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)-\left.q^{\mu} \Gamma_{a}\left(p^{\prime}, p\right)\right|_{\mathrm{amb} .} \tag{9.91}
\end{align*}
$$

Notice the presence of the terms proportional to the quantity $\left.\Gamma_{a}\left(p^{\prime}, p\right)\right|_{\text {amb. }}$. Its aim is to parameterize the ambiguity in the identification of the NG part of the vertex, which we have already discussed in Sec. 9.3.1. In principle, $\left.\Gamma_{a}\left(p^{\prime}, p\right)\right|_{\text {amb. }}$ can be apparently arbitrary, as the whole vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ is independent of it.

However, we can determine the $\left.\Gamma_{a}\left(p^{\prime}, p\right)\right|_{\text {amb. }}$. in the same spirit as we have determined (so far) the whole vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$. That is to say, on top of the natural requirement that $\left.\Gamma_{a}\left(p^{\prime}, p\right)\right|_{\text {amb }}$. is free of any kinematical singularities, we can assume it to be a linear combination of the terms (9.46), to transform under $\mathbb{G}$ according to (8.158), to be invariant under $\mathcal{C}$ and $\mathcal{P}$ in the sense of (9.81) and (9.83), respectively, and to satisfy the Hermiticity condition (8.153). As a result we find $\left.\Gamma_{a}\left(p^{\prime}, p\right)\right|_{\text {amb. }}$. to be given by

$$
\begin{equation*}
\left.\Gamma_{a}\left(p^{\prime}, p\right)\right|_{\mathrm{amb} .}=b \frac{1}{q \cdot q^{\prime}}\left(\boldsymbol{\Sigma}_{-} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \tag{9.92}
\end{equation*}
$$

where $b \in \mathbb{R}$ is its only free parameter. Thus, as advertised, the ambiguity of the separation (9.31) is parameterized by only one real number.

## Unbroken gauge index

Let us now focus on the NG part of the vertex, which we found to be

$$
\begin{align*}
\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}=\frac{q^{\mu}}{q^{2}}[ & -\frac{1}{2}\left(\boldsymbol{\Sigma}_{+} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{+}\right)+a_{2}\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \\
& \left.+\left(b \frac{q^{2}}{q \cdot q^{\prime}}+a_{4} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)\right] \tag{9.93}
\end{align*}
$$

The $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}$ contains the bilinear coupling between the gauge boson $A_{a}^{\mu}$ and some linear combination of the NG bosons (this will be investigated in more detail in Sec. 9.6). However, this linear combination is non-trivial if and only if the generator corresponding to $A_{a}^{\mu}$ is broken, i.e., when the quantity (8.26) vanishes. Therefore we demand

$$
\begin{equation*}
\boldsymbol{\Sigma} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}=\left.0 \quad \Longrightarrow \quad \Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}=0 \tag{9.94}
\end{equation*}
$$

If we did not demand this, it could be possible to generate masses for the gauge bosons corresponding to an unbroken subgroup. E.g., the photon would come out massive. That is why the requirement (9.94) is so crucial. Upon its application to the NG part (9.93) of the vertex we immediately find

$$
\begin{equation*}
a_{2}=0 \tag{9.95}
\end{equation*}
$$

For the NG and the regular part of the vertex we thus have

$$
\begin{align*}
&\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}= \frac{q^{\mu}}{q^{2}}\left[-\frac{1}{2}\left(\boldsymbol{\Sigma}_{+} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{+}\right)+\left(b \frac{q^{2}}{q \cdot q^{\prime}}+a_{4} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)\right]  \tag{9.96a}\\
&\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{reg} .}=\gamma^{\mu} T_{a}-\left(\frac{1}{2} \frac{q^{\prime \mu}}{q \cdot q^{\prime}}-a_{6} \frac{\left[\gamma^{\mu}, q\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \\
&-\left(b \frac{q^{\mu}}{q \cdot q^{\prime}}+a_{4} \frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \tag{9.96b}
\end{align*}
$$

and the full vertex reads

$$
\begin{align*}
\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)= & \gamma^{\mu} T_{a}-\frac{1}{2} \frac{q^{\mu}}{q^{2}}\left(\boldsymbol{\Sigma}_{+} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{+}\right)-\left(\frac{1}{2} \frac{q^{\prime \mu}}{q \cdot q^{\prime}}-a_{6} \frac{\left[\gamma^{\mu}, q\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \\
& +a_{4}\left(\frac{q^{\mu}}{q^{\mu}} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}-\frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \tag{9.97}
\end{align*}
$$

Thus, the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$, (9.97), has now only two free real parameters.

### 9.5 Gauge boson mass matrix

The vertex of the form (9.97) is the best what we can obtain by imposing various requirements on the vertex alone. Now we will return to our ultimate task of calculating the gauge boson spectrum and things will soon start to be less elegant.

### 9.5.1 Intermediate formula

We are now going to calculate the gauge bosons mass matrix using the expression (9.42). The needed coefficients of the expansion (9.32) of the vertex (9.97) read explicitly

$$
\begin{align*}
A_{a}(p) & =-\boldsymbol{\Sigma}_{p} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{p}  \tag{9.98a}\\
B_{a}^{\alpha}(p) & =\left(p^{\alpha}-2 a_{4}\left[\gamma^{\alpha}, p p\right]\right)\left(-\boldsymbol{\Sigma}_{p}^{\prime} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{p}^{\prime}\right)  \tag{9.98b}\\
C_{a}^{\mu}(p) & =\gamma^{\mu} T_{a}+2 a_{4}\left[\gamma^{\mu}, \not p\right]\left(-\boldsymbol{\Sigma}_{p}^{\prime} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{p}^{\prime}\right)-p^{\mu}\left(\boldsymbol{\Sigma}_{p}^{\prime} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{p}^{\prime}\right) \tag{9.98c}
\end{align*}
$$

Notice that of the two parameters $a_{4}, a_{6}$ of the vertex (9.97) the $a_{6}$ does not enter here, as it would enter only terms linear and higher in $q$ in the expansion (9.32) of the vertex (9.97). Thus, the gauge boson mass matrix in the pole approximation (9.1) will depend only on $a_{4}$.

Upon plugging the coefficients (9.98) into the formula (9.42) and making some algebra we arrive at the gauge boson mass matrix $M_{a b}^{2}$ of the form ${ }^{10}$

$$
\begin{align*}
M_{a b}^{2}=\mathrm{i} \frac{1}{2} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\{ & 2 \boldsymbol{D}_{L} \llbracket \boldsymbol{\Sigma}, T_{a} \rrbracket \boldsymbol{D}_{R} \llbracket \boldsymbol{\Sigma}^{\dagger}, \bar{T}_{b} \rrbracket \\
& +2 \frac{2}{d} p^{2}\left(\boldsymbol{D}_{R}^{\prime} \llbracket \boldsymbol{\Sigma}^{\dagger}, \bar{T}_{a} \rrbracket \boldsymbol{D}_{L} \llbracket \boldsymbol{\Sigma}, T_{b} \rrbracket+\boldsymbol{D}_{R}^{\prime} \llbracket \boldsymbol{\Sigma}^{\dagger}, \bar{T}_{b} \rrbracket \boldsymbol{D}_{L} \llbracket \boldsymbol{\Sigma}, T_{a} \rrbracket\right) \\
& +\frac{1}{2}\left(1+4(d-1) a_{4}\right) \frac{4}{d} p^{2} \boldsymbol{D}_{L} \llbracket \boldsymbol{\Sigma}^{\prime}, T_{a} \rrbracket \boldsymbol{D}_{R} \llbracket \boldsymbol{\Sigma}^{\dagger}, \bar{T}_{b} \rrbracket \\
& \left.+\frac{4}{d} p^{2} \llbracket \boldsymbol{\Sigma}, T_{a} \rrbracket \llbracket \boldsymbol{D}_{R} T_{b} \boldsymbol{\Sigma}^{\dagger}, \boldsymbol{D}_{L}^{\prime} \rrbracket\right\} \tag{9.99}
\end{align*}
$$

where $\boldsymbol{D}_{L}, \boldsymbol{D}_{R}$ are given by (8.34). This can be expressed as a sum of the symmetric and antisymmetric part:

$$
\begin{equation*}
M_{a b}^{2}=\left.M_{a b}^{2}\right|_{\mathrm{S}}+\left.M_{a b}^{2}\right|_{\mathrm{A}} \tag{9.100}
\end{equation*}
$$

where

$$
\begin{align*}
\left.M_{a b}^{2}\right|_{\mathrm{S}}= & \mathrm{i} \frac{1}{2} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{2 \boldsymbol{D}_{L} \llbracket \boldsymbol{\Sigma}, T_{a} \rrbracket \boldsymbol{D}_{R} \llbracket \boldsymbol{\Sigma}^{\dagger}, \bar{T}_{b} \rrbracket\right. \\
& +\frac{1}{2}\left(1+4(d-1) a_{4}\right) \frac{2}{d} p^{2}\left(\boldsymbol{D}_{L} \llbracket \boldsymbol{\Sigma}^{\prime}, T_{a} \rrbracket \boldsymbol{D}_{R} \llbracket \boldsymbol{\Sigma}^{\dagger}, \bar{T}_{b} \rrbracket+\boldsymbol{D}_{L} \llbracket \boldsymbol{\Sigma}^{\prime}, T_{b} \rrbracket \boldsymbol{D}_{R} \llbracket \boldsymbol{\Sigma}^{\dagger}, \bar{T}_{a} \rrbracket\right) \\
& +2 \frac{2}{d} p^{2}\left(\boldsymbol{D}_{R}^{\prime} \llbracket \boldsymbol{\Sigma}^{\dagger}, \bar{T}_{a} \rrbracket \boldsymbol{D}_{L} \llbracket \boldsymbol{\Sigma}, T_{b} \rrbracket+\boldsymbol{D}_{R}^{\prime} \llbracket \boldsymbol{\Sigma}^{\dagger}, \bar{T}_{b} \rrbracket \boldsymbol{D}_{L} \llbracket \boldsymbol{\Sigma}, T_{a} \rrbracket\right) \\
& \left.\left.+\frac{2}{d} p^{2} \llbracket \llbracket \boldsymbol{\Sigma}, T_{a} \rrbracket \llbracket \boldsymbol{D}_{R} T_{b} \boldsymbol{\Sigma}^{\dagger}, \boldsymbol{D}_{L}^{\prime} \rrbracket+\llbracket \boldsymbol{\Sigma}, T_{b} \rrbracket \llbracket \boldsymbol{D}_{R} T_{a} \boldsymbol{\Sigma}^{\dagger}, \boldsymbol{D}_{L}^{\prime} \rrbracket\right]\right\},  \tag{9.101}\\
\left.M_{a b}^{2}\right|_{\mathrm{A}}= & \mathrm{i} \frac{1}{2} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\frac{2}{d} p^{2}\left[\llbracket \boldsymbol{\Sigma}, T_{a} \rrbracket \llbracket \boldsymbol{D}_{R} T_{b} \boldsymbol{\Sigma}^{\dagger}, \boldsymbol{D}_{L}^{\prime} \rrbracket-\llbracket \boldsymbol{\Sigma}, T_{b} \rrbracket \llbracket \boldsymbol{D}_{R} T_{a} \boldsymbol{\Sigma}^{\dagger}, \boldsymbol{D}_{L}^{\prime} \rrbracket\right]\right.
\end{aligned} \quad \begin{aligned}
& \left.+\frac{1}{2}\left(1+4(d-1) a_{4}\right) \frac{2}{d} p^{2}\left(\boldsymbol{D}_{L} \llbracket \boldsymbol{\Sigma}^{\prime}, T_{a} \rrbracket \boldsymbol{D}_{R} \llbracket \boldsymbol{\Sigma}^{\dagger}, \bar{T}_{b} \rrbracket-\boldsymbol{D}_{L} \llbracket \boldsymbol{\Sigma}^{\prime}, T_{b} \rrbracket \boldsymbol{D}_{R} \llbracket \boldsymbol{\Sigma}^{\dagger}, \bar{T}_{a} \rrbracket\right)\right\} .
\end{align*}
$$

[^43]
### 9.5.2 Requirement of symmetricity

We require that the gauge boson mass matrix be symmetric:

$$
\begin{equation*}
\left.M_{a b}^{2}\right|_{\mathrm{A}}=0 \tag{9.103}
\end{equation*}
$$

Notice that the mass matrix $M_{a b}^{2}$ and, in particular, also the antisymmetric part $\left.M_{a b}^{2}\right|_{\mathrm{A}}$ depend on the free parameter $a_{4}$. Being experienced from the previous process of deriving the vertex, one might think that now it suffices just to set $a_{4}$ to some suitable value in order to fulfil (9.103).

However, it turns out that for genera $\sqrt{111}$ fermion setting (given by the self-energy $\boldsymbol{\Sigma}$ and the generators $T_{a}, \bar{T}_{a}$ ) it is just not possible to find such a value of $a_{4}$. It is a pathological feature of the present scheme (defined both by the vertex Ansatz (9.97) and by the loop diagram (9.22) for the polarization tensor) that the resulting gauge boson mass matrix does not come out symmetric.

Nevertheless, there is a good news. It turns out that in all of the applications of interest the quantity on the first line of the expression (9.102) for $\left.M_{a b}^{2}\right|_{\mathrm{A}}$ "miraculously" vanishes:

$$
\begin{equation*}
A_{a b}=0, \tag{9.104}
\end{equation*}
$$

where we introduced for the sake of later references the denotation

$$
\begin{align*}
& A_{a b} \equiv \operatorname{Tr}\left\{\llbracket \boldsymbol{\Sigma}, T_{a} \rrbracket \llbracket \boldsymbol{D}_{R} T_{b} \boldsymbol{\Sigma}^{\dagger}, \boldsymbol{D}_{L}^{\prime} \rrbracket-\llbracket \boldsymbol{\Sigma}, T_{b} \rrbracket \llbracket \boldsymbol{D}_{R} T_{a} \boldsymbol{\Sigma}^{\dagger}, \boldsymbol{D}_{L}^{\prime} \rrbracket\right\}  \tag{9.105a}\\
&= \operatorname{Tr}\left\{T_{a} \boldsymbol{\Sigma}^{\dagger} \boldsymbol{D}_{L}^{\prime} \bar{T}_{b} \boldsymbol{\Sigma} \boldsymbol{D}_{R}-T_{a} \boldsymbol{\Sigma}^{\dagger} \boldsymbol{D}_{L} \bar{T}_{b} \boldsymbol{\Sigma} \boldsymbol{D}_{R}^{\prime}\right. \\
&\left.+\bar{T}_{a} \boldsymbol{D}_{L} \boldsymbol{\Sigma} T_{b} \boldsymbol{D}_{R}^{\prime} \boldsymbol{\Sigma}^{\dagger}-\bar{T}_{a} \boldsymbol{D}_{L}^{\prime} \boldsymbol{\Sigma} T_{b} \boldsymbol{D}_{R} \boldsymbol{\Sigma}^{\dagger}\right\} \tag{9.105b}
\end{align*}
$$

In particular, this happens in both the Abelian toy model and the electroweak interactions; we will show it in detail in the respective chapters 10 and 11 when discussing the gauge boson masses in these models. Thus, we will from now assume that the condition (9.104) does hold.

Now, when we assume the condition (9.104), the situation greatly improves. It obviously suffices to set

$$
\begin{equation*}
a_{4}=-\frac{1}{4} \frac{1}{d-1} \tag{9.106}
\end{equation*}
$$

in order to fulfil the condition (9.103) by eliminating the term in $\left.M_{a b}^{2}\right|_{\mathrm{A}}$, (9.102), proportional to $1+4(d-1) a_{4}$. In fact, this elimination by setting (9.106) is in fact necessary, as the term in question does not vanish in some applications of interest, unlike the term $A_{a b}$, (9.105).

At this point we can finally briefly comment on why we have not considered the scalar contribution to the gauge boson mass matrix. If we considered the scalars, we would arrive at the vertex of the same form as the fermion vertex (9.97), but this time without gamma matrix structure, which is in (9.97) parameterized by the parameters $a_{4} a_{6}$. By properly adjusting one of these parameters $\left(a_{4}\right)$ we were able to make the fermion contribution to the gauge boson mass matrix symmetric (at least in the cases satisfying the condition (9.103)). However, for the scalars this is not possible, simply because the scalar vertex is free of any free tunable parameters. This inability of making the scalar contribution to the gauge boson mass matrix symmetric is the reason why we neglect the scalars.
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### 9.5.3 The final formula

Thus, under setting (9.106) of $a_{4}$ and under the assumption (9.104) we arrive at the final expression for the gauge boson mass matrix:

$$
\begin{align*}
M_{a b}^{2}=\mathrm{i} \frac{1}{2} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\{ & 2 \boldsymbol{D}_{L} \llbracket \boldsymbol{\Sigma}, T_{a} \rrbracket \boldsymbol{D}_{R} \llbracket \boldsymbol{\Sigma}^{\dagger}, \bar{T}_{b} \rrbracket \\
& +2 \frac{2}{d} p^{2}\left(\boldsymbol{D}_{R}^{\prime} \llbracket \boldsymbol{\Sigma}^{\dagger}, \bar{T}_{a} \rrbracket \boldsymbol{D}_{L} \llbracket \boldsymbol{\Sigma}, T_{b} \rrbracket+\boldsymbol{D}_{R}^{\prime} \llbracket \boldsymbol{\Sigma}^{\dagger}, \bar{T}_{b} \rrbracket \boldsymbol{D}_{L} \llbracket \boldsymbol{\Sigma}, T_{a} \rrbracket\right) \\
& \left.+\frac{2}{d} p^{2}\left(\llbracket \boldsymbol{\Sigma}, T_{a} \rrbracket \llbracket \boldsymbol{D}_{R} T_{b} \boldsymbol{\Sigma}^{\dagger}, \boldsymbol{D}_{L}^{\prime} \rrbracket+\llbracket \boldsymbol{\Sigma}, T_{b} \rrbracket \llbracket \boldsymbol{D}_{R} T_{a} \boldsymbol{\Sigma}^{\dagger}, \boldsymbol{D}_{L}^{\prime} \rrbracket\right)\right\} . \tag{9.107}
\end{align*}
$$

Let us summarize some of the features of $M_{a b}^{2}$, given by (9.107):

- It is real.
- It is symmetric.
- Its signature can be, depending on the self-energy $\boldsymbol{\Sigma}$, virtually arbitrary. (I.e., in particular the positive definiteness is not guaranteed.)
- The element $M_{a b}^{2}$ vanishes if at least one of the generators $T_{a}$ and $T_{b}$ is unbroken in the sense of (8.26) (in the first two lines in (9.107) it can be seen directly, while for the last line one has to utilize the condition (9.104)).
- It is free of any undetermined parameters and thus in this sense unique.
- It is UV-finite, as long as the self-energy $\boldsymbol{\Sigma}$ is suppressed at high momenta.

Also recall that the formula (9.107) for $M_{a b}^{2}$ is applicable only under the condition (9.104).
For the sake of later references let us also state the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ with the parameter $a_{4}$ determined as (9.106):

$$
\begin{align*}
\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)= & \gamma^{\mu} T_{a}-\frac{1}{2} \frac{q^{\mu}}{q^{2}}\left(\boldsymbol{\Sigma}_{+} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{+}\right)-\left(\frac{1}{2} \frac{q^{\prime \mu}}{q \cdot q^{\prime}}-a_{6} \frac{\left[\gamma^{\mu}, q\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \\
& -\frac{1}{4} \frac{1}{d-1}\left(\frac{q^{\mu}}{q^{2}} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}-\frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \tag{9.108}
\end{align*}
$$

Notice that it still depends on one real parameter, $a_{6}$, which we nevertheless leave undetermined ${ }^{12}$ It could be presumably determined in an analogous way as $a_{4}$, i.e., by requiring that the whole $\Pi_{a b}\left(q^{2}\right)$, not only the lowest order of its Laurent series (i.e., the $M_{a b}^{2}$ ), be symmetric (under the condition (9.104)). The vertex (9.108) can be divided into the NG part and the regular part as

$$
\begin{align*}
\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}= & \frac{q^{\mu}}{q^{2}}\left[-\frac{1}{2}\left(\boldsymbol{\Sigma}_{+} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{+}\right)+\left(b \frac{q^{2}}{q \cdot q^{\prime}}-\frac{1}{4} \frac{1}{d-1} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right)\right]  \tag{9.109a}\\
\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{reg} .}= & \gamma^{\mu} T_{a}-\left(\frac{1}{2} \frac{q^{\prime \mu}}{q \cdot q^{\prime}}-a_{6} \frac{\left[\gamma^{\mu}, q\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}+\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \\
& -\left(b \frac{q^{\mu}}{q \cdot q^{\prime}}-\frac{1}{4} \frac{1}{d-1} \frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \tag{9.109b}
\end{align*}
$$
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Figure 9.3: Assignment of momenta of the effective vertex $P_{A}\left(p^{\prime}, p\right)$, connecting the NG boson $\pi_{A}$ with fermions. Momentum conservation $q=p^{\prime}-p$ is implied.


Figure 9.4: The bilinear coupling $q^{\mu} I_{a A}\left(q^{2}\right)$ between the gauge boson $A_{a}^{\mu}$ and the NG boson $\pi_{A}$.

Again, the real free parameter $b$, parameterizing this separation, could be presumably determined by insisting on the symmetricity of the contribution of only the NG bosons to the polarization tensor for all $q$ (see Eq. (9.110) below).

### 9.6 Nambu-Goldstone boson interpretation

### 9.6.1 Introduction

Since the symmetry $\mathbb{G}$ is by assumption spontaneously broken to some subgroup $\mathbb{H} \subseteq \mathbb{G}$, we expect appearance of the corresponding NG bosons - composite spin- 0 massless particles. The number of the NG bosons is given as $N_{\mathrm{NG}}=N_{\mathbb{G}}-N_{\mathbb{H}}$, where $N_{\mathbb{G}}, N_{\mathbb{H}}$ are dimensions (numbers of generators) of $\mathbb{G}, \mathbb{H}$, respectively. We will denote the NG bosons as $\pi_{A}, A=1, \ldots, N_{\mathrm{NG}}$.

As the current (8.21), corresponding to the broken symmetry $\mathbb{G}$, is made of the fermion fields, the NG bosons are composites of the fermions and there will a direct coupling between the NG bosons and the fermion-antifermion pairs. These couplings can be parameterized by an effective vertex $P_{A}\left(p^{\prime}, p\right)$, see Fig. 9.3 for assignment of the momenta.

If the broken symmetry were global, the NG bosons would be seen in the spectrum as normal particles (asymptotic states) and they would interact with fermions via the vertices $P_{A}\left(p^{\prime}, p\right)$. However, even if the symmetry is gauged and the NG bosons decouple from the spectrum, the couplings $P_{A}\left(p^{\prime}, p\right)$ play an important rôle: They induce the necessary bilinear couplings of the gauge bosons and NG bosons, which can be only a loop effect, since the two types of bosons do not couple directly. Due to Lorentz invariance the bilinear coupling of the NG bosons $\pi_{A}$ and the gauge bosons $A_{a}^{\mu}$ has the most general form $q^{\mu} I_{a A}\left(q^{2}\right)$, see Fig. (9.4). The bilinear couplings are of course crucial for decoupling of the NG boson from the spectrum and generating the gauge boson masses. In fact, the contribution of the NG bosons to the polarization tensor is in

$$
\left.i \Pi_{a b}^{\mu \nu}(q)\right|_{\mathrm{NG}}=A_{a}^{\mu} \text { ఋO-- }-\pi_{A}-\bigcirc A_{b}^{\nu}
$$

Figure 9.5: The contribution $\left.\Pi_{a b}^{\mu \nu}(q)\right|_{\mathrm{NG}}$ of the NG bosons to the polarization tensor, induced by the bilinear couplings $I_{a A}\left(q^{2}\right)$.


Figure 9.6: The "anatomy" (9.113) of the NG part $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}$ of the vertex.
terms of the bilinear coupling $q^{\mu} I_{a A}\left(q^{2}\right)$ given by

$$
\begin{equation*}
\left.\mathrm{i} \Pi_{a b}^{\mu \nu}(q)\right|_{\mathrm{NG}}=-\mathrm{i} \frac{q^{\mu} q^{\nu}}{q^{2}} I_{a A}\left(q^{2}\right) I_{b A}\left(q^{2}\right) \tag{9.110}
\end{equation*}
$$

see Fig. 9.5, i.e., the NG bosons contribute only to the longitudinal part of the polarization tensor.

### 9.6.2 Decomposition of $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$

The starting point of our analysis is the full vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$. As already briefly discussed in previous sections, among other contributions to it there are also contributions from the NG bosons and the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ can be therefore decomposed as (9.31a). We have already stated the general form (9.31b) of the NG part $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}$,

$$
\begin{equation*}
\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}=\left.\frac{q^{\mu}}{q^{2}} \Gamma_{a}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}} \tag{9.111}
\end{equation*}
$$

which was in this form so far sufficient for our purposes. Recall that under our approximation scheme we have explicitly found

$$
\begin{equation*}
\left.\Gamma_{a}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}=-\frac{1}{2}\left(\boldsymbol{\Sigma}_{+} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{+}\right)+\left(b \frac{q^{2}}{q \cdot q^{\prime}}-\frac{1}{4} \frac{1}{d-1} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{-} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}_{-}\right) \tag{9.112}
\end{equation*}
$$

where $b$ is some real undetermined constant, see (9.109a).
Now, when we have introduced the bilinear coupling of the NG and gauge bosons, we can investigate the "anatomy" of $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}$ in more detail. It turns out that $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}$ can be expressed as (see also Fig. 9.6)

$$
\begin{equation*}
\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}=q^{\mu} I_{a A}\left(q^{2}\right) \frac{\mathrm{i} \delta_{A B}}{q^{2}} P_{B}\left(p^{\prime}, p\right) \tag{9.113}
\end{equation*}
$$

where $q^{\mu} I_{a A}\left(q^{2}\right)$ is the bilinear coupling of the gauge boson $A_{a}^{\mu}$ to the NG boson $\pi_{A}, \mathrm{i} \delta_{A B} / q^{2}=$ $\left\langle\pi_{A} \pi_{B}\right\rangle$ is the propagator of the NG bosons and finally $P_{B}\left(p^{\prime}, p\right)$ is the coupling of the NG boson $\pi_{B}$ to the fermions.


Figure 9.7: The one-loop contribution (9.120) to the bilinear coupling $q^{\mu} I_{a A}\left(q^{2}\right)$ between the gauge boson $A_{a}^{\mu}$ and the NG boson $\pi_{A}$.

### 9.6.3 Expression for $P_{A}\left(p^{\prime}, p\right)$

We will now investigate how to express the NG effective vertex $P_{A}\left(p^{\prime}, p\right)$ in terms of $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\text {NG }}$ and $I_{a A}\left(q^{2}\right)$, which may be useful in situations when the latter two quantities are known.

Comparing the two expressions (9.111) and (9.113) for $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}$, we obtain the equation

$$
\begin{equation*}
I_{a A}\left(q^{2}\right) P_{A}\left(p^{\prime}, p\right)=-\left.\mathrm{i} \Gamma_{a}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}} . \tag{9.114}
\end{equation*}
$$

In the following it will be more convenient to suppress the gauge boson $(a)$ as well as the NG boson $(A)$ indices and utilize instead the matrix form. The equation (9.114) in the matrix formalism then reads

$$
\begin{equation*}
I\left(q^{2}\right) P\left(p^{\prime}, p\right)=-\left.\mathrm{i} \Gamma\left(p^{\prime}, p\right)\right|_{\mathrm{NG}} \tag{9.115}
\end{equation*}
$$

Now we would like to extract $P\left(p^{\prime}, p\right)$ from this equation. However, we cannot multiply the equation (9.115) by the inverse matrix of $I\left(q^{2}\right)$, simply because it may not in general exist: Recall that $I\left(q^{2}\right)$ is after all, in general, a rectangular matrix and hence singular. However, we can do the following: We can multiply the equation (9.115) from left with $I^{\mathrm{T}}\left(q^{2}\right)$ (i.e., contract the equation (9.114) with $\left.I_{a B}\left(q^{2}\right)\right)$ to arrive at

$$
\begin{equation*}
I^{\mathrm{T}}\left(q^{2}\right) I\left(q^{2}\right) P\left(p^{\prime}, p\right)=-\left.\mathrm{i} I^{\mathrm{T}}\left(q^{2}\right) \Gamma\left(p^{\prime}, p\right)\right|_{\mathrm{NG}} . \tag{9.116}
\end{equation*}
$$

Recall that the matrix $I\left(q^{2}\right)$ is $N_{\mathbb{G}} \times N_{\mathrm{NG}}$, with $N_{\mathrm{NG}} \leq N_{\mathbb{G}}$. Assume now that the rank of $I\left(q^{2}\right)$ is the maximal possible, i.e., $N_{\mathrm{NG}}$, and assume this for all $q^{2}$. Then the matrix $I^{\mathrm{T}}\left(q^{2}\right) I\left(q^{2}\right)$, which is $N_{\mathrm{NG}} \times N_{\mathrm{NG}}$, has the rank $N_{\mathrm{NG}}$ and therefore is regular and invertible. We can therefore finally express the effective NG vertex $P_{A}\left(p^{\prime}, p\right)$ as

$$
\begin{equation*}
P\left(p^{\prime}, p\right)=-\left.\mathrm{i}\left[I^{\mathrm{T}}\left(q^{2}\right) I\left(q^{2}\right)\right]^{-1} I^{\mathrm{T}}\left(q^{2}\right) \Gamma\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}, \tag{9.117}
\end{equation*}
$$

or in components,

$$
\begin{equation*}
P_{A}\left(p^{\prime}, p\right)=-\left.\mathrm{i}\left(\left[I^{\mathrm{T}}\left(q^{2}\right) I\left(q^{2}\right)\right]^{-1}\right)_{A B} I_{a B}\left(q^{2}\right) \Gamma_{a}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}} . \tag{9.118}
\end{equation*}
$$

### 9.6.4 Loop expression for $I_{a A}\left(q^{2}\right)$

We asserted above that the bilinear coupling $I_{a A}\left(q^{2}\right)$ between the gauge and the NG bosons is a loop effect. Let us now check this issue closer. Recall that the NG contribution to the polarization tensor is in terms of $I_{a A}\left(q^{2}\right)$ given by (9.110). Taking into account the loop integral
(9.22) for the polarization tensor we see that the same NG contribution should be given by the NG part of the vertex, $\left.\Gamma_{a}^{\mu}(p+q, p)\right|_{\mathrm{NG}}$ :

$$
\begin{equation*}
\left.\mathrm{i} \Pi_{a b}^{\mu \nu}(q)\right|_{\mathrm{NG}}=-\int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left.\Gamma_{a}^{\mu}(p+q, p)\right|_{\mathrm{NG}} G(p) \gamma^{\nu} T_{b} G(p+q)\right\} \tag{9.119}
\end{equation*}
$$

If we substitute the expression (9.113) for $\left.\Gamma_{a}^{\mu}(p+q, p)\right|_{\mathrm{NG}}$ in it and compare the resulting integral with the other expression (9.110) for $\left.i \Pi_{a b}^{\mu \nu}(q)\right|_{\mathrm{NG}}$, we obtain an equation containing only the two NG vertices $I_{a A}\left(q^{2}\right)$ and $P_{A}\left(p^{\prime}, p\right)$. After some manipulation (involving the multiplication of the equation by $I^{\mathrm{T}}\left(q^{2}\right)$ from left in order to obtain the invertible matrix $I^{\mathrm{T}}\left(q^{2}\right) I\left(q^{2}\right)$ as above) we arrive at the explicit expression for $I_{a A}\left(q^{2}\right)$ in terms of $P_{A}\left(p^{\prime}, p\right)$ :

$$
\begin{equation*}
q^{\mu} I_{a A}\left(q^{2}\right)=-\int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\gamma^{\mu} T_{a} G(p-q) P_{A}(p-q, p) G(p)\right\} \tag{9.120}
\end{equation*}
$$

This is diagrammatically depicted in Fig. 9.7.

### 9.6.5 Lowest orders in $q$

Recall now the expansion (9.32) of the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ in the lowest powers of $q$ and the identification (9.33a) of $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}$, corresponding to

$$
\begin{equation*}
\left.\Gamma_{a}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}=A_{a}(p)+q_{\alpha} B_{a}^{\alpha}(p)+\mathcal{O}\left(q^{2}\right) . \tag{9.121}
\end{equation*}
$$

The explicit form (9.112) of $\left.\Gamma_{a}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}$ yields

$$
\begin{align*}
& A_{a}(p)=-\left(\boldsymbol{\Sigma} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}\right),  \tag{9.122a}\\
& B_{a}^{\alpha}(p)=-v^{\alpha}\left(\boldsymbol{\Sigma}^{\prime} T_{a}-\bar{T}_{a} \boldsymbol{\Sigma}^{\prime}\right), \tag{9.122b}
\end{align*}
$$

where we defined

$$
\begin{equation*}
v^{\alpha} \equiv p^{\alpha}+\frac{1}{2} \frac{1}{d-1}\left[\gamma^{\alpha}, \not p\right] . \tag{9.123}
\end{equation*}
$$

From (9.117) we get the corresponding expansion of the effective NG vertex $P_{A}\left(p^{\prime}, p\right)$ :

$$
\begin{equation*}
P\left(p^{\prime}, p\right)=-\mathrm{i}\left[I^{\mathrm{T}}(0) I(0)\right]^{-1} I^{\mathrm{T}}(0)\left(A(p)+q_{\alpha} B^{\alpha}(p)\right)+\mathcal{O}\left(q^{2}\right) \tag{9.124}
\end{equation*}
$$

Note that only $I(0)$ enters here, high terms in $q^{2}$ of $I\left(q^{2}\right)$ are dispensable in the given order of the expansion (9.124).

Let us now take a closer look at $I(0)$. We saw that the NG part $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\text {NG }}$ does contribute only to the longitudinal part of the polarization tensor. Of course, the regular part $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\text {reg. }}$. can in principle contribute to it as well. However, in the considered lowest orders in $q$ it is only $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}$ which actually does contribute to it, see the expansion (9.40) of $\Pi_{a b}^{\mu \nu}(q)$. We can thus, due to the expression (9.110) for $\left.\Pi_{a b}^{\mu \nu}(q)\right|_{\mathrm{NG}}$ (and taking into account the transversality of $\left.\Pi_{a b}^{\mu \nu}(q)\right)$, write

$$
\begin{equation*}
\Pi_{a b}\left(q^{2}\right)=\frac{1}{q^{2}} I_{a A}(0) I_{b A}(0)+\mathcal{O}\left(q^{0}\right) \tag{9.125}
\end{equation*}
$$

I.e., the gauge boson mass matrix is within the pole approximation (9.1) given by

$$
\begin{equation*}
M_{a b}^{2}=I_{a A}(0) I_{b A}(0), \tag{9.126}
\end{equation*}
$$

or in the matrix form,

$$
\begin{equation*}
M^{2}=I(0) I^{\mathrm{T}}(0) \tag{9.127}
\end{equation*}
$$

We can therefore on the basis of (9.11) identify

$$
\begin{equation*}
I(0)=F \tag{9.128}
\end{equation*}
$$

as discussed above in Sec. 9.1.1, and rewrite cosmetically the expression (9.124) for $P\left(p^{\prime}, p\right)$ as

$$
\begin{equation*}
P\left(p^{\prime}, p\right)=-\mathrm{i}\left[F^{\mathrm{T}} F\right]^{-1} F^{\mathrm{T}}\left(A(p)+q_{\alpha} B^{\alpha}(p)\right)+\mathcal{O}\left(q^{2}\right) \tag{9.129}
\end{equation*}
$$

### 9.7 Summary

Let us summarize the main points of this chapter. Before arriving at the final formula (9.107) for the gauge boson mass matrix, several simplifying assumptions have been made.

First of all, we specified the way of treating the polarization tensor. We argued that for the purpose of computing the gauge boson masses in the lowest (second) order in the gauge coupling constant it is sufficient to consider only the pole part of the form factor $\Pi_{a b}\left(q^{2}\right)$ of the polarization tensor. For its very computation we chose the one-loop diagram (9.22), Fig. 9.2, with the fermion lines given by the symmetry-breaking propagators of the form and properties considered in the previous chapter.

In order to arrive at transversal polarization tensor, one of the two vertices in (9.22) had to be dressed and satisfying the WT identity (while the other had to be the bare one and thus not satisfying the WT identity). In principle, if the symmetry breaking dynamics yields the dressed fermion propagators, it should be capable of yielding in the same manner also the dressed vertex. However, we assumed, motivated primarily by the models presented in parts $\mathbb{\square}$ and III, that due to the used approximation scheme (i.e., in our case the truncation scheme of the SD equations) we did not have the dressed vertex at disposal. Hence, the only way to arrive at the dressed vertex, satisfying the WT identity, was to construct it.

A great part of the chapter was dedicated to this construction, which would not be possible without making some non-trivial assumptions concerning the general form of the vertex. Namely, we imposed in Sec. 9.4.1 linearity in $\boldsymbol{\Sigma}_{p^{\prime}}, \boldsymbol{\Sigma}_{p}$, as well as in $T_{a}, \bar{T}_{a}$, and in Sec. 9.4.2 the correct analytic structure. The rest was rather straightforward (though somewhat tedious): We imposed the indispensable WT identity, correct transformation behavior under both the continuous and discrete symmetries and Hermiticity. Finally, we exploited one more time the NG boson interpretation of the vertex, already used before for constraining the analytic structure of the vertex.

The vertex developed this way still contained two real free parameters. In order to determine them we returned to our ultimate task of calculating the gauge boson mass matrix and required it to be symmetric. This requirement actually applied only to one of those free parameters, as the other did contribute only to the higher orders of the Laurent expansion of the polarization tensor.

At this point the troubles appeared. It turned out that there is no single value of the mentioned free parameter of the vertex, ensuring the symmetricity of the gauge boson mass matrix for arbitrary gauge theory with arbitrary setting of fermion multiplets, unless the quantity $A_{a b}$, (9.105), vanishes. Thus, we could not choose but assuming $A_{a b}=0$ and write down the final unique formula (9.107) for the gauge boson mass matrix under this assumption.

Such result is of course not satisfactory in general. However, for our purposes of calculating the gauge boson masses within the Abelian toy model and the electroweak interactions in the
following two chapters the formula (9.107) will be in fact sufficient, as the condition $A_{a b}=0$ will be in both cases satisfied.

## Chapter 10

## Application to the Abelian toy model

In this chapter we apply the results from the previous chapter to the Abelian toy model, discussed in part 【. However, we will not directly jump into the Abelian model (to be discussed only in section (10.2), but rather gradually, step by step, decrease the level of generality considered in the previous two chapters. This will eventually allow us to use some of the results from this chapter also in the following chapter, dedicated to the gauge boson masses in electroweak interactions.

### 10.1 Some special cases

### 10.1.1 Assumption $\left[\boldsymbol{\Sigma}, T_{a}\right]=0$

We start with the assumption that the self-energy $\boldsymbol{\Sigma}$ commutes with the generators $T_{a}$ (for all a):

$$
\begin{equation*}
\left[\boldsymbol{\Sigma}, T_{a}\right]=0 \tag{10.1}
\end{equation*}
$$

(Needless to say that this is, in general, not the same as the seemingly similar condition $\llbracket \boldsymbol{\Sigma}, T_{a} \rrbracket$, (8.26) , for the generator $T_{a}$ to be unbroken.) Notice that the analogous condition $\left[\boldsymbol{\Sigma}, \bar{T}_{a}\right]=0$ already follows automatically from this one due to the Hermiticity condition $\boldsymbol{\Sigma}=\overline{\boldsymbol{\Sigma}}$, (8.28). Under this assumption the vertex (9.108), derived in the previous chapter, simplifies as

$$
\begin{align*}
\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=\gamma^{\mu} T_{a} & -\frac{1}{2} \frac{q^{\mu}}{q^{2}}\left(\boldsymbol{\Sigma}_{p^{\prime}}+\boldsymbol{\Sigma}_{p}\right)\left(T_{a}-\bar{T}_{a}\right)-\left(\frac{1}{2} \frac{q^{\prime \mu}}{q \cdot q^{\prime}}-a_{6} \frac{\left[\gamma^{\mu}, q\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{p^{\prime}}-\boldsymbol{\Sigma}_{p}\right)\left(T_{a}+\bar{T}_{a}\right) \\
& -\frac{1}{4} \frac{1}{d-1}\left(\frac{q^{\mu}}{q^{2}} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}-\frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left(\boldsymbol{\Sigma}_{p^{\prime}}-\boldsymbol{\Sigma}_{p}\right)\left(T_{a}-\bar{T}_{a}\right) \tag{10.2}
\end{align*}
$$

Let us now check the crucial condition (9.104), whose fulfilment is necessary for being able to calculate the gauge boson masses using the formula (9.107). Direct calculation reveals

$$
\begin{equation*}
\operatorname{Tr}\left\{\llbracket \boldsymbol{\Sigma}, T_{a} \rrbracket \llbracket \boldsymbol{D}_{R} T_{b} \boldsymbol{\Sigma}^{\dagger}, \boldsymbol{D}_{L}^{\prime} \rrbracket\right\}=\frac{1}{2} \operatorname{Tr}\left\{\left(T_{a}-\bar{T}_{a}\right)\left(T_{b}-\bar{T}_{b}\right) \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\dagger} \boldsymbol{D}_{L}^{2 \prime}\right\} \tag{10.3}
\end{equation*}
$$

which is symmetric in the gauge indices $a, b$, so that (recall the definition (9.105a) of $A_{a b}$ )

$$
\begin{align*}
A_{a b} & =\operatorname{Tr}\left\{\llbracket \boldsymbol{\Sigma}, T_{a} \rrbracket \llbracket \boldsymbol{D}_{R} T_{b} \boldsymbol{\Sigma}^{\dagger}, \boldsymbol{D}_{L}^{\prime} \rrbracket\right\}-(a \leftrightarrow b)  \tag{10.4a}\\
& =0 \tag{10.4b}
\end{align*}
$$

I.e., the condition (9.104) is indeed fulfilled. We can therefore safely use the expression (9.107) for the gauge boson matrix and we find

$$
\begin{equation*}
M_{a b}^{2}=-\mathrm{i} \frac{1}{2} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left(T_{a}-\bar{T}_{a}\right)\left(T_{b}-\bar{T}_{b}\right)\left[\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\dagger}-\frac{2}{d} p^{2}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\dagger}\right)^{\prime}\right]\left(p^{2}-\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\dagger}\right)^{-2}\right\} . \tag{10.5a}
\end{equation*}
$$

This result can be further simplified by eliminating $\boldsymbol{\Sigma}$ in favor of $\Sigma$ (recall that $\boldsymbol{\Sigma}=\Sigma^{\dagger} P_{L}+$ $\Sigma P_{R}$ ). For this purpose one can use the fact that the commutation relations (10.1) hold not only for $\Sigma$, but also for $\Sigma$. This, together with the cyclicity of the trace and the commutation relations (D.42) leads to simplification of the mass matrix (10.5a) as

$$
\begin{equation*}
M_{a b}^{2}=-\mathrm{i} \frac{1}{2} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left(T_{a}-\bar{T}_{a}\right)\left(T_{b}-\bar{T}_{b}\right)\left[\Sigma \Sigma^{\dagger}-\frac{2}{d} p^{2}\left(\Sigma \Sigma^{\dagger}\right)^{\prime}\right]\left(p^{2}-\Sigma \Sigma^{\dagger}\right)^{-2}\right\} \tag{10.5b}
\end{equation*}
$$

Recall that in Sec. 9.5 .2 we have set the parameter $a_{4}$ of the vertex (9.97) to the non-trivial value (9.106) to ensure that the resulting gauge boson mass matrix is indeed symmetric, once the condition (9.104) is satisfied. Nevertheless, let us, just for curiosity, calculate the gauge boson mass matrix using the formula (9.99) with arbitrary $a_{4}$ :

$$
\begin{align*}
& M_{a b}^{2}= \\
& \quad-\mathrm{i} \frac{1}{2} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left(T_{a}-\bar{T}_{a}\right)\left(T_{b}-\bar{T}_{b}\right)\left[\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\dagger}-\frac{1}{d}\left(1+4(d-1) a_{4}\right) p^{2}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\dagger}\right)^{\prime}\right]\left(p^{2}-\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\dagger}\right)^{-2}\right\}  \tag{10.6a}\\
& \quad= \\
& \quad-\mathrm{i} \frac{1}{2} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left(T_{a}-\bar{T}_{a}\right)\left(T_{b}-\bar{T}_{b}\right)\left[\Sigma \Sigma^{\dagger}-\frac{1}{d}\left(1+4(d-1) a_{4}\right) p^{2}\left(\Sigma \Sigma^{\dagger}\right)^{\prime}\right]\left(p^{2}-\Sigma \Sigma^{\dagger}\right)^{-2}\right\} . \tag{10.6b}
\end{align*}
$$

Thus, incidentally, we see that in the present special case (defined by (10.1)) the gauge boson mass matrix is actually symmetric for any value of $a_{4}$. Nevertheless, in the following we will keep the special value (9.106) of $a_{4}$, as it follows from the general requirement that the formula (9.107) be applicable, upon fulfilling the condition (9.104), for any theory (e.g., the electroweak interactions), in which the gauge boson mass matrix may not be symmetric for arbitrary $a_{4}$ like in the present case.

### 10.1.2 Case of $\mathbb{U}(1)^{N}$

Moreover, let us now assume, on top of the assumption (10.1), that the group $\mathbb{G}$ is Abelian. More precisely, we assume that the generators $T_{a}$ commute with each other, as well as with $\bar{T}_{a}$ :

$$
\begin{align*}
& {\left[T_{a}, T_{b}\right]=0,}  \tag{10.7a}\\
& {\left[T_{a}, \bar{T}_{b}\right]=0 .} \tag{10.7b}
\end{align*}
$$

For our purposes it will be moreover sufficient to assume that all fermions sit in the same representation of $\mathbb{G}$. This implies that in the expressions

$$
\begin{align*}
T_{a} & =T_{L a} P_{L}+T_{R a} P_{R}  \tag{10.8a}\\
& =T_{V a} \mathbb{1}+T_{A a} \gamma_{5} \tag{10.8b}
\end{align*}
$$

for $T_{a}$ (cf. Eqs. (8.17), (8.18)) the components $T_{L a}, T_{R a}$, as well as $T_{V a}, T_{A a}$, can be considered as Hermitian matrices $1 \times 1$, i.e., mere real numbers.

## Gauge boson mass matrix

Note that the generators $T_{a}$, (10.8), as being only some real linear combinations of $P_{L}$ and $P_{R}$, now act only in the Dirac space, while the self-energy $\Sigma$ operates only in the flavor space. Thus, since $T_{a}$ and $\Sigma$ operates in different spaces, their product is a Kronecker product and the trace of their product can be written as a product of their traces: $\operatorname{Tr}\left[T_{a} \Sigma\right]=\operatorname{Tr}\left[T_{a}\right] \operatorname{Tr}[\Sigma]$. The gauge boson mass matrix (10.5b) can be therefore written as

$$
\begin{align*}
M_{a b}^{2} & =\frac{1}{16} \operatorname{Tr}\left\{\left(T_{a}-\bar{T}_{a}\right)\left(T_{b}-\bar{T}_{b}\right)\right\} \mu^{2}  \tag{10.9a}\\
& =T_{A a} T_{A b} \mu^{2}, \tag{10.9b}
\end{align*}
$$

where we denoted

$$
\begin{equation*}
\mu^{2} \equiv-8 \mathrm{i} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left[\Sigma \Sigma^{\dagger}-\frac{2}{d} p^{2}\left(\Sigma \Sigma^{\dagger}\right)^{\prime}\right]\left(p^{2}-\Sigma \Sigma^{\dagger}\right)^{-2}\right\} \tag{10.10}
\end{equation*}
$$

After Wick rotation this expression for $\mu^{2}$ becomes

$$
\begin{equation*}
\mu^{2}=8 \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left[\Sigma \Sigma^{\dagger}-\frac{2}{d} p^{2}\left(\Sigma \Sigma^{\dagger}\right)^{\prime}\right]\left(p^{2}+\Sigma \Sigma^{\dagger}\right)^{-2}\right\} \tag{10.11}
\end{equation*}
$$

From this expression one can in particular see that without additional assumptions about the behavior of the matrix function $\Sigma\left(p^{2}\right)$ the positivity of $\mu^{2}$ (and consequently the positivity of the mass squared of the gauge boson corresponding to the broken subgroup) is indeed not automatically guaranteed, as advertised above.

The mass matrix (10.9) is of the expected form $M^{2}=F F^{\mathrm{T}}$, (9.11), with $F$ being identified as the vector (i.e., matrix $N_{\mathbb{G}} \times 1$ )

$$
F \equiv\left(\begin{array}{c}
T_{A 1} \mu  \tag{10.12}\\
\vdots \\
T_{A N_{\mathbb{G}}} \mu
\end{array}\right)
$$

Thus, the mass matrix is singular, with rank 1 , and the only non-vanishing eigenvalue

$$
\begin{align*}
M_{\mathrm{A}}^{2} & \equiv \operatorname{Tr} F F^{\mathrm{T}}=F^{\mathrm{T}} F  \tag{10.13a}\\
& =\mu^{2} \sum_{a=1}^{N_{\mathrm{G}}} T_{A a}^{2} \tag{10.13b}
\end{align*}
$$

expresses the mass squared of the gauge boson, corresponding to the spontaneously broken axial subgroup $\mathbb{U}(1)_{A}$. The remaining $N_{\mathbb{G}}-1$ gauge bosons stay massless.

## NG boson coupling

Consider now the expansion (9.121) of the NG part $\left.\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)\right|_{\mathrm{NG}}$. For the simplified vertex (10.2) we have

$$
\begin{align*}
A_{a}(p) & =-\boldsymbol{\Sigma}\left(T_{a}-\bar{T}_{a}\right),  \tag{10.14a}\\
B_{a}^{\alpha}(p) & =-v^{\alpha} \boldsymbol{\Sigma}^{\prime}\left(T_{a}-\bar{T}_{a}\right), \tag{10.14b}
\end{align*}
$$

where $v^{\alpha}$ is defined in (9.123). It can be, upon noting that $T_{a}-\bar{T}_{a}=2 T_{A a} \gamma_{5}$, rewritten as

$$
\begin{align*}
& A_{a}(p)=-2 T_{a A} \boldsymbol{\Sigma} \gamma_{5}  \tag{10.15a}\\
& B_{a}^{\alpha}(p)=-2 T_{a A} v^{\alpha} \boldsymbol{\Sigma}^{\prime} \gamma_{5} \tag{10.15b}
\end{align*}
$$

Recalling the expression (10.12) for $F$, we thus find

$$
\begin{equation*}
F^{\mathrm{T}}\left(A(p)+q_{\alpha} B^{\alpha}(p)\right)=-2 \mu\left(\boldsymbol{\Sigma}+(q \cdot v) \boldsymbol{\Sigma}^{\prime}\right) \gamma_{5} \sum_{a} T_{A a}^{2} \tag{10.16}
\end{equation*}
$$

Upon substituting this expression, together with the expression (10.13) for $F^{\mathrm{T}} F$, into the formula (9.129) for the NG coupling $P\left(p^{\prime}, p\right)$, the quantities $\sum_{a} T_{A a}^{2}$ cancel and we finally obtain

$$
\begin{equation*}
P\left(p^{\prime}, p\right)=2 \mathrm{i} \frac{1}{\mu}\left(\boldsymbol{\Sigma}+(q \cdot v) \boldsymbol{\Sigma}^{\prime}\right) \gamma_{5}+\mathcal{O}\left(q^{2}\right) \tag{10.17}
\end{equation*}
$$

Note that although our treatment of the NG boson was based on the gauge boson polarization tensor and in intermediate stages of calculation the gauge coupling constant $g$ appeared implicitly (through its presence in generators $T_{a}$ ), the final expression (10.17) for the NG boson coupling $P\left(p^{\prime}, p\right)$ is independent of $g$, due to cancelation of $\sum_{a} T_{A a}^{2}$. This correctly suggests that the result (10.17) holds irrespective of whether the spontaneously broken symmetry is gauged or not.

### 10.1.3 Comparison with the Pagels-Stokar formula

Assume now for simplicity that $\Sigma$ is just a real scalar function, without any non-trivial matrix structure (i.e., the number of fermion flavors is one). Then the Wick-rotated expression (10.11) for $\mu^{2}$ reads

$$
\begin{equation*}
\mu^{2}=8 \int \frac{\mathrm{~d}^{4} p}{(2 \pi)^{4}} \frac{\Sigma^{2}-\frac{1}{2} p^{2}\left(\Sigma^{2}\right)^{\prime}}{\left(p^{2}+\Sigma^{2}\right)^{2}} \tag{10.18}
\end{equation*}
$$

where we have also explicitly set $d=4$.
A similar expression has already been derived in the literature: It is the Pagels-Stokar (PS) formula [99], which can be in the present context for the sake of comparison recast as

$$
\begin{equation*}
\mu_{\mathrm{PS}}^{2}=8 \int \frac{\mathrm{~d}^{4} p}{(2 \pi)^{4}} \frac{\Sigma^{2}-\frac{1}{4} p^{2}\left(\Sigma^{2}\right)^{\prime}}{\left(p^{2}+\Sigma^{2}\right)^{2}} \tag{10.19}
\end{equation*}
$$

We can see that there is a slight difference between the two formulæ (10.18) and (10.19): The coefficient at the term $\left(\Sigma^{2}\right)^{\prime}$ in our formula (10.18) is twice as large as in the PS formula (10.19).

Origin of this discrepancy is easily revealed. It is the different value of the parameter $a_{4}$ in the expression (9.97) for the vertex $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ which makes the difference: For a general $a_{4}$ our expression (10.18) for $\mu^{2}$ would be modified as

$$
\begin{equation*}
\mu^{2}=8 \int \frac{\mathrm{~d}^{4} p}{(2 \pi)^{4}} \frac{\Sigma^{2}-\frac{1}{4}\left(1-12 a_{4}\right) p^{2}\left(\Sigma^{2}\right)^{\prime}}{\left(p^{2}+\Sigma^{2}\right)^{2}} \tag{10.20}
\end{equation*}
$$

as can be seen from (10.6). Clearly, while our formula (10.18) corresponds to non-vanishing value (9.106) of $a_{4}$,

$$
\begin{equation*}
a_{4}=-\frac{1}{12}, \tag{10.21}
\end{equation*}
$$

the PS formula (10.19) corresponds simply to

$$
\begin{equation*}
a_{4}=0 \tag{10.22}
\end{equation*}
$$

Pagels and Stokar introduced in Ref. [99] the "dynamical perturbation theory", which, upon adapting on the present context, states roughly the same as what we did in Sec. 9.4.1: One keeps in the vertex only the terms linear in the gauge coupling constant $g$. This actually implies the form (9.45), i.e., the vertex must have the form of the bare vertex plus something which vanishes in the case of no SSB, since at order $g$ there are no perturbative corrections to the vertex. However, Pagels and Stokar moreover assumed that the only non-perturbative correction to the bare vertex is the pole term $q^{\mu} / q^{2}$ and overlooked the possibility that there can be also non-perturbative contributions regular in $q=0$. Recall now that the present discussion concerns about an axial symmetry $\mathbb{U}(1)_{\mathrm{A}}$, whose generator is $T_{a}=g \gamma_{5} \tau_{a}$, with $\tau_{a}$ being a real number, so that the vertex (9.97) within the simplifying assumptions about $\Sigma$ made in this section reads

$$
\begin{equation*}
\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)=g \gamma^{\mu} \gamma_{5} \tau_{a}-g \frac{q^{\mu}}{q^{2}} \Sigma_{+} \gamma_{5} \tau_{a}+2 g a_{4}\left(\frac{q^{\mu}}{q^{2}} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}-\frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\right) \Sigma_{-} \gamma_{5} \tau_{a} . \tag{10.23}
\end{equation*}
$$

We can see clearly that insisting that only the pole term can be non-perturbative (i.e., proportional to $\Sigma$ ) indeed effectively corresponds to setting $a_{4}=0$.

Notice for the sake of completeness that there also exists in the literature an improved version of the PS formula, introduced in [100]:

$$
\begin{equation*}
\mu_{\text {improved }}^{2}=8 \int \frac{\mathrm{~d}^{4} p}{(2 \pi)^{4}}\left\{\frac{\Sigma^{2}-\frac{1}{2} p^{2}\left(\Sigma^{2}\right)^{\prime}}{\left(p^{2}+\Sigma^{2}\right)^{2}}+\frac{1}{2} p^{2}\left(\Sigma^{\prime}\right)^{2} \frac{p^{2}-\Sigma^{2}}{\left(p^{2}+\Sigma^{2}\right)^{2}}\right\} \tag{10.24}
\end{equation*}
$$

Although our formula (10.18) is not identical to this improved one, it reduces to it if one neglects the terms proportional to $\left(\Sigma^{\prime}\right)^{2}$.

Pagels and Stokar have used for the fermion self-energy a rather crude Ansatz $\Sigma=4 m_{D}^{3} / p^{2}$ (with $p^{2}$ being in Minkowski metric), where $m_{D}$ is the "dynamical quark mass", to estimate value of the pion decay constant $f_{\pi}$, related to $\mu^{2}$ as

$$
\begin{equation*}
f_{\pi}^{2}=\frac{N_{c}}{2} \mu^{2} \tag{10.25}
\end{equation*}
$$

where $N_{c}=3$ is the number of colors. Using the value $m_{D}=244 \mathrm{MeV}$ from [101] they were surprised to obtain from their formula (10.19) the estimate $f_{\pi}=83 \mathrm{MeV}$ (the same value is actually obtained also using the improved PS formula (10.24)), which is rather close to the experimental value $f_{\pi}=93 \mathrm{MeV}$. Interestingly enough, had they used rather the expression (10.18) for $\mu^{2}$, instead of (10.19), they would obtain $f_{\pi}=96 \mathrm{MeV}$, i.e., the agreement would be even better.

### 10.1.4 Mixing in $\mathbb{U}(1)^{2}$

Let us now discuss in some detail a special case from the previous sections with $N=2$. Recall that the gauge boson mass matrix (10.9) has the explicit form

$$
M^{2}=\left(\begin{array}{cc}
T_{A 1}^{2} & T_{A 1} T_{A 2}  \tag{10.26}\\
T_{A 1} T_{A 2} & T_{A 2}^{2}
\end{array}\right) \mu^{2},
$$

with the two eigenvalues

$$
\begin{align*}
& M_{\mathrm{V}}^{2}=0  \tag{10.27a}\\
& M_{\mathrm{A}}^{2}=\mu^{2}\left(T_{A 1}^{2}+T_{A 2}^{2}\right), \tag{10.27b}
\end{align*}
$$

corresponding to the masses squared of the mass-diagonal gauge fields, denoted as $A_{\mathrm{V}}^{\mu}, A_{\mathrm{A}}^{\mu}$, respectively. They are given by an orthogonal rotation of the original gauge fields $A_{1}^{\mu}, A_{2}^{\mu}$ :

$$
\binom{A_{\mathrm{V}}^{\mu}}{A_{\mathrm{A}}^{\mu}}=\left(\begin{array}{rr}
\cos \theta & -\sin \theta  \tag{10.28}\\
\sin \theta & \cos \theta
\end{array}\right)\binom{A_{1}^{\mu}}{A_{2}^{\mu}} .
$$

For the mixing angle $\theta$ there is the identity

$$
\begin{equation*}
\tan \theta=\frac{T_{A 1}}{T_{A 2}} \tag{10.29}
\end{equation*}
$$

i.e.,

$$
\begin{align*}
\sin \theta & =\frac{T_{A 1}}{\sqrt{T_{A 1}^{2}+T_{A 2}^{2}}}  \tag{10.30a}\\
\cos \theta & =\frac{T_{A 2}}{\sqrt{T_{A 1}^{2}+T_{A 2}^{2}}} \tag{10.30b}
\end{align*}
$$

Consider now the interaction Lagrangian, reading in terms of the original fields $A_{1}^{\mu}, A_{2}^{\mu}$

$$
\begin{equation*}
\mathcal{L}=\bar{\psi} \gamma_{\mu} T_{1} \psi A_{1}^{\mu}+\bar{\psi} \gamma_{\mu} T_{2} \psi A_{2}^{\mu} \tag{10.31}
\end{equation*}
$$

In terms of the mass-diagonal fields $A_{\mathrm{V}}^{\mu}, A_{\mathrm{A}}^{\mu}$ we have

$$
\begin{equation*}
\mathcal{L}=\bar{\psi} \gamma_{\mu} T_{\mathrm{V}} \psi A_{\mathrm{V}}^{\mu}+\bar{\psi} \gamma_{\mu} T_{\mathrm{A}} \psi A_{\mathrm{A}}^{\mu} \tag{10.32}
\end{equation*}
$$

where the new generators $T_{\mathrm{V}}, T_{\mathrm{A}}$ are given by the rotation of the original generators $T_{1}, T_{2}$ in much the same way as the fields themselves, (10.28), i.e., as

$$
\binom{T_{\mathrm{V}}}{T_{\mathrm{A}}}=\left(\begin{array}{rr}
\cos \theta & -\sin \theta  \tag{10.33}\\
\sin \theta & \cos \theta
\end{array}\right)\binom{T_{1}}{T_{2}} .
$$

Explicitly in terms of components of the original generators $T_{1}, T_{2}$ we have

$$
\begin{align*}
\binom{T_{\mathrm{V}}}{T_{\mathrm{A}}} & =\frac{1}{\sqrt{T_{A 1}^{2}+T_{A 2}^{2}}}\binom{T_{V 1} T_{A 2}-T_{V 2} T_{A 1}}{T_{V 1} T_{A 1}+T_{V 2} T_{A 2}+\gamma_{5}\left(T_{A 1}^{2}+T_{A 2}^{2}\right)}  \tag{10.34a}\\
& =\frac{1}{\sqrt{T_{A 1}^{2}+T_{A 2}^{2}}}\binom{T_{V 1} T_{A 2}-T_{V 2} T_{A 1}}{T_{V 1} T_{A 1}+T_{V 2} T_{A 2}}+\gamma_{5} \frac{1}{\sqrt{T_{A 1}^{2}+T_{A 2}^{2}}}\binom{0}{T_{A 1}^{2}+T_{A 2}^{2}} . \tag{10.34b}
\end{align*}
$$

Note that $T_{\mathrm{V}}$ is non-vanishing due to the linear independency of the generators $T_{1}, T_{2}$, which is expressed by the condition

$$
\operatorname{det}\left(\begin{array}{cc}
T_{V 1} & T_{A 1}  \tag{10.35}\\
T_{V 2} & T_{A 2}
\end{array}\right)=T_{V 1} T_{A 2}-T_{V 2} T_{A 1} \neq 0
$$

Also note that $T_{\mathrm{V}}$ is purely vectorial (i.e., it does not contain the axial $\gamma_{5}$-component). On the other hand the generator $T_{\mathrm{A}}$ is not purely axial: While its $\gamma_{5}$-component is certainly nonvanishing (at least one of $T_{A 1}, T_{A 2}$ must be non-zero due to the condition (10.35)), its vectorial component can be, in general, non-vanishing too. Evidently, the generator $T_{\mathrm{A}}$ is purely axial only if

$$
\begin{equation*}
T_{V 1} T_{A 1}+T_{V 2} T_{A 2}=0 \tag{10.36}
\end{equation*}
$$

Under this assumption the expression (10.34) for $T_{\mathrm{V}}$ and $T_{\mathrm{A}}$ simplifies significantly as

$$
\begin{align*}
\binom{T_{\mathrm{V}}}{T_{\mathrm{A}}} & =\sqrt{T_{A 1}^{2}+T_{A 2}^{2}}\binom{T_{V 1} / T_{A 2}}{\gamma_{5}}  \tag{10.37a}\\
& =\sqrt{T_{A 1}^{2}+T_{A 2}^{2}}\binom{-T_{V 2} / T_{A 1}}{\gamma_{5}} . \tag{10.37b}
\end{align*}
$$

Note that at least one of these two expressions makes sense, as at least one the two quantities $T_{A 1}, T_{A 2}$ is non-vanishing, due to (10.35).

### 10.2 Abelian toy model

### 10.2.1 Mass spectrum

We can now finally proceed to discussing the Abelian toy model, introduced in chapter 3. Assume that its symmetry group $\mathbb{G}=\mathbb{U}(1)_{\mathrm{V}_{1}} \times \mathbb{U}(1)_{\mathrm{V}_{2}} \times \mathbb{U}(1)_{\mathrm{A}}$ is gauged. We denote the corresponding gauge bosons and coupling constants as $A_{\mathrm{V}_{1}}^{\mu}, A_{\mathrm{V}_{2}}^{\mu}, A_{\mathrm{A}}^{\mu}$ and $g_{\mathrm{V}_{1}}, g_{\mathrm{V}_{2}}, g_{\mathrm{A}}$, respectively. Recall that the axial subgroup $\mathbb{U}(1)_{\mathrm{A}}$ was spontaneously broken by the fermion self-energies, while the vectorial subgroups $\mathbb{U}(1)_{V_{i}}$ remained unbroken. We thus expect that the gauge boson $A_{\mathrm{A}}^{\mu}$ will acquire a non-vanishing mass, while the other two gauge bosons $A_{\mathrm{V}_{i}}^{\mu}$ will remain massless.

In chapter 8, in the course of introducing the formalism for the quest of calculating the gauge boson masses, we assumed for convenience that all of the fermion fields present in the theory were organized in a single field $\psi$. In the present case the theory contains two fermion species $\psi_{1}$ and $\psi_{2}$, so we put them together as

$$
\begin{equation*}
\psi \equiv\binom{\psi_{1}}{\psi_{2}} \tag{10.38}
\end{equation*}
$$

The corresponding representation of the symmetry generators then reads

$$
\begin{align*}
T_{\mathrm{V}_{i}} & =\left(\begin{array}{cc}
T_{1, \mathrm{~V}_{i}} & 0 \\
0 & T_{2, \mathrm{~V}_{i}}
\end{array}\right),  \tag{10.39a}\\
T_{\mathrm{A}} & =\left(\begin{array}{cc}
T_{1, \mathrm{~A}} & 0 \\
0 & T_{2, \mathrm{~A}}
\end{array}\right), \tag{10.39b}
\end{align*}
$$

where $T_{i, \mathrm{~V}_{j}}, T_{i, \mathrm{~A}}$ are defined in terms of $t_{i, \mathrm{~V}_{j}}, t_{i, \mathrm{~A}}$, Eqs. (3.6), (3.8), respectively, as (no sum over $j$, cf. footnote 1 on page 42)

$$
\begin{align*}
T_{i, \mathrm{~V}_{j}} & =g_{\mathrm{V}_{j}} t_{i, \mathrm{~V}_{j}}  \tag{10.40a}\\
T_{i, \mathrm{~A}} & =g_{\mathrm{A}} t_{i, \mathrm{~A}}, \tag{10.40b}
\end{align*}
$$

i.e., according to the definition (8.152), with the gauge coupling constants included in the generators.

Consider now the self-energy $\boldsymbol{\Sigma}$ of the field $\psi$. We assumed in chapter 3 that the vectorial symmetries $\mathbb{U}(1)_{\mathrm{V}_{1}}, \mathbb{U}(1)_{\mathrm{V}_{2}}$ remained unbroken, i.e., in particular that there was no mixing between the two fermion species $\psi_{1}$ and $\psi_{2}$. Therefore the off-diagonal elements of $\boldsymbol{\Sigma}$ must be vanishing:

$$
\boldsymbol{\Sigma}=\left(\begin{array}{cc}
\boldsymbol{\Sigma}_{1} & 0  \tag{10.41}\\
0 & \boldsymbol{\Sigma}_{2}
\end{array}\right) .
$$

The assumption (10.41) has two consequences. First, the self-energy $\Sigma$ commutes with all generators:

$$
\begin{equation*}
\left[\boldsymbol{\Sigma}, T_{a}\right]=0 \quad\left(a=\mathrm{V}_{1}, \mathrm{~V}_{2}, \mathrm{~A}\right) \tag{10.42}
\end{equation*}
$$

because the particular generators $T_{i, \mathrm{~V}_{j}}$ and $T_{i, \mathrm{~A}}$ have no non-trivial matrix structure (up to $\gamma_{5}$ in the case of $T_{i, \mathrm{~A}}$, which commutes with $\boldsymbol{\Sigma}_{i}$ anyway). We can therefore use the results from Sec. 10.1.1, namely the satisfaction of the condition (10.1) and the simplified expression (10.5) for the gauge boson mass matrix. The second consequence of the diagonal form (10.41) of the self-energy $\Sigma$ is that since the generators $T_{a}$, (10.39), are diagonal in the fermion species space as well, the one-loop expression (10.5) for the gauge boson matrix decouples into the sum of independent contributions of the fermion species $\psi_{1}, \psi_{2}$ :

$$
\begin{equation*}
M_{a b}^{2}=\left.M_{a b}^{2}\right|_{1}+\left.M_{a b}^{2}\right|_{2} \tag{10.43}
\end{equation*}
$$

Due to the already mentioned fact that the generators $T_{i, a}$, (10.40), are, up to some $\gamma_{5}$, just real numbers, we can use the results from Sec. 10.1 .2 and write $\left.M_{a b}^{2}\right|_{i}$ in the form (10.9):

$$
\begin{equation*}
\left.M_{a b}^{2}\right|_{i}=\left.\frac{1}{16} \operatorname{Tr}\left\{\left(T_{i, a}-\bar{T}_{i, a}\right)\left(T_{i, b}-\bar{T}_{i, b}\right)\right\} \mu^{2}\right|_{i} \tag{10.44}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\mu^{2}\right|_{i}=-8 \mathrm{i} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \frac{\left|\Sigma_{i}\right|^{2}-\frac{2}{d} p^{2}\left|\Sigma_{i}\right|^{2 \prime}}{\left(p^{2}-\left|\Sigma_{i}\right|^{2}\right)^{2}} . \tag{10.45}
\end{equation*}
$$

Notice that this expression for $\left.\mu^{2}\right|_{i}$ is considerably simpler than the analogous general expression (10.10) above, since $\Sigma_{i}$ are now just complex scalar functions without any non-trivial matrix structure in the flavor space.

Taking into account the forms of the generators $T_{i, a}$, namely the fact that $T_{i, \mathrm{~A}}$ are proportional to $\gamma_{5}$, while $T_{i, \mathrm{~V}_{j}}$ are proportional to $\mathbb{1}$ (see definition (10.40) of $T_{i, a}$ in terms of $t_{i, a}$, Eqs. (3.6), (3.8)), we find the contribution $\left.M^{2}\right|_{i}$ of $\psi_{i}$ to gauge boson mass matrix to be explicitly given (in the basis $A_{\mathrm{V}_{1}}^{\mu}, A_{\mathrm{V}_{2}}^{\mu}, A_{\mathrm{A}}^{\mu}$ ) as

$$
\left.M^{2}\right|_{i}=\left.\left(\begin{array}{ccc}
0 & 0 & 0  \tag{10.46}\\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right) g_{\mathrm{A}}^{2} Q_{i, \mathrm{~A}}^{2} \mu^{2}\right|_{i}
$$

We therefore arrive at the final result that the gauge bosons $A_{\mathrm{V}_{1}}^{\mu}, A_{\mathrm{V}_{2}}^{\mu}$, corresponding to the unbroken vectorial subgroup $\mathbb{U}(1)_{\mathrm{V}_{1}} \times \mathbb{U}(1)_{\mathrm{V}_{2}}$, remain massless, while the gauge boson $A_{\mathrm{A}}^{\mu}$, corresponding to the spontaneously broken axial subgroup $\mathbb{U}(1)_{\mathrm{A}}$, acquires non-vanishing mass, which is proportional to the symmetry-breaking fermion self-energies $\Sigma_{1}$ and $\Sigma_{2}$. Explicitly thus the gauge boson mass spectrum reads

$$
\begin{align*}
M_{\mathrm{V}_{1}}^{2} & =0  \tag{10.47a}\\
M_{\mathrm{V}_{2}}^{2} & =0  \tag{10.47b}\\
M_{\mathrm{A}}^{2} & =g_{\mathrm{A}}^{2} Q_{1, \mathrm{~A}}^{2}\left(\left.\mu^{2}\right|_{1}+\left.\mu^{2}\right|_{2}\right) \tag{10.47c}
\end{align*}
$$

(recall that $Q_{1, \mathrm{~A}}^{2}=Q_{2, \mathrm{~A}}^{2}$, due to (3.9)). Finally, the coupling of $\psi_{i}$ to the (would-be) NG boson is

$$
\begin{equation*}
P_{i}\left(p^{\prime}, p\right)=2 \mathrm{i} \frac{1}{\left.\mu\right|_{i}}\left(\boldsymbol{\Sigma}_{i}+(q \cdot v) \boldsymbol{\Sigma}_{i}^{\prime}\right) \gamma_{5}+\mathcal{O}\left(q^{2}\right) \tag{10.48}
\end{equation*}
$$

see (10.17).


Figure 10.1: Diagrammatical representation and assignment of momenta of the amplitude $\mathrm{i} T^{\mu \nu \rho}(p, k, q)=\left\langle A_{\mathrm{A}}^{\mu} A_{\mathrm{A}}^{\nu} A_{\mathrm{A}}^{\rho}\right\rangle_{1 \mathrm{PI}}$, (10.49). Momentum conservation is assumed: $p+k+q=0$.


Figure 10.2: Diagrammatical representation of the particular amplitude $\mathrm{i} T_{i}^{\mu \nu \rho}(p, k, q)$, (10.50).

### 10.2.2 Effective trilinear gauge boson self-coupling

Spontaneous breakdown of the axial symmetry $\mathbb{U}(1)_{\mathrm{A}}$ manifests itself in the sector of the corresponding gauge boson $A_{\mathrm{A}}^{\mu}$ not only by giving the non-vanishing mass $M_{\mathrm{A}}^{2}$, (10.47c), to it, but also by generating various Green's functions, non-invariant under $\mathbb{U}(1)_{A}$. In particular, the three-point function $\left\langle A_{\mathrm{A}}^{\mu} A_{\mathrm{A}}^{\nu} A_{\mathrm{A}}^{\rho}\right\rangle$ can emerge.

This function was analyzed in some detail in Ref. [57]. If we denote its 1PI part as $\mathrm{i} T^{\mu \nu \rho}(p, k, q)$ (see Fig. 10.1 for the assignment of momenta), it can be calculated in the lowest (third) order in the gauge coupling constant $g_{\mathrm{A}}$ a: $\AA^{1}$

$$
\begin{equation*}
\mathrm{i} T^{\mu \nu \rho}(p, k, q)=\sum_{i=1,2}\left[\mathrm{i} T_{i}^{\mu \nu \rho}(p, k, q)+\mathrm{i} T_{i}^{\nu \mu \rho}(k, p, q)\right] \tag{10.49}
\end{equation*}
$$

where each particular $\mathrm{i} T_{i}^{\mu \nu \rho}(p, k, q)$ is given by the diagram in Fig. 10.2, with the fermion lines given by the symmetry-breaking propagator (3.44a) and the vertices given as $\mathrm{i} g_{\mathrm{A}} \gamma^{\mu} t_{i, \mathrm{~A}}$, where
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Figure 10.3: The $M^{2}$-dependence of the function $f\left(m^{2}, M^{2}\right)$, (10.54). Both quantities are normalized by $m^{2}$ to be dimensionless; note that $m^{2} f\left(m^{2}, M^{2}\right)$ is only function of $M^{2} / m^{2}$. The cusps appear at $M^{2}=3 m^{2}$ and $M^{2}=4 m^{2}$. The former one also indicates the beginning of the imaginary part.
the $\mathbb{U}(1)_{\mathrm{A}}$ generators $t_{i, \mathrm{~A}}$ have been defined in (3.8). I.e., we explicitly have

$$
\begin{align*}
& \mathrm{i} T_{i}^{\mu \nu \rho}(p, k, q)=g_{\mathrm{A}}^{3} Q_{i, \mathrm{~A}}^{3} \int \frac{\mathrm{~d}^{4} \ell}{(2 \pi)^{4}} \frac{1}{\left[\ell^{2}-\Sigma_{i, \ell}^{2}\right]\left[(\ell+p)^{2}-\Sigma_{i, \ell+p}^{2}\right]\left[(\ell-k)^{2}-\Sigma_{i, \ell-k}^{2}\right]} \\
& \times \operatorname{Tr}\left\{\gamma^{\mu} \ell \gamma^{\nu}(\ell-\not \ell) \gamma^{\rho}(\ell+\not p) \gamma_{5}\right. \\
& \left.\quad-\gamma^{\mu} \ell \gamma^{\nu} \gamma^{\rho} \gamma_{5} \Sigma_{i, \ell-k} \Sigma_{i, \ell+p}^{\dagger}+\gamma^{\mu} \gamma^{\nu}(\ell-\not k) \gamma^{\rho} \gamma_{5} \Sigma_{i, \ell} \Sigma_{i, \ell+p}^{\dagger}-\gamma^{\mu} \gamma^{\nu} \gamma^{\rho}(\ell+\not p) \gamma_{5} \Sigma_{i, \ell} \Sigma_{i, \ell-k}^{\dagger}\right\} . \tag{10.50}
\end{align*}
$$

Notice that each $\mathrm{i} T_{i}^{\mu \nu \rho}(p, k, q)$ is logarithmically divergent. However, the full $\mathrm{i} T^{\mu \nu \rho}(p, k, q)$, (10.49), is UV-finite (provided the self-energies $\boldsymbol{\Sigma}_{i}$ are non-increasing functions of momentum), as the logarithmical divergencies cancel due to the anomaly-free condition $Q_{1, \mathrm{~A}}+Q_{2, \mathrm{~A}}=0$, (3.9). On the basis of the same argument one can see that in the case of no SSB, i.e., when $\boldsymbol{\Sigma}_{1}=\boldsymbol{\Sigma}_{2}=0$, the amplitude i $T_{i}^{\mu \nu \rho}(p, k, q)$, given by (10.49), indeed vanishes.

For illustration, let us now evaluate the amplitude $\mathrm{i} T^{\mu \nu \rho}(p, k, q)$ under certain approximations. First, we set the fermion self-energies to be constant, $\boldsymbol{\Sigma}_{i}=m_{i}$, where $m_{i}$ is a positive real number (i.e., in particular, it does not contain $\gamma_{5}$ ) and thus directly interpretable as the fermion's mass. Second, we put, for the sake of simplicity, all external momenta on their massshell: $p^{2}=k^{2}=q^{2}=M_{\mathrm{A}}^{2}$. The momentum conservation $p+k+q=0$ enables us to easily compute the dot products of external momenta: $p \cdot k=p \cdot q=k \cdot q=-\frac{1}{2} M_{\mathrm{A}}^{2}$. The amplitude (10.49) then simplifies as
$\mathrm{i} T^{\mu \nu \rho}(p, k, q)=G_{\mathrm{eff}}\left[\left(q^{\mu} k^{\alpha}-k^{\mu} q^{\alpha}\right) p^{\beta} \epsilon^{\nu \rho}{ }_{\alpha \beta}+\left(p^{\nu} q^{\alpha}-q^{\nu} p^{\alpha}\right) k^{\beta} \epsilon^{\rho \mu}{ }_{\alpha \beta}+\left(k^{\rho} p^{\alpha}-p^{\rho} k^{\alpha}\right) q^{\beta} \epsilon^{\mu \nu}{ }_{\alpha \beta}\right]$,
which corresponds to effective Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\text {eff }}=G_{\text {eff }} \epsilon_{\alpha \beta \gamma \delta}\left(\partial_{\sigma} A_{\mathrm{A}}^{\alpha}\right)\left(\partial^{\beta} A_{\mathrm{A}}^{\sigma}\right)\left(\partial^{\gamma} A_{\mathrm{A}}^{\delta}\right) . \tag{10.52}
\end{equation*}
$$

Here the effective coupling constant $G_{\text {eff }}$ can be expressed as

$$
\begin{equation*}
G_{\mathrm{eff}}=g_{\mathrm{A}}^{3} \sum_{i=1,2} Q_{i, \mathrm{~A}}^{3} f\left(m_{i}^{2}, M_{\mathrm{A}}^{2}\right) . \tag{10.53}
\end{equation*}
$$

The function $f\left(m^{2}, M^{2}\right)$ is defined by the integral

$$
\begin{equation*}
f\left(m^{2}, M^{2}\right) \equiv \frac{2}{\pi^{2} M^{2}} \int_{0}^{1} \mathrm{~d} x \frac{x(1-x)}{\sqrt{x(3 x-4)+\frac{4 m^{2}}{M^{2}}}} \arctan \frac{x}{\sqrt{x(3 x-4)+\frac{4 m^{2}}{M^{2}}}} \tag{10.54}
\end{equation*}
$$

(here $m^{2}$ should be replaced by $m^{2}-\mathrm{i} 0^{+}$whenever the correct branch choice of a multivalued analytic function is in question), which can be calculated analytically in some special cases:

$$
\begin{align*}
f\left(m^{2}, 0\right) & =\frac{1}{24 \pi^{2} m^{2}}  \tag{10.55a}\\
f\left(0, M^{2}\right) & =\frac{-1}{6 \pi^{2} M^{2}} \tag{10.55b}
\end{align*}
$$

More information about the shape of $f\left(m^{2}, M^{2}\right)$ can be extracted numerically, see Fig. 10.3.

### 10.3 Summary

We did not directly assumed an Abelian symmetry (i.e., the mutually commuting generators), but rather started with generators commuting with the fermion self-energy. Already this simple assumption (allowing for satisfaction of the sine qua non condition (9.104)) led to a significant simplification of the formula for the gauge boson mass matrix, derived in the previous chapter. Only after this we continued with the very assumption of Abelianity, due to the specific form of the generators assumed to be $1 \times 1$ matrices in the flavor space.

At this point we were ready to compare the results obtained so far with the corresponding results in the literature, namely with the Pagels-Stokar formula. We found a small discrepancy and associated it with the specific form of our vertex, ensuring the symmetricity of the gauge boson mass matrix (under the condition (9.104)) also for other than Abelian theories (for which the gauge boson mass matrix is incidentally symmetric in any case).

The results mentioned in the first paragraph made the following computation of the gauge boson masses within the gauged Abelian toy model from part [1, chapter 3, fairly easy. We arrived at the expected result that of the three gauge bosons only one (corresponding to the broken subgroup $\left.\mathbb{U}(1)_{\mathrm{A}}\right)$ obtained mass, while the other two (corresponding the unbroken subgroup $\left.\mathbb{U}(1)_{\mathrm{V}_{1}} \times \mathbb{U}(1)_{\mathrm{V}_{2}}\right)$ remained massless.

## Chapter 11

## Application to the electroweak interactions

In this chapter we will calculate, using the procedure introduced in chapter $\mathbf{9}$, the gauge boson mass matrix for the electroweak theory in terms of the symmetry-breaking parts of the fermion propagators, considered in detail in part [1], and will show that the spectrum will be the expected one, i.e., containing one massless gauge boson (the photon) and three massive gauge bosons, two of which ( $W^{ \pm}$) with the same mass.

### 11.1 Expected form the of gauge boson mass matrix

The electroweak symmetry $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ is assumed to be spontaneously broken by the fermion propagators down to the subgroup $\mathbb{U}(1)_{\mathrm{em}}$ :

$$
\begin{equation*}
\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}} \quad \longrightarrow \mathbb{U}(1)_{\mathrm{em}} \tag{11.1}
\end{equation*}
$$

Thus, we expect that three of the four gauge bosons corresponding to the full group $\mathbb{S U}(2)_{\mathrm{L}} \times$ $\mathbb{U}(1)_{\mathrm{Y}}$ will acquire a non-vanishing mass, while the fourth one (the photon), corresponding to unbroken subgroup $\mathbb{U}(1)_{\mathrm{em}}$, will remain massless.

Before starting the very calculation, we will first investigate more precisely what form of the gauge boson mass matrix we expect to obtain. We will employ for this purpose three mutually independent assumptions: electromagnetic invariance of the gauge boson mass matrix, masslessness of the photon and symmetricity of gauge boson mass matrix.

### 11.1.1 Electromagnetic invariance

Let us first find the form of the electromagnetic generator $t_{\mathrm{em}}$, (4.22), in the adjoint representation (8.95). Its matrix elements are given by

$$
\begin{equation*}
\left(\mathcal{T}_{\mathrm{em}}\right)_{a b}=-\mathrm{i} f_{a b}, \tag{11.2}
\end{equation*}
$$

where the coefficients $f_{a b}$ are defined as

$$
\begin{equation*}
\left[t_{\mathrm{em}}, t_{a}\right] \equiv \mathrm{i} f_{a b} t_{b} \tag{11.3}
\end{equation*}
$$

The particular commutators can be easily calculated, e.g., by taking $t_{a=1,2,3}$ to be given by the Pauli matrices, $t_{a=1,2,3}=\sigma_{a}$, and $t_{a=4}$ to be the unit matrix, $t_{a=4}=\mathbb{1}_{2 \times 2}$, so that $t_{\mathrm{em}}$ has the
form $t_{\mathrm{em}}=\sigma_{3} \sin \theta_{\mathrm{W}}+\mathbb{1} \cos \theta_{\mathrm{W}}$. One obtains

$$
\begin{align*}
{\left[t_{\mathrm{em}}, t_{1}\right] } & =2 \mathrm{i} \sin \theta_{\mathrm{W}} t_{2},  \tag{11.4a}\\
{\left[t_{\mathrm{em}}, t_{2}\right] } & =-2 \mathrm{i} \sin \theta_{\mathrm{W}} t_{1}  \tag{11.4b}\\
{\left[t_{\mathrm{em}}, t_{3}\right] } & =0,  \tag{11.4c}\\
{\left[t_{\mathrm{em}}, t_{4}\right] } & =0 . \tag{11.4d}
\end{align*}
$$

We therefore find

$$
\mathcal{T}_{\mathrm{em}}=2 \mathrm{i} \sin \theta_{\mathrm{W}}\left(\begin{array}{rrrr}
0 & -1 & 0 & 0  \tag{11.5}\\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

Since the subgroup $\mathbb{U}(1)_{\mathrm{em}}$ is unbroken, the polarization tensor, and consequently also the gauge boson mass matrix $M^{2}$, must be invariant under it. Operationally it means that $M^{2}$ must commute with $\mathcal{T}_{\text {em }}$ :

$$
\begin{equation*}
\left[M^{2}, \mathcal{T}_{\mathrm{em}}\right]=0 \tag{11.6}
\end{equation*}
$$

as can be inferred from (8.121). If we now, upon taking into account the explicit form (11.5) of $\mathcal{T}_{\text {em }}$, apply this condition on the matrix $M^{2}$, we find that $M^{2}$ must have the block diagonal form

$$
M^{2}=\left(\begin{array}{cc}
M_{W^{ \pm}}^{2} & 0  \tag{11.7}\\
0 & M_{Z \gamma}^{2}
\end{array}\right)
$$

where $M_{W^{ \pm}}^{2}$ is a $2 \times 2$ matrix of the special form

$$
M_{W^{ \pm}}^{2}=\left(\begin{array}{rr}
A & B  \tag{11.8}\\
-B & A
\end{array}\right)
$$

while $M_{Z \gamma}^{2}$ is an arbitrary $2 \times 2$ matrix, i.e., of the general form

$$
M_{Z \gamma}^{2}=\left(\begin{array}{cc}
C & D  \tag{11.9}\\
E & F
\end{array}\right)
$$

and $A, B, C, D, E, F$ are arbitrary complex numbers.

### 11.1.2 Masslessness of the photon

We have found the most general form of the mass matrix $M^{2}$, consistent with the requirement (11.6) of the electromagnetic invariance. However, the fact that the subgroup $\mathbb{U}(1)_{\text {em }}$ is unbroken implies not only such invariance of $M^{2}$, but also vanishing of the mass of the gauge boson $A_{\mathrm{em}}^{\mu}$ (photon), corresponding to $\mathbb{U}(1)_{\mathrm{em}}$. In fact, the masslessness of the photon is not guaranteed by the electromagnetic invariance (11.6) of $M^{2}$ : Notice, that the mass matrix $M_{Z \gamma}^{2}$ of photon and $Z$ boson, (11.9), is electromagnetically invariant, but still its spectrum is virtually arbitrary and in particular it admits a massive photon. The masslessness of the photon must be therefore assumed independently. We are now going to show how it constrains the form of the matrix $M_{Z \gamma}^{2}$.

Let us first note that $M_{Z \gamma}^{2}$, (11.9), can be without loss of generality expressed also in the form

$$
M_{Z \gamma}^{2}=\left(\begin{array}{cc}
g^{2} a & -g g^{\prime} b  \tag{11.10}\\
-g g^{\prime} c & g^{\prime 2} d
\end{array}\right)
$$

where the coefficients $a, b, c, d$ are regular for $g=g^{\prime}=0$. It can be understood by noting that the polarization tensor is calculated using the one-loop integral (9.22) (cf. also Fig. 9.2) with two vertices, where the vertex connected to $A_{3}^{\mu}$ or $A_{4}^{\mu}$ is proportional to $g$ or $g^{\prime}$, respectively.

The matrix $M_{Z \gamma}^{2},(11.10)$, is written in the basis $\left(A_{3}^{\mu}, A_{4}^{\mu}\right)$, hence we can denote it also as

$$
\begin{equation*}
\left.M_{Z \gamma}^{2} \equiv M_{Z \gamma}^{2}\right|_{(3,4)} \tag{11.11}
\end{equation*}
$$

to make the basis explicit. For the present considerations it will be however more convenient to have it expressed in the basis $\left(A_{Z}^{\mu}, A_{\text {em }}^{\mu}\right)$, given in terms of the $\left(A_{3}^{\mu}, A_{4}^{\mu}\right)$ one by (4.23). The matrix $M_{Z \gamma}^{2}$ can be therefore transformed from the basis $\left(A_{3}^{\mu}, A_{4}^{\mu}\right)$ to the basis $\left(A_{Z}^{\mu}, A_{\mathrm{em}}^{\mu}\right)$ as

$$
\begin{equation*}
\left.M_{Z \gamma}^{2}\right|_{(\mathrm{em}, Z)}=\left.O_{\mathrm{W}} M_{Z \gamma}^{2}\right|_{(3,4)} O_{\mathrm{W}}^{\mathrm{T}} \tag{11.12}
\end{equation*}
$$

Taking into account the explicit form (11.10) of $\left.M_{Z \gamma}^{2}\right|_{(3,4)}$, we find

$$
\left.M_{Z \gamma}^{2}\right|_{(\mathrm{em}, Z)}=\frac{1}{\sqrt{g^{2}+g^{\prime 2}}}\left(\begin{array}{cc}
g^{4} a+g^{2} g^{\prime 2}(b+c)+g^{\prime 4} d & g^{3} g^{\prime}(a-b)+g g^{\prime 3}(c-d)  \tag{11.13}\\
g^{3} g^{\prime}(a-c)+g g^{\prime 3}(b-d) & g^{2} g^{\prime 2}(a-b-c+d)
\end{array}\right)
$$

Now we can easily apply the assumption that the photon $A_{\mathrm{em}}^{\mu}$ must be massless. It implies that all $a, b, c, d$ must be the same:

$$
\begin{equation*}
a=b=c=d \tag{11.14}
\end{equation*}
$$

(In fact, this results already from a less strong assumption that $\left.M_{Z \gamma}^{2}\right|_{(\mathrm{em}, Z)}$ is diagonal, i.e., that $A_{Z}^{\mu}$ and $A_{\mathrm{em}}^{\mu}$ are mass eigenstates. The masslessness of the photon then follows automatically.) Thus, upon defining

$$
\begin{equation*}
\mu_{Z \gamma}^{2} \equiv a=b=c=d, \tag{11.15}
\end{equation*}
$$

the matrix $M_{Z \gamma}^{2}$ in the basis $\left(A_{Z}^{\mu}, A_{\text {em }}^{\mu}\right)$ acquires the form

$$
\left.M_{Z \gamma}^{2}\right|_{(\mathrm{em}, Z)}=\left(\begin{array}{cc}
g^{2}+g^{\prime 2} & 0  \tag{11.16}\\
0 & 0
\end{array}\right) \mu_{Z \gamma}^{2}
$$

and in the basis $\left(A_{3}^{\mu}, A_{4}^{\mu}\right)$ the form

$$
\left.M_{Z \gamma}^{2}\right|_{(3,4)}=\left(\begin{array}{cc}
g^{2} & -g g^{\prime}  \tag{11.17}\\
-g g^{\prime} & g^{\prime 2}
\end{array}\right) \mu_{Z \gamma}^{2} .
$$

### 11.1.3 Symmetricity

Finally, we assume that the mass matrix $M^{2}$ is symmetric:

$$
\begin{equation*}
M^{2 \mathrm{~T}}=M^{2} \tag{11.18}
\end{equation*}
$$

The part $M_{Z \gamma}^{2}$, (11.17), is already symmetric, hence this assumption applies non-trivially only on $M_{W^{ \pm}}^{2}$, (11.8), and yields

$$
\begin{equation*}
B=0 \tag{11.19}
\end{equation*}
$$

so that

$$
M_{W^{ \pm}}^{2}=\left(\begin{array}{cc}
A & 0  \tag{11.20}\\
0 & A
\end{array}\right)
$$

We can now similarly as above argue that $A$ is proportional to $g^{2}$, so that $M_{W^{ \pm}}^{2}$ can be expressed as

$$
M_{W^{ \pm}}^{2} \equiv\left(\begin{array}{cc}
g^{2} & 0  \tag{11.21}\\
0 & g^{2}
\end{array}\right) \mu_{W^{ \pm}}^{2}
$$

where $\mu_{W^{ \pm}}^{2}$ is regular for $g=0$. Needless to stress that since $M_{W^{ \pm}}^{2}$ is proportional to the unit matrix, it is invariant under any regular transformation and thus, in particular, it has the same form in both bases $\left(A_{1}^{\mu}, A_{2}^{\mu}\right)$ and $\left(A_{W^{+}}^{\mu}, A_{W^{-}}^{\mu}\right)$, related to each other by the unitary transformation (4.26).

### 11.2 Quark contribution

Since the polarization tensor is calculated at one-loop level, it will be a sum of separate contributions from the quarks and the leptons:

$$
\begin{equation*}
\Pi_{a b}^{\mu \nu}\left(q^{2}\right)=\left.\Pi_{a b}^{\mu \nu}\left(q^{2}\right)\right|_{q}+\left.\Pi_{a b}^{\mu \nu}\left(q^{2}\right)\right|_{\ell} \tag{11.22}
\end{equation*}
$$

This is in direct analogy with the expression (10.43) of the gauge boson mass matrix in the Abelian toy model as a sum of independent contributions from the two fermion species $\psi_{1}$ and $\psi_{2}$. In this section we will calculate the quark contribution $\left.\Pi_{a b}^{\mu \nu}\left(q^{2}\right)\right|_{q}$, while the lepton contribution $\left.\Pi_{a b}^{\mu \nu}\left(q^{2}\right)\right|_{\ell}$ is postponed to Sec . 11.3 ,

The quark contribution to the polarization tensor is given by

$$
\begin{equation*}
\left.\mathrm{i} \Pi_{a b}^{\mu \nu}(q)\right|_{q}=-N_{c} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\Gamma_{q, a}^{\mu}(p+q, p) G_{q}(p) \gamma^{\nu} T_{q, b} G_{q}(p+q)\right\} \tag{11.23}
\end{equation*}
$$

where $N_{c}=3$ is the number of colors. For the vertex we use the Ansatz (9.108) derived in Sec. 9.4.

$$
\begin{align*}
\Gamma_{q, a}^{\mu}\left(p^{\prime}, p\right)=\gamma^{\mu} T_{q, a} & -\frac{1}{2} \frac{q^{\mu}}{q^{2}}\left[\boldsymbol{\Sigma}_{q,+} T_{q, a}-\bar{T}_{q, a} \boldsymbol{\Sigma}_{q,+}\right] \\
& -\left(\frac{1}{2} \frac{q^{\prime \mu}}{q \cdot q^{\prime}}-a_{6} \frac{\left[\gamma^{\mu}, q\right]}{q \cdot q^{\prime}}\right)\left[\boldsymbol{\Sigma}_{q,-} T_{q, a}+\bar{T}_{q, a} \boldsymbol{\Sigma}_{q,-}\right] \\
& -\frac{1}{4} \frac{1}{d-1}\left(\frac{q^{\mu}}{q^{2}} \frac{\left[q, q^{\prime}\right]}{q \cdot q^{\prime}}-\frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left[\boldsymbol{\Sigma}_{q,-} T_{q, a}-\bar{T}_{q, a} \boldsymbol{\Sigma}_{q,-}\right] \tag{11.24}
\end{align*}
$$

with the generators $T_{q, a}$ given by (4.73). We also use the notation

$$
\begin{equation*}
\boldsymbol{\Sigma}_{q, \pm} \equiv \boldsymbol{\Sigma}_{q, p^{\prime}} \pm \boldsymbol{\Sigma}_{q, p} \tag{11.25}
\end{equation*}
$$

in agreement with (9.55). Recall that $a_{6}$ in (11.24) is an undetermined parameter, which will nevertheless not enter the final formula for the mass matrix. All quantities (vertices and propagators) are here expressed in terms of the quark doublet field $q=\binom{u}{d}$, Eq. (4.66). Since the vertex (11.24) satisfies by constructions the WT identity

$$
\begin{align*}
q_{\mu} \Gamma_{q, a}^{\mu}\left(p^{\prime}, p\right) & =G_{q}\left(p^{\prime}\right) T_{q, a}-\bar{T}_{q, a} G_{q}(p)  \tag{11.26a}\\
& =q-\Sigma_{q, p^{\prime}} T_{q, a}+\bar{T}_{q, a} \Sigma_{q, p} \tag{11.26b}
\end{align*}
$$

the polarization tensor (11.23) is transverse.
The polarization tensor $\left.\Pi_{a b}^{\mu \nu}\left(q^{2}\right)\right|_{q}$ is a $4 \times 4$ matrix in the gauge space. It can be therefore considered as a $2 \times 2$ block matrix, with each block itself being also a $2 \times 2$ matrix. Now it is important to note that the off-diagonal blocks actually vanish, so that $\left.\Pi_{a b}^{\mu \nu}\left(q^{2}\right)\right|_{q}$ can be written, upon suppressing the gauge indices, in the block matrix form

$$
\left.\Pi^{\mu \nu}\left(q^{2}\right)\right|_{q}=\left(\begin{array}{cc}
\left.\Pi_{W^{ \pm}}^{\mu \nu}\left(q^{2}\right)\right|_{q} & 0  \tag{11.27}\\
0 & \left.\Pi_{Z \gamma}^{\mu \nu}\left(q^{2}\right)\right|_{q}
\end{array}\right)
$$

This is due to the fact that the trace over the two-dimensional electroweak space of a product of two generators in the integral (11.23) (one sitting in the vertex $\Gamma_{q, a}^{\mu}(p+q, p)$ and the other being a part of the bare vertex $\gamma_{\mu} T_{q, b}$ ), with one being antisymmetric ( $T_{q, 1}, T_{q, 2}$ ) and the other symmetric ( $T_{q, 3}, T_{q, 4}$ ), is zero. There are also the fermion propagators (both full and 1PI), but as they are diagonal in the considered space, they do not affect the argument. The subscripts $W^{ \pm}$and $Z \gamma$ on the right-hand side of (11.27) are to suggest that the corresponding quantities are the polarization tensors of the indicated gauge bosons, with no mixing between them. Since the whole $\left.\Pi_{a b}^{\mu \nu}\left(q^{2}\right)\right|_{q}$ is transversal, so must be also the particular $\left.\Pi_{W^{ \pm}, a b}^{\mu \nu}\left(q^{2}\right)\right|_{q}$ and $\left.\Pi_{Z \gamma, a b}^{\mu \nu}\left(q^{2}\right)\right|_{q}$.

In other words, the quark contribution to the gauge boson mass matrix is indeed of the expected form (11.7). We can therefore now treat the quark contribution to the masses of $W^{ \pm}$ and $Z$ separately.

### 11.2.1 Masses of $W^{ \pm}$

The quark contribution $\left.M_{W^{ \pm}}^{2}\right|_{q}$ to the mass matrix $M_{W^{ \pm}}^{2}$, (11.21), of $W^{ \pm}$is now given by the polarization tensor (11.23) with gauge indices restricted to $a, b=1,2$, by means of the pole approximation (9.1) described in detail in chapter 9 . In order to use the corresponding general formula (9.107) for the gauge boson mass matrix, we have first to check satisfaction of the condition $A_{a b}=0$, (9.104), where $A_{a b}$ is given by

$$
\begin{align*}
A_{a b}=\operatorname{Tr}\{ & T_{q, a} \boldsymbol{\Sigma}_{q}^{\dagger} \boldsymbol{D}_{q L}^{\prime} \bar{T}_{q, b} \boldsymbol{\Sigma}_{q} \boldsymbol{D}_{q R}-T_{q, a} \boldsymbol{\Sigma}_{q}^{\dagger} \boldsymbol{D}_{q L} \bar{T}_{q, b} \boldsymbol{\Sigma}_{q} \boldsymbol{D}_{q R}^{\prime} \\
& \left.+\bar{T}_{q, a} \boldsymbol{D}_{q L} \boldsymbol{\Sigma}_{q} T_{q, b} \boldsymbol{D}_{q R}^{\prime} \boldsymbol{\Sigma}_{q}^{\dagger}-\bar{T}_{q, a} \boldsymbol{D}_{q L}^{\prime} \boldsymbol{\Sigma}_{q} T_{q, b} \boldsymbol{D}_{q R} \boldsymbol{\Sigma}_{q}^{\dagger}\right\} \tag{11.28}
\end{align*}
$$

Notice in particular that in each of the four terms in (11.28) there is one generator without the bar $\left(T_{q, a}\right.$ or $\left.T_{q, b}\right)$ and one with the bar $\left(\bar{T}_{q, a}\right.$ or $\left.\bar{T}_{q, b}\right)$. Recall now the form (4.73a) of the generators $T_{q, a}$ with $a=1,2: T_{q, a}=g \frac{\sigma_{a}}{2} P_{L}$, implying $\bar{T}_{q, a}=g \frac{\sigma_{a}}{2} P_{R}$. Now since the chiral projectors $P_{L}, P_{R}$ commutes with anything in (11.28) and due to their property $P_{L} P_{R}=0$, we conclude that each of the four terms in (11.28) vanishes and the condition (9.104) is indeed fulfilled.

We can now plug the quark self-energy $\boldsymbol{\Sigma}_{q}$ (given by (5.65) and (5.66)) and the generators $T_{q, 1}, T_{q, 2}$ into the formula (9.107) and we arrive at the result of the expected form (cf. (11.21))

$$
\left.M_{W^{ \pm}}^{2}\right|_{q}=\left.\left(\begin{array}{cc}
g^{2} & 0  \tag{11.29}\\
0 & g^{2}
\end{array}\right) \mu_{W^{ \pm}}^{2}\right|_{q}
$$

where

$$
\begin{align*}
&\left.\mu_{W^{ \pm}}^{2}\right|_{q}= \\
&-\mathrm{i} \frac{1}{2} N_{c} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left[\left(\Sigma_{u} \Sigma_{u}^{\dagger}\right)-\frac{2}{d} p^{2}\left(\Sigma_{u} \Sigma_{u}^{\dagger}\right)^{\prime}\right] D_{d L} D_{u L}-\frac{2}{d} p^{2}\left(\Sigma_{u} \Sigma_{u}^{\dagger}\right)\left[D_{d L} D_{u L}^{\prime}-D_{d L}^{\prime} D_{u L}\right]\right. \\
&\left.+\left[\left(\Sigma_{d} \Sigma_{d}^{\dagger}\right)-\frac{2}{d} p^{2}\left(\Sigma_{d} \Sigma_{d}^{\dagger}\right)^{\prime}\right] D_{u L} D_{d L}-\frac{2}{d} p^{2}\left(\Sigma_{d} \Sigma_{d}^{\dagger}\right)\left[D_{u L} D_{d L}^{\prime}-D_{u L}^{\prime} D_{d L}\right]\right\} \tag{11.30}
\end{align*}
$$

### 11.2.2 Masses of $Z$ and $\gamma$

Let us continue with the quark contribution $\left.M_{Z \gamma}^{2}\right|_{q}$ to the $Z$ and $\gamma$ mass matrix (11.17), which is given by the polarization tensor (11.23) with $a, b=3,4$. We can make the following observation: Since both the generators $T_{q, 3}, T_{q, 4}$, (4.75), and the self-energy $\boldsymbol{\Sigma}_{q}$, (5.65), are diagonal in the two-dimensional space of the quark species (up-type and down-type), so is for $a=3,4$ also the vertex $\Gamma_{q, a}^{\mu}\left(p^{\prime}, p\right)$, (11.24), itself:

$$
\Gamma_{q, a}^{\mu}\left(p^{\prime}, p\right) \equiv\left(\begin{array}{cc}
\Gamma_{u, a}^{\mu}\left(p^{\prime}, p\right) & 0  \tag{11.31}\\
0 & \Gamma_{d, a}^{\mu}\left(p^{\prime}, p\right)
\end{array}\right) .
$$

Consequently, the contributions from up-type and down-type quarks to the gauge boson polarization tensor decouple and the polarization tensor can be written as

$$
\begin{equation*}
\left.\Pi_{Z \gamma, a b}^{\mu \nu}\left(q^{2}\right)\right|_{q}=\left.\sum_{f=u, d} \Pi_{Z \gamma, a b}^{\mu \nu}\left(q^{2}\right)\right|_{f} . \tag{11.32}
\end{equation*}
$$

Here each $\left.\Pi_{Z \gamma, a b}^{\mu \nu}(q)\right|_{f}$ is given by

$$
\begin{equation*}
\left.\mathrm{i} \Pi_{Z \gamma, a b}^{\mu \nu}(q)\right|_{f}=-N_{c} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\Gamma_{f, a}^{\mu}(p+q, p) G_{f}(p) \gamma^{\nu} T_{f, b} G_{f}(p+q)\right\} \tag{11.33}
\end{equation*}
$$

where $G_{f}(p)$ and $T_{f, b}$ are given by (5.68) and (4.76), respectively. The vertex $\Gamma_{f, a}^{\mu}(p+q, p)$ is given by the formula (11.24) with the subscript $q$ changed to $f=u, d$ and since it satisfies the corresponding WT identity, $\left.\Pi_{Z \gamma, a b}^{\mu \nu}(q)\right|_{f}$ is transversal.

Recall the explicit form (4.76) of the generators $T_{f, 3}, T_{f, 4}$. They are just real linear combinations of $\mathbb{1}$ and $\gamma_{5}$, i.e., they are of the same special form which was considered in section 10.1.2, Thus, using the results from there (including fulfilment of the condition (9.104)), we readily obtain the quark contribution $\left.M_{Z \gamma}^{2}\right|_{q}$ in the form

$$
\left.M_{Z \gamma}^{2}\right|_{q}=\left.\left(\begin{array}{cc}
g^{2} & -g g^{\prime}  \tag{11.34}\\
-g g^{\prime} & g^{\prime 2}
\end{array}\right) \sum_{f=u, d} \mu_{Z \gamma}^{2}\right|_{f}
$$

in agreement with the desired general form (11.17), ensuring the masslessness of the photon. The parameters $\left.\mu_{Z \gamma}^{2}\right|_{f}$ are

$$
\begin{equation*}
\left.\mu_{Z \gamma}^{2}\right|_{f}=-\mathrm{i} \frac{1}{2} N_{c} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left[\left(\Sigma_{f} \Sigma_{f}^{\dagger}\right)-\frac{2}{d} p^{2}\left(\Sigma_{f} \Sigma_{f}^{\dagger}\right)^{\prime}\right] D_{f L}^{2}\right\} \tag{11.35}
\end{equation*}
$$

which is, up to a factor, of the same form as the analogous parameter $\left.\mu^{2}\right|_{i}$, (10.45), in the Abelian toy model.

### 11.2.3 Comparison with the Pagels-Stokar formula

The formulæ similar to those (11.30), (11.35) for $\left.\mu_{W^{ \pm}}^{2}\right|_{q},\left.\mu_{Z \gamma}^{2}\right|_{f=u, d}$ have been already presented in the literature [43]. They have been derived as a straightforward generalization of the PagelsStokar result 99 .

We have already encountered similar situation in Sec.10.1.3, when we compared our result to the PS result [99] and discussed the discrepancy between them. In fact, now the problem is exactly the same: Our results (11.30), (11.35) do not correspond to those from Ref. [43] and the reason lies again in the different choice of the parameter $a_{4}$ of the vertex (9.97). While we set $a_{4}$ to the value (9.106), the results in [43] correspond to the vanishing value $a_{4}=0$.

Let us discuss in more detail this issue for the coefficient $\left.\mu_{W^{ \pm}}^{2}\right|_{q}$, (11.30). (The discussion of the coefficient $\left.\mu_{Z \gamma}^{2}\right|_{f=u, d}$, (11.35), would be exactly the same as in Sec. 11.35.) Assume now that $a_{4}$ in the Ansatz (9.97) has a general, undetermined value. Then the quark contribution $\left.M_{W^{ \pm}}^{2}\right|_{q}$ can be written as

$$
\left.M_{W^{ \pm}}^{2}\right|_{q}=\left(\begin{array}{cc}
g^{2} & 0  \tag{11.36}\\
0 & g^{2}
\end{array}\right)\left(\left.\mu_{W^{ \pm}}^{2}\right|_{q}+\left.\mu_{W^{ \pm}}^{2}\right|_{a_{4} / \mathrm{S}}\right)+\left.\left(\begin{array}{cc}
0 & g^{2} \\
-g^{2} & 0
\end{array}\right) \mu_{W^{ \pm}}^{2}\right|_{a_{4} / \mathrm{A}}
$$

where $\left.\mu_{W^{ \pm}}^{2}\right|_{q}$ is the contribution already computed in (11.30) and the coefficients $\mu_{W^{ \pm}}^{2} \mid a_{4} / \mathrm{S}$, $\left.\mu_{W^{ \pm}}^{2}\right|_{a_{4} / \mathrm{A}}$ of the symmetric and antisymmetric part of $\left.M_{W^{ \pm}}^{2}\right|_{q}$ are given as

$$
\begin{align*}
\left.\mu_{W^{ \pm}}^{2}\right|_{a_{4} / \mathrm{S}}=-\mathrm{i} \frac{1}{2} N_{c}\left(1+4(d-1) a_{4}\right) \int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} & \operatorname{Tr}
\end{aligned} \begin{aligned}
& \left\{\frac{1}{d} p^{2}\left[\Sigma_{u} \Sigma_{u}^{\dagger \prime}+\Sigma_{d}^{\prime} \Sigma_{d}^{\dagger}\right] D_{d L} D_{u L}\right. \\
& \left.+\frac{1}{d} p^{2}\left[\Sigma_{u}^{\prime} \Sigma_{u}^{\dagger}+\Sigma_{d} \Sigma_{d}^{\dagger \prime}\right] D_{u L} D_{d L}\right\}  \tag{11.37a}\\
\left.\mu_{W^{ \pm}}^{2}\right|_{a_{4} / \mathrm{A}}=-\mathrm{i} \frac{1}{2} N_{c}\left(1+4(d-1) a_{4}\right) \int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} & \mathrm{Tr}
\end{aligned} \begin{aligned}
& \mathrm{i} \frac{1}{d} p^{2}\left[\Sigma_{u} \Sigma_{u}^{\dagger \prime}+\Sigma_{d}^{\prime} \Sigma_{d}^{\dagger}\right] D_{d L} D_{u L} \\
& \left.-\mathrm{i} \frac{1}{d} p^{2}\left[\Sigma_{u}^{\prime} \Sigma_{u}^{\dagger}+\Sigma_{d} \Sigma_{d}^{\dagger}\right] D_{u L} D_{d L}\right\} \tag{11.37b}
\end{align*}
$$

One can see that antisymmetric part of $\left.M_{W^{ \pm}}^{2}\right|_{q}$, proportional to $\left.\mu_{W^{ \pm}}^{2}\right|_{a_{4} / \mathrm{A}}$, is indeed in general non-vanishing, unless one sets $a_{4}$ as in (9.106).

Consider, however, the case of only one fermion generation. In such a case the self-energies $\Sigma_{u}, \Sigma_{d}$ (and consequently also $D_{u L}, D_{d L}$ ) are just complex numbers, without any matrix structure, and thus commuting. The coefficients $\mu_{W^{ \pm}}^{2} \mid a_{4} / \mathrm{S}$ and $\left.\mu_{W^{ \pm}}^{2}\right|_{a_{4} / \mathrm{A}}$ then simplify as

$$
\begin{align*}
&\left.\mu_{W^{ \pm}}^{2}\right|_{a_{4} / \mathrm{S}}=-\mathrm{i} \frac{1}{2} N_{c}\left(1+4(d-1) a_{4}\right) \int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} \frac{1}{d} p^{2}\left(\left|\Sigma_{u}\right|^{2 \prime}+\left|\Sigma_{d}\right|^{2 \prime}\right) D_{u} D_{d}  \tag{11.38a}\\
&\left.\mu_{W^{ \pm}}^{2}\right|_{a_{4} / \mathrm{A}}=-\mathrm{i} \frac{1}{2} N_{c}\left(1+4(d-1) a_{4}\right) \int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} \mathrm{i} \frac{1}{d} p^{2}\left(\left[\Sigma_{u} \Sigma_{u}^{* \prime}-\Sigma_{u}^{*} \Sigma_{u}^{\prime}\right]\right. \\
&\left.+\left[\Sigma_{d}^{*} \Sigma_{d}^{\prime}-\Sigma_{d} \Sigma_{d}^{* \prime}\right]\right) D_{u} D_{d} \tag{11.38b}
\end{align*}
$$

where

$$
\begin{align*}
D_{u} & \equiv \frac{1}{p^{2}-\left|\Sigma_{u}\right|^{2}}  \tag{11.39a}\\
D_{d} & \equiv \frac{1}{p^{2}-\left|\Sigma_{d}\right|^{2}} \tag{11.39b}
\end{align*}
$$

Consider now further simplifying assumption of real self-energies:

$$
\begin{align*}
& \Sigma_{u}=\Sigma_{u}^{*}  \tag{11.40a}\\
& \Sigma_{d}=\Sigma_{d}^{*} . \tag{11.40b}
\end{align*}
$$

Under this assumption each of the two square brackets in (11.38b) vanishes and consequently $\left.\mu_{W^{ \pm}}^{2}\right|_{a_{4} / \mathrm{A}}$ vanishes too:

$$
\begin{equation*}
\left.\mu_{W^{ \pm}}^{2}\right|_{a_{4} / \mathrm{A}}=0 . \tag{11.41}
\end{equation*}
$$

We stress that this happens for any value of $a_{4}$. The mass matrix $\left.M_{W^{ \pm}}^{2}\right|_{q}$, (11.36), now acquires the symmetric form

$$
\left.M_{W^{ \pm}}^{2}\right|_{q}=\left.\left(\begin{array}{cc}
g^{2} & 0  \tag{11.42}\\
0 & g^{2}
\end{array}\right) \bar{\mu}_{W^{ \pm}}^{2}\right|_{q}
$$

where

$$
\begin{align*}
&\left.\left.\bar{\mu}_{W^{ \pm}}^{2}\right|_{q} \equiv \mu_{W^{ \pm}}^{2}\right|_{q}+\left.\mu_{W^{ \pm}}^{2}\right|_{a_{4} / \mathrm{S}}  \tag{11.43a}\\
&=-\mathrm{i} \frac{1}{2} N_{c} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\{ {\left[\left(\Sigma_{u}^{2}+\Sigma_{d}^{2}\right)-\frac{1}{d}\left(1-4(d-1) a_{4}\right) p^{2}\left(\Sigma_{u}^{2 \prime}+\Sigma_{d}^{2 \prime}\right)\right] D_{u} D_{d} } \\
&\left.-\frac{2}{d} p^{2}\left(\Sigma_{u}^{2}-\Sigma_{d}^{2}\right)\left(D_{u}^{\prime} D_{d}-D_{u} D_{d}^{\prime}\right)\right\} \tag{11.43b}
\end{align*}
$$

If we now set $a_{4}=0$, we reproduce the result from 43]. We stress again that this result is not correct, as it holds (i.e., seems to be correct in the sense that the gauge boson mass matrix is symmetric) only in the very special case of $\Sigma_{u}, \Sigma_{d}$ being real numbers. Once one considers a more general case of $\Sigma_{u}, \Sigma_{d}$ being either complex or matrices (or both), setting $a_{4}$ to be anything but the unique non-vanishing value (9.106) gives wrong results (i.e., non-symmetric gauge boson mass matrix).

### 11.3 Lepton contribution

The lepton contribution to the polarization tensor reads

$$
\begin{equation*}
\left.\mathrm{i} \Pi_{a b}^{\mu \nu}(q)\right|_{\ell}=-\frac{1}{2} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\Gamma_{\Psi_{\ell, a}}^{\mu}(p+q, p) G_{\Psi_{\ell}}(p) \gamma^{\nu} T_{\Psi_{\ell}, b} G_{\Psi_{\ell}}(p+q)\right\} \tag{11.44}
\end{equation*}
$$

where the vertex is given by

$$
\begin{align*}
\Gamma_{\Psi_{\ell, a}}^{\mu}\left(p^{\prime}, p\right)=\gamma^{\mu} T_{\Psi_{\ell}, a} & -\frac{1}{2} \frac{q^{\mu}}{q^{2}}\left[\boldsymbol{\Sigma}_{\Psi_{\ell,+}+} T_{\Psi_{\ell}, a}-\bar{T}_{\Psi_{\ell}, a} \boldsymbol{\Sigma}_{\Psi_{\ell,+}}\right] \\
& -\left(\frac{1}{2} \frac{q^{\prime \mu}}{q \cdot q^{\prime}}-a_{6} \frac{\left[\gamma^{\mu}, q\right]}{q \cdot q^{\prime}}\right)\left[\boldsymbol{\Sigma}_{\Psi_{\ell,-}} T_{\Psi_{\ell, a}}+\bar{T}_{\Psi_{\ell}, a} \boldsymbol{\Sigma}_{\Psi_{\ell,-}}\right] \\
& -\frac{1}{4} \frac{1}{d-1}\left(\frac{q^{\mu}}{q^{2}}\left[\frac{\left[\phi, q^{\prime}\right]}{q \cdot q^{\prime}}-\frac{\left[\gamma^{\mu}, q^{\prime}\right]}{q \cdot q^{\prime}}\right)\left[\boldsymbol{\Sigma}_{\Psi_{\ell,-}} T_{\Psi_{\ell, a}}-\bar{T}_{\Psi_{\ell, a}} \boldsymbol{\Sigma}_{\Psi_{\ell,-}}\right]\right. \tag{11.45}
\end{align*}
$$

and where

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\Psi_{\ell, \pm}} \equiv \boldsymbol{\Sigma}_{\Psi_{\ell, p^{\prime}}} \pm \boldsymbol{\Sigma}_{\Psi_{\ell, p}} \tag{11.46}
\end{equation*}
$$

as usual. Notice that all quantities under the trace in (11.44) are written in the Nambu-Gorkov basis $\Psi_{\ell}$, (4.88), which is a real field, therefore there is the extra factor of $1 / 2$ in (11.44). Since the vertex (11.45) satisfies the WT identity, the polarization tensor $\left.\Pi_{a b}^{\mu \nu}(q)\right|_{\ell}$ is transversal.

The generators $T_{\Psi_{\ell, 1}}, T_{\Psi_{\ell}, 2}$ are off-diagonal in the two-dimensional electroweak space, while $T_{\Psi_{\ell, 3},}, T_{\Psi_{\ell, 4}}$ are diagonal, see (4.104). Since the propagators are in this space diagonal too, we conclude, on the basis of the same arguments as in the quark case, that $\left.\Pi_{a b}^{\mu \nu}\left(q^{2}\right)\right|_{\ell}$ has the block-diagonal form

$$
\left.\Pi^{\mu \nu}\left(q^{2}\right)\right|_{\ell}=\left(\begin{array}{cc}
\left.\Pi_{W^{ \pm}}^{\mu \nu}\left(q^{2}\right)\right|_{\ell} & 0  \tag{11.47}\\
0 & \left.\Pi_{Z \gamma}^{\mu \nu}\left(q^{2}\right)\right|_{\ell}
\end{array}\right)
$$

with each block being a $2 \times 2$ matrix in the gauge space. It follows that both particular polarization tensors $\left.\Pi_{a b, W^{ \pm}}^{\mu \nu}\left(q^{2}\right)\right|_{\ell}$ and $\left.\Pi_{a b, Z \gamma}^{\mu \nu}\left(q^{2}\right)\right|_{\ell}$ are transversal. Again, the lepton contribution to the gauge boson mass matrix is therefore of the form (11.7).

### 11.3.1 Masses of $W^{ \pm}$

The lepton contribution $\left.M_{W^{ \pm}}^{2}\right|_{\ell}$ to the $W^{ \pm}$mass matrix (11.21) is calculated in completely the same way as the quark contribution $\left.M_{W^{ \pm}}^{2}\right|_{q}$ above, i.e., using the formula (9.107) for the gauge boson mass matrix, with gauge indices $a, b=1,2$. Before using it, however, we have to check the condition (9.104), i.e., vanishing of the quantity

$$
\begin{align*}
& A_{a b}=\operatorname{Tr}\left\{T_{\Psi_{\ell}, a} \boldsymbol{\Sigma}_{\Psi_{\ell}}^{\dagger} \boldsymbol{D}_{\Psi_{\ell}}^{\prime} \bar{T}_{\Psi_{\ell}, b} \boldsymbol{\Sigma}_{\Psi_{\ell}} \boldsymbol{D}_{\Psi_{\ell}}^{\mathrm{c}}-T_{\Psi_{\ell}, a} \boldsymbol{\Sigma}_{\Psi_{\ell}}^{\dagger} \boldsymbol{D}_{\Psi_{\ell}} \bar{T}_{\Psi_{\ell}, b} \boldsymbol{\Sigma}_{\Psi_{\ell}} \boldsymbol{D}_{\Psi_{\ell}}^{c}\right. \\
&\left.+\bar{T}_{\Psi_{\ell}, a} \boldsymbol{D}_{\Psi_{\ell}} \boldsymbol{\Sigma}_{\Psi_{\ell}} T_{\Psi_{\ell}, b} \boldsymbol{D}_{\Psi_{\ell}}^{\mathrm{c}} \boldsymbol{\Sigma}_{\Psi_{\ell}}^{\dagger}-\bar{T}_{\Psi_{\ell}, a} \boldsymbol{D}_{\Psi_{\ell}}^{\prime} \boldsymbol{\Sigma}_{\Psi_{\ell}} T_{\Psi_{\ell}, b} \boldsymbol{D}_{\Psi_{\ell}}^{\mathrm{c}} \boldsymbol{\Sigma}_{\Psi_{\ell}}^{\dagger}\right\} \tag{11.48}
\end{align*}
$$

Recall first the form of the relevant generators $T_{\Psi_{\ell}, 1}, T_{\Psi_{\ell}, 2}$ :

$$
T_{\Psi_{\ell}, a}=\left(\begin{array}{cc}
0 & \tau_{\Psi_{\ell}, a}^{\dagger} P_{+}^{\mathrm{T}}  \tag{11.49}\\
\tau_{\Psi_{\ell, a}} P_{+} & 0
\end{array}\right)
$$

where $P_{+}$is given by (4.105a) and where the $\tau_{\Psi_{\ell}, a}$ are denotations for

$$
\begin{align*}
\tau_{\Psi_{\ell}, 1} & \equiv-\gamma_{5} g \frac{1}{2}  \tag{11.50a}\\
\tau_{\Psi_{\ell}, 2} & \equiv \quad \mathrm{i} g \frac{1}{2} \tag{11.50b}
\end{align*}
$$

(See also definitions (4.104a) and (4.104b) of $T_{\Psi_{\ell, 1}}$ and $T_{\Psi_{\ell, 2}}$, respectively.) Recall also that $\boldsymbol{\Sigma}_{\Psi_{\ell}}$, (5.119), is diagonal in the electroweak space and so is thus also $\boldsymbol{D}_{\Psi_{\ell}}$, (5.133). The first term in (11.48) can be therefore expanded as

$$
\begin{align*}
\operatorname{Tr}\left\{T_{\Psi_{\ell}, a} \boldsymbol{\Sigma}_{\Psi_{\ell}}^{\dagger} \boldsymbol{D}_{\Psi_{\ell}}^{\prime} \bar{T}_{\Psi_{\ell}, b} \boldsymbol{\Sigma}_{\Psi_{\ell}} \boldsymbol{D}_{\Psi_{\ell}}^{\mathrm{c}}\right\}= & \operatorname{Tr}\left\{\bar{\tau}_{\Psi_{\ell}, b} P_{+}^{\mathrm{T}} \boldsymbol{\Sigma}_{\Psi_{e}} \boldsymbol{D}_{\Psi_{e}}^{\mathrm{c}} P_{+} \tau_{\Psi_{\ell}, a} \boldsymbol{\Sigma}_{\Psi_{\nu}}^{\dagger} \boldsymbol{D}_{\Psi_{\nu}}^{\prime}\right\} \\
& +\operatorname{Tr}\left\{\tau_{\Psi_{\ell}, a}^{\dagger} P_{+}^{\mathrm{T}} \boldsymbol{\Sigma}_{\Psi_{e}}^{\dagger} \boldsymbol{D}_{\Psi_{e}}^{\prime} P_{+} \bar{\tau}_{\Psi_{\ell, b}}^{\dagger} \boldsymbol{\Sigma}_{\Psi_{\nu}} \boldsymbol{D}_{\Psi_{\nu}}^{\mathrm{c}}\right\} \tag{11.51}
\end{align*}
$$

Recall now that $\boldsymbol{\Sigma}_{\Psi_{e}}$, (5.117) and (5.118b), is off-diagonal in the 2-dimensional Nambu-Gorkov space of $\Psi_{e}$, (4.87b). Therefore $\boldsymbol{D}_{\Psi_{e}}^{\mathrm{c}}=\left(p^{2}-\boldsymbol{\Sigma}_{\Psi_{e}}^{\dagger} \boldsymbol{\Sigma}_{\Psi_{e}}\right)^{-1}$ is in this space diagonal and $\boldsymbol{\Sigma}_{\Psi_{e}} \boldsymbol{D}_{\Psi_{e}}^{\mathrm{c}}$
is again off-diagonal. Since the only non-vanishing block element of $P_{+}$is the upper left one (we consider $P_{+}$to be $2 \times 2$ block matrix in the Nambu-Gorkov space), we arrive at

$$
\begin{equation*}
P_{+}^{\mathrm{T}} \boldsymbol{\Sigma}_{\Psi_{e}} \boldsymbol{D}_{\Psi_{e}}^{\mathrm{c}} P_{+}=0 \tag{11.52a}
\end{equation*}
$$

One can find analogously

$$
\begin{equation*}
P_{+}^{\mathrm{T}} \boldsymbol{\Sigma}_{\Psi_{e}}^{\dagger} \boldsymbol{D}_{\Psi_{e}}^{\prime} P_{+}=0 \tag{11.52b}
\end{equation*}
$$

Thus the quantity (11.51), i.e., the first term in $A_{a b}$, (11.48), vanishes. Similarly can be treated also the remaining three terms in (11.48) and shown to be vanishing as well. Thus, we conclude that the condition (9.104) is indeed fulfilled.

We can now freely use the formula (9.107) to find

$$
\left.M_{W^{ \pm}}^{2}\right|_{\ell}=\left.\left(\begin{array}{cc}
g^{2} & 0  \tag{11.53}\\
0 & g^{2}
\end{array}\right) \mu_{W^{ \pm}}^{2}\right|_{\ell}
$$

where $\left.\mu_{W^{ \pm}}^{2}\right|_{\ell}$ can be expressed, e.g., as

$$
\begin{align*}
&\left.\mu_{W^{ \pm}}^{2}\right|_{\ell}= \\
&-\mathrm{i} \frac{1}{2} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left[\left(\Sigma_{\Psi_{\nu}, M} \Sigma_{\Psi_{\nu}, M}^{\dagger}\right)-\frac{2}{d} p^{2}\left(\Sigma_{\Psi_{\nu}, M} \Sigma_{\Psi_{\nu}, M}^{\dagger}\right)^{\prime}\right]\left(P_{+}^{\mathrm{T}} D_{\Psi_{e}}\right)\left(P_{+} D_{\Psi_{\nu}}\right)\right. \\
& \quad-\frac{2}{d} p^{2}\left(\Sigma_{\Psi_{\nu}, M} \Sigma_{\Psi_{\nu}, M}^{\dagger}\right)\left[\left(P_{+}^{\mathrm{T}} D_{\Psi_{e}}\right)\left(P_{+} D_{\Psi_{\nu}}\right)^{\prime}-\left(P_{+}^{\mathrm{T}} D_{\Psi_{e}}\right)^{\prime}\left(P_{+} D_{\Psi_{\nu}}\right)\right] \\
&+ {\left[\left(\Sigma_{\Psi_{e}} \Sigma_{\Psi_{e}}^{\dagger}\right)-\frac{2}{d} p^{2}\left(\Sigma_{\Psi_{e}} \Sigma_{\Psi_{e}}^{\dagger}\right)^{\prime}\right]\left(P_{+} D_{\Psi_{\nu}}\right)\left(P_{+}^{\mathrm{T}} D_{\Psi_{e}}\right) } \\
&\left.\quad-\frac{2}{d} p^{2}\left(\Sigma_{\Psi_{e}} \Sigma_{\Psi_{e}}^{\dagger}\right)\left[\left(P_{+} D_{\Psi_{\nu}}\right)\left(P_{+}^{\mathrm{T}} D_{\Psi_{e}}\right)^{\prime}-\left(P_{+} D_{\Psi_{\nu}}\right)^{\prime}\left(P_{+}^{\mathrm{T}} D_{\Psi_{e}}\right)\right]\right\} \tag{11.54a}
\end{align*}
$$

This form of $\left.\mu_{W^{ \pm}}^{2}\right|_{\ell}$ is relatively compact and elegant in the sense that the charged leptons and neutrinos are treated in it symmetrically, on the same footing. However, one can consider the Nambu-Gorkov components (5.121), (5.118b) and (5.130) of $\Sigma_{\Psi_{\nu}, M}, \Sigma_{\Psi_{e}}$ and $D_{\Psi_{\nu}}, D_{\Psi_{e}}$, respectively, and express the $\left.\mu_{W^{ \pm}}^{2}\right|_{\ell}$ in a less compact form as

$$
\left.\begin{array}{rl}
\left.\mu_{W^{ \pm}}^{2}\right|_{\ell}= & \\
-\mathrm{i} \frac{1}{2} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr} & \left\{\left[\left(\Sigma_{\nu D} \Sigma_{\nu D}^{\dagger}+\Sigma_{\nu L} \Sigma_{\nu L}^{\dagger}\right)-\frac{2}{d} p^{2}\left(\Sigma_{\nu D} \Sigma_{\nu D}^{\dagger}+\Sigma_{\nu L} \Sigma_{\nu L}^{\dagger}\right)^{\prime}\right] D_{e L} D_{\nu L}\right. \\
& \quad-\frac{2}{d} p^{2}\left(\Sigma_{\nu D} \Sigma_{\nu D}^{\dagger}+\Sigma_{\nu L} \Sigma_{\nu L}^{\dagger}\right)\left[D_{e L} D_{\nu L}^{\prime}-D_{e L}^{\prime} D_{\nu L}\right] \\
+ & {\left[\left(\Sigma_{\nu D}^{\mathrm{T}} \Sigma_{\nu L}^{\dagger}+M_{\nu R} \Sigma_{\nu D}^{\dagger}\right)-\frac{2}{d} p^{2}\left(\Sigma_{\nu D}^{\mathrm{T}} \Sigma_{\nu L}^{\dagger}+M_{\nu R} \Sigma_{\nu D}^{\dagger}\right)^{\prime}\right] D_{e L} D_{\nu M}} \\
& \quad-\frac{2}{d} p^{2}\left(\Sigma_{\nu D}^{\mathrm{T}} \Sigma_{\nu L}^{\dagger}+M_{\nu R} \Sigma_{\nu D}^{\dagger}\right)\left[D_{e L} D_{\nu M}^{\prime}-D_{e L}^{\prime} D_{\nu M}\right]
\end{array}\right\}
$$

This latter form of $\left.\mu_{W^{ \pm}}^{2}\right|_{\ell}$ can be used for a crosscheck, since one can see from it more clearly that in the case of Dirac neutrinos ( $\Sigma_{\nu L}=M_{\nu R}=0$, implying also $D_{\nu M}=0$ ) the lepton contribution $\left.\mu_{W^{ \pm}}^{2}\right|_{\ell}$ would be formally the same as the analogous quark contribution $\left.\mu_{W^{ \pm}}^{2}\right|_{q}$, expressed by (11.30).

### 11.3.2 Masses of $Z$ and $\gamma$

Again, as before with the quarks, the generators $T_{\Psi_{\ell}, 3}, T_{\Psi_{\ell}, 4}$, (4.112), are block-diagonal in the two-dimensional electroweak space. Thus, since the self-energy $\boldsymbol{\Sigma}_{\Psi_{\ell}}$, (5.119), is also block diagonal, so is for $a=3,4$ also the vertex $\Gamma_{\Psi_{\ell, a}}^{\mu}\left(p^{\prime}, p\right)$, (11.45):

$$
\Gamma_{\Psi_{\ell}, a}^{\mu}\left(p^{\prime}, p\right) \equiv\left(\begin{array}{cc}
\Gamma_{\Psi_{\nu, a}}^{\mu}\left(p^{\prime}, p\right) & 0  \tag{11.55}\\
0 & \Gamma_{\Psi_{e}, a}^{\mu}\left(p^{\prime}, p\right)
\end{array}\right) .
$$

Consequently the contributions from the neutrinos and charged leptons to the polarization tensor decouple and we can write

$$
\begin{equation*}
\left.\Pi_{Z \gamma, a b}^{\mu \nu}\left(q^{2}\right)\right|_{\ell}=\left.\sum_{f=\nu, e} \Pi_{Z \gamma, a b}^{\mu \nu}\left(q^{2}\right)\right|_{f}, \tag{11.56}
\end{equation*}
$$

where each contribution $\left.\Pi_{Z \gamma, a b}^{\mu \nu}\left(q^{2}\right)\right|_{f}$ is given by $(a, b=3,4)$

$$
\begin{equation*}
\left.\mathrm{i} \Pi_{Z \gamma, a b}^{\mu \nu}(q)\right|_{f}=-\frac{1}{2} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\Gamma_{\Psi_{f}, a}^{\mu}(p+q, p) G_{\Psi_{f}}(p) \gamma^{\nu} T_{\Psi_{f}, b} G_{\Psi_{f}}(p+q)\right\} \tag{11.57}
\end{equation*}
$$

The vertex $\Gamma_{\Psi_{f}, a}^{\mu}(p+q, p)$ is of the same form as (11.45) satisfying the WT identity so that $\left.\Pi_{Z \gamma, a b}^{\mu \nu}(q)\right|_{f}$ is transversal.

In contrast to the quarks where we calculated the contributions from the up-type and the down-type quarks at the same time, now this is not convenient due to substantial differences between the two types of leptons. We will therefore calculate the contributions from the charged leptons and neutrinos separately.

## Contribution of charged leptons

We start with the charged leptons, as they are substantially easier than the neutrinos. Since the number of the left-handed and the right-handed charged leptons is the same (i.e., $n$ ) and since the Majorana components of the charged leptons' propagators vanish, the Dirac basis (4.116),

$$
\begin{equation*}
e=e_{L}+e_{R} \tag{11.58}
\end{equation*}
$$

makes sense. The expression (11.57) for the polarization tensor $\left.\Pi_{Z \gamma, a b}^{\mu \nu}(q)\right|_{e}$ can be therefore rewritten from the basis $\Psi_{e}$ into the basis $e$ (using the results from appendix D, section D.4) as

$$
\begin{equation*}
\left.\mathrm{i} \Pi_{Z \gamma, a b}^{\mu \nu}(q)\right|_{e}=-\int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\Gamma_{e, a}^{\mu}(p+q, p) G_{e}(p) \gamma^{\nu} T_{e, b} G_{e}(p+q)\right\} \tag{11.59}
\end{equation*}
$$

where $a, b=3,4$. The point is that now we are in the same situation as before with quarks, since the basis $e$ corresponds to the quark bases $u$ and $d$. Therefore we can use the results from Sec. 11.2 about quarks. We obtain the charged lepton contribution $\left.M_{Z \gamma}^{2}\right|_{e}$ to the $Z$ and $\gamma$ mass matrix as

$$
\left.M_{Z \gamma}^{2}\right|_{e}=\left.\left(\begin{array}{cc}
g^{2} & -g g^{\prime}  \tag{11.60}\\
-g g^{\prime} & g^{\prime 2}
\end{array}\right) \mu_{Z \gamma}^{2}\right|_{e}
$$

where

$$
\begin{equation*}
\left.\mu_{Z \gamma}^{2}\right|_{e}=-\frac{1}{2} \mathrm{i} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left[\left(\Sigma_{e} \Sigma_{e}^{\dagger}\right)-\frac{2}{d} p^{2}\left(\Sigma_{e} \Sigma_{e}^{\dagger}\right)^{\prime}\right] D_{e L}^{2}\right\} . \tag{11.61}
\end{equation*}
$$

Of course, this is (up to the missing factor of $N_{c}$ ) the same as the quark expression (11.35).

## Contribution of neutrinos

Let us continue with the neutrinos. Since this time the relevant generators $T_{\Psi_{\nu}, 3}, T_{\Psi_{\nu, 4}}$ do not commute with the self-energy $\Sigma_{\Psi_{\nu}}$, we cannot make use of the results from Sec. 10.1.2, In particular, we have to first of all check to condition (9.104). The quantity $A_{a b}$ now reads

$$
\begin{align*}
A_{a b}=\operatorname{Tr}\{ & T_{\Psi_{\nu}, a} \boldsymbol{\Sigma}_{\Psi_{\nu}}^{\dagger} \boldsymbol{D}_{\Psi_{\nu}}^{\prime} \bar{T}_{\Psi_{\nu}, b} \boldsymbol{\Sigma}_{\Psi_{\nu}} \boldsymbol{D}_{\Psi_{\nu}}^{\mathrm{c}}-T_{\Psi_{\nu}, a} \boldsymbol{\Sigma}_{\Psi_{\nu}}^{\dagger} \boldsymbol{D}_{\Psi_{\nu}} \bar{T}_{\Psi_{\nu}, b} \boldsymbol{\Sigma}_{\Psi_{\nu}} \boldsymbol{D}_{\Psi_{\nu}}^{c} \\
& \left.+\bar{T}_{\Psi_{\nu}, a} \boldsymbol{D}_{\Psi_{\nu}} \boldsymbol{\Sigma}_{\Psi_{\nu}} T_{\Psi_{\nu}, b} \boldsymbol{D}_{\Psi_{\nu}}^{\mathrm{c}} \boldsymbol{\Sigma}_{\Psi_{\nu}}^{\dagger}-\bar{T}_{\Psi_{\nu}, a} \boldsymbol{D}_{\Psi_{\nu}}^{\prime} \boldsymbol{\Sigma}_{\Psi_{\nu}} T_{\Psi_{\nu}, b} \boldsymbol{D}_{\Psi_{\nu}}^{\mathrm{c}} \boldsymbol{\Sigma}_{\Psi_{\nu}}^{\dagger}\right\} . \tag{11.62}
\end{align*}
$$

Notice that the generators $T_{\Psi_{\nu}, 3}, T_{\Psi_{\nu, 4}}$ have the form (cf. (4.113))

$$
\begin{equation*}
T_{\Psi_{\nu, a}}=\tau_{\Psi_{\nu, a}} \gamma_{5} P_{+\nu} \tag{11.63}
\end{equation*}
$$

where

$$
\begin{align*}
\tau_{\Psi_{\nu}, 3} & \equiv-g \frac{1}{2}  \tag{11.64a}\\
\tau_{\Psi_{\nu}, 4} & \equiv g^{\prime} \frac{1}{2} \tag{11.64b}
\end{align*}
$$

and $P_{+\nu}$ is given by (4.105b). The quantity $A_{a b}$, (11.62), can be therefore rewritten as

$$
\begin{align*}
A_{a b}=-\tau_{\Psi_{\nu}, a} \tau_{\Psi_{\nu}, b} \operatorname{Tr} & \left\{P_{+\nu} \boldsymbol{\Sigma}_{\Psi_{\nu}}^{\dagger} \boldsymbol{D}_{\Psi_{\nu}}^{\prime} P_{+\nu} \boldsymbol{\Sigma}_{\Psi_{\nu}} \boldsymbol{D}_{\Psi_{\nu}}^{\mathrm{c}}-P_{+\nu} \boldsymbol{\Sigma}_{\Psi_{\nu}}^{\dagger} \boldsymbol{D}_{\Psi_{\nu}} P_{+\nu} \boldsymbol{\Sigma}_{\Psi_{\nu}} \boldsymbol{D}_{\Psi_{\nu}}^{c}\right. \\
& \left.+P_{+\nu} \boldsymbol{D}_{\Psi_{\nu}} \boldsymbol{\Sigma}_{\Psi_{\nu}} P_{+\nu} \boldsymbol{D}_{\Psi_{\nu}}^{c \prime} \boldsymbol{\Sigma}_{\Psi_{\nu}}^{\dagger}-P_{+\nu} \boldsymbol{D}_{\Psi_{\nu}}^{\prime} \boldsymbol{\Sigma}_{\Psi_{\nu}} P_{+\nu} \boldsymbol{D}_{\Psi_{\nu}}^{\mathrm{c}} \boldsymbol{\Sigma}_{\Psi_{\nu}}^{\dagger}\right\} \tag{11.65}
\end{align*}
$$

Now it turns that the following identities hold:

$$
\begin{align*}
& \operatorname{Tr}\left\{P_{+\nu} \boldsymbol{\Sigma}_{\Psi_{\nu}}^{\dagger} \boldsymbol{D}_{\Psi_{\nu}}^{\prime} P_{+\nu} \boldsymbol{\Sigma}_{\Psi_{\nu}} \boldsymbol{D}_{\Psi_{\nu}}^{\mathrm{c}}\right\}=\operatorname{Tr}\left\{P_{+\nu} \boldsymbol{\Sigma}_{\Psi_{\nu}}^{\dagger} \boldsymbol{D}_{\Psi_{\nu}} P_{+\nu} \boldsymbol{\Sigma}_{\Psi_{\nu}} \boldsymbol{D}_{\Psi_{\nu}}^{\mathrm{c}}\right\}  \tag{11.66a}\\
& \operatorname{Tr}\left\{P_{+\nu} \boldsymbol{D}_{\Psi_{\nu}} \boldsymbol{\Sigma}_{\Psi_{\nu}} P_{+\nu} \boldsymbol{D}_{\Psi_{\nu}}^{\mathrm{c}} \boldsymbol{\Sigma}_{\Psi_{\nu}}^{\dagger}\right\}=\operatorname{Tr}\left\{P_{+\nu} \boldsymbol{D}_{\Psi_{\nu}}^{\prime} \boldsymbol{\Sigma}_{\Psi_{\nu}} P_{+\nu} \boldsymbol{D}_{\Psi_{\nu}}^{\mathrm{c}} \boldsymbol{\Sigma}_{\Psi_{\nu}}^{\dagger}\right\} \tag{11.66b}
\end{align*}
$$

Each of these identities can be proven, apart from using the cyclicity of the trace, by inserting $1=\gamma_{0} \gamma_{0}$ and using the relations like $\boldsymbol{\Sigma}_{\Psi_{\nu}}^{\dagger}=\gamma_{0} \boldsymbol{\Sigma}_{\Psi_{\nu}} \gamma_{0}$ and $\boldsymbol{D}_{\Psi_{\nu}}=\gamma_{0} \boldsymbol{D}_{\Psi_{\nu}}^{\mathrm{c}} \gamma_{0}$, stemming from the Hermiticity condition (5.89) for the self-energy $\boldsymbol{\Sigma}_{\Psi_{\nu}}$. Thus, the first and third term in (11.65) cancel with the second and fourth term, respectively, so that $A_{a b}$ vanishes and the condition (9.104) is indeed satisfied.

Hence we can use the formula (9.107) for the gauge boson mass matrix. The explicit calculation reveals the neutrino contribution to the $M_{Z \gamma}^{2}$ mass matrix to be of the form

$$
\left.M_{Z \gamma}^{2}\right|_{\nu}=\left.\left(\begin{array}{cc}
g^{2} & -g g^{\prime}  \tag{11.67}\\
-g g^{\prime} & g^{\prime 2}
\end{array}\right) \mu_{Z \gamma}^{2}\right|_{\nu}
$$

where $\left.\mu_{Z \gamma}^{2}\right|_{\nu}$ can be, likewise in the case of $\mu_{W^{ \pm}}^{2} \mid \ell$, (11.54), expressed in two ways. The more
compact form of $\left.\mu_{Z \gamma}^{2}\right|_{\nu}$ reads

$$
\begin{align*}
&\left.\mu_{Z \gamma}^{2}\right|_{\nu}=-\mathrm{i} \frac{1}{2} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr}\left\{\left[\left(\Sigma_{\Psi_{\nu}, M} \Sigma_{\Psi_{\nu}, M}^{\dagger}\right)-\frac{2}{d} p^{2}\left(\Sigma_{\Psi_{\nu}, M} \Sigma_{\Psi_{\nu}, M}^{\dagger}\right)^{\prime}\right]\left(P_{+\nu} D_{\Psi_{\nu}}\right)\left(P_{+\nu} D_{\Psi_{\nu}}\right)\right. \\
&-\frac{2}{d} p^{2}\left(\Sigma_{\Psi_{\nu}, M} \Sigma_{\Psi_{\nu}, M}^{\dagger}\right)\left[\left(P_{+\nu} D_{\Psi_{\nu}}\right)\left(P_{+\nu} D_{\Psi_{\nu}}\right)^{\prime}-\left(P_{+\nu} D_{\Psi_{\nu}}\right)^{\prime}\left(P_{+\nu} D_{\Psi_{\nu}}\right)\right] \\
&+ {\left.\left[\left(\Sigma_{\Psi_{\nu}, M} P_{+\nu} \Sigma_{\Psi_{\nu}, M}^{\dagger}\right)-\frac{2}{d} p^{2}\left(\Sigma_{\Psi_{\nu}, M} P_{+\nu} \Sigma_{\Psi_{\nu}, M}^{\dagger}\right)^{\prime}\right] D_{\Psi_{\nu}} P_{+\nu} D_{\Psi_{\nu}}\right\}, } \tag{11.68a}
\end{align*}
$$

while the less elegant form is

$$
\begin{align*}
\left.\mu_{Z \gamma}^{2}\right|_{\nu}=-\mathrm{i} \frac{1}{2} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \operatorname{Tr} & \left\{\left[\left(\Sigma_{\nu D} \Sigma_{\nu D}^{\dagger}+\Sigma_{\nu L} \Sigma_{\nu L}^{\dagger}\right)-\frac{2}{d} p^{2}\left(\Sigma_{\nu D} \Sigma_{\nu D}^{\dagger}+\Sigma_{\nu L} \Sigma_{\nu L}^{\dagger}\right)^{\prime}\right] D_{\nu L}^{2}\right. \\
& -\frac{2}{d} p^{2}\left(\Sigma_{\nu D} \Sigma_{\nu D}^{\dagger}+\Sigma_{\nu L} \Sigma_{\nu L}^{\dagger}\right)\left[D_{\nu L} D_{\nu L}^{\prime}-D_{\nu L}^{\prime} D_{\nu L}\right] \\
& +\left[\left(\Sigma_{\nu D}^{\mathrm{T}} \Sigma_{\nu L}^{\dagger}+M_{\nu R} \Sigma_{\nu D}^{\dagger}\right)-\frac{2}{d} p^{2}\left(\Sigma_{\nu D}^{\mathrm{T}} \Sigma_{\nu L}^{\dagger}+M_{\nu R} \Sigma_{\nu D}^{\dagger}\right)^{\prime}\right] D_{\nu L} D_{\nu M} \\
& -\frac{2}{d} p^{2}\left(\Sigma_{\nu D}^{\mathrm{T}} \Sigma_{\nu L}^{\dagger}+M_{\nu R} \Sigma_{\nu D}^{\dagger}\right)\left[D_{\nu L} D_{\nu M}^{\prime}-D_{\nu L}^{\prime} D_{\nu M}\right] \\
& +\left[\left(\Sigma_{\nu L} \Sigma_{\nu L}^{\dagger}\right)-\frac{2}{d} p^{2}\left(\Sigma_{\nu L} \Sigma_{\nu L}^{\dagger}\right)^{\prime}\right] D_{\nu L}^{2} \\
& +\left[\left(\Sigma_{\nu D}^{\mathrm{T}} \Sigma_{\nu D}^{*}\right)-\frac{2}{d} p^{2}\left(\Sigma_{\nu D}^{\mathrm{T}} \Sigma_{\nu D}^{*}\right)^{\prime}\right] D_{\nu M}^{\dagger} D_{\nu M} \\
& \left.+\left(\left[\left(\Sigma_{\nu D}^{\mathrm{T}} \Sigma_{\nu L}^{\dagger}\right)-\frac{2}{d} p^{2}\left(\Sigma_{\nu D}^{\mathrm{T}} \Sigma_{\nu L}^{\dagger}\right)^{\prime}\right] D_{\nu L} D_{\nu M}+\text { h.c. }\right)\right\} . \tag{11.68b}
\end{align*}
$$

Again, the latter form allows for a crosscheck as one sees more clearly that in the case of Dirac neutrinos $\left(\Sigma_{\nu L}=M_{\nu R}=0\right.$ and $\left.D_{\nu M}=0\right)$ this expression for $\left.\mu_{Z \gamma}^{2}\right|_{\nu}$ would be the same as the analogous expressions $\left.\mu_{Z \gamma}^{2}\right|_{f}$ for $f=u, d, e$, Eqs. (11.35) and (11.61).

### 11.4 Summary

We have calculated the gauge boson mass matrix $M^{2}$ in the basis $A_{a}^{\mu}, a=1,2,3,4$, using the results from chapter 9 and partially also from chapter 10. We found it to be exactly of the expected form

$$
M^{2}=\left(\begin{array}{cc}
M_{W^{ \pm}}^{2} & 0  \tag{11.69}\\
0 & M_{Z \gamma}^{2}
\end{array}\right)
$$

with

$$
\begin{align*}
M_{Z \gamma}^{2} & =\left(\begin{array}{cc}
g^{2} & -g g^{\prime} \\
-g g^{\prime} & g^{\prime 2}
\end{array}\right) \mu_{Z \gamma}^{2},  \tag{11.70}\\
M_{W^{ \pm}}^{2} & =\left(\begin{array}{cc}
g^{2} & 0 \\
0 & g^{2}
\end{array}\right) \mu_{W^{ \pm}}^{2}, \tag{11.71}
\end{align*}
$$

cf. (11.7) and (11.17), (11.21).
The factor $\mu_{Z \gamma}^{2}$ was found to be a sum of separate contributions of the up-type and downtype quarks, neutrinos and charged leptons

$$
\begin{equation*}
\mu_{Z \gamma}^{2}=\left.\mu_{Z \gamma}^{2}\right|_{u}+\left.\mu_{Z \gamma}^{2}\right|_{d}+\left.\mu_{Z \gamma}^{2}\right|_{\nu}+\left.\mu_{Z \gamma}^{2}\right|_{e} \tag{11.72}
\end{equation*}
$$

where the particular contributions $\left.\mu_{Z \gamma}^{2}\right|_{u},\left.\mu_{Z \gamma}^{2}\right|_{d}$ and $\left.\mu_{Z \gamma}^{2}\right|_{\nu},\left.\mu_{Z \gamma}^{2}\right|_{e}$ are given by (11.35) and (11.68), (11.61), respectively, while $\mu_{W^{ \pm}}^{2}$ is a sum of separate contributions from the quark and lepton doublets:

$$
\begin{equation*}
\mu_{W^{ \pm}}^{2}=\left.\mu_{W^{ \pm}}^{2}\right|_{q}+\left.\mu_{W^{ \pm}}^{2}\right|_{\ell} \tag{11.73}
\end{equation*}
$$

where $\left.\mu_{W^{ \pm}}^{2}\right|_{q},\left.\mu_{W^{ \pm}}^{2}\right|_{\ell}$ are given by (11.30), (11.54), respectively.
The mass spectrum is now given by

$$
\begin{align*}
M_{\gamma}^{2} & =0  \tag{11.74a}\\
M_{Z}^{2} & =\left(g^{2}+g^{\prime 2}\right) \mu_{Z \gamma}^{2},  \tag{11.74b}\\
M_{W}^{2} & =g^{2} \mu_{W^{ \pm}}^{2}, \tag{11.74c}
\end{align*}
$$

i.e., it contains the massless photon, the massive $Z$ boson with mass squared $M_{Z}^{2}$ and the two massive $W^{+}$and $W^{-}$bosons with the same mass squared $M_{W}^{2}$.

Let us finally comment on the $\rho$-parameter, defined in (6.25) and rewritable using (11.74) as

$$
\begin{equation*}
\rho \equiv \frac{\mu_{W^{ \pm}}^{2}}{\mu_{Z \gamma}^{2}} . \tag{11.75}
\end{equation*}
$$

Recall that experimentally $\rho$ is close to 1 , which corresponds to approximate custodial symmetry. Since in our case the gauge boson masses $M_{W}^{2}, M_{Z}^{2}$ depend on unknown ${ }^{11}$ details of the momentum-dependencies of the fermion self-energies, we cannot address directly the issue of the value of the $\rho$-parameter. Nevertheless, we can at least crosscheck our results by verifying whether in the case of exact custodial symmetry they yield $\rho=1$. In the quark sector the custodial symmetry corresponds simply to $\Sigma_{u}=\Sigma_{d}$, while in the lepton sector it corresponds to $\Sigma_{\nu D}=\Sigma_{e}$ and $\Sigma_{\nu L}=M_{\nu R}=0$ (provided $n=m$, i.e., the number of fermion generations and the number of right-handed neutrinos are the same) 2 Under these assumptions we have $\left.\mu_{Z \gamma}^{2}\right|_{u}=\left.\mu_{Z \gamma}^{2}\right|_{d}=\left.2 \mu_{W^{ \pm}}^{2}\right|_{q}$ and $\left.\mu_{Z \gamma}^{2}\right|_{\nu}=\left.\mu_{Z \gamma}^{2}\right|_{e}=\left.2 \mu_{W^{ \pm}}^{2}\right|_{\ell}$, so that $\mu_{Z \gamma}^{2}=\mu_{W^{ \pm}}^{2}$ and the $\rho$-parameter (11.75) is consequently indeed equal to 1 .

[^47]
## Chapter 12

## Conclusions

Nominally the main topic of the thesis was to explore the possibility of breaking a symmetry by strong Yukawa dynamic. First in part I we introduced the raw idea on an example of the Abelian toy model and eventually in part [I] we applied it on a realistic model of electroweak interactions. Let us now recapitulate shortly our results and make a brief comparison with the main competing models: the SM (and generally all MCS) and the ETC models.

The main dynamical assumption of the presented model (or mechanism) is that the presumably strong Yukawa interactions, linking together the fermions and scalars, give rise to the fermion and scalar propagators that break spontaneously the symmetry in question. One should in particular note that the fermion masses are generated directly in the course of SSB, not as a mere consequence. The fact that the fermion mass generation is in this way intimately connected with SSB can be thus viewed as an appealing feature of the presented model. This is to be contrasted with the situation in MCS, where the SSB is a matter of only the scalar sector alone and the fermion masses may or may not be subsequently generated, depending on whether they have the Yukawa couplings with the condensing scalars. In this respect the presented model is closer to ETC models, where the presence of fermions is also vital for the SSB to happen, although the very mechanism is different.

One of the drawbacks of MCS is certainly the number of free parameters: There are (depending on the number of scalars) at least as many theoretically arbitrary Yukawa coupling constants as fermions, intended to obtain mass. The presented model obviously suffers from this problem too. Even though the Yukawa coupling constants are comfortable in the sense that they explicitly break the chiral and flavor symmetries, their large number suggests that there should exist a more fundamental underlying theory capable of predicting them. In this respect the SM as well as the presented model should be viewed as effective theories valid only up to some scale.

On top of just formulating the model in terms of its particle content, introducing suitable formalism and writing down the equations of motion we also performed its numerical analysis. However, we did not pretend to make any phenomenological predictions but rather aimed merely to demonstrate viability of the proposed mechanism of SSB and eventually to find some of its generic features. This allowed us to make substantial simplifications of the relevant equations: We considered only a subset of the whole possible particle spectrum and looked only for the symmetry-breaking parts of the propagators, while neglecting the symmetry-preserving ones. Moreover, the very fact that the SSB is assumed to be triggered primarily by the scalar and fermion two-point functions, as opposed to the scalar one-point functions in MCS, allowed us to make for the sake of simplicity further approximations: We neglected the scalar self-couplings, needed in MCS but dispensable in the presented model, and also we directly assumed that the scalars do not develop VEVs. These assumptions were operationally manifested by the absence
of tadpole (i.e., constant) terms in the SD equations for the propagators of both the scalars and fermions. However, it should be also said honestly that without neglecting the tadpole terms we actually did not manage to find solutions of the SD equations.

The numerical analysis, done under the above assumptions, revealed that the SSB indeed does happen, provided that the Yukawa coupling constants are large enough (larger than certain critical values) so that the dynamics is strong and hence in non-perturbative régime, as anticipated.

One of the particular numerical findings was that the large fermion hierarchy can be accommodated while keeping the Yukawa coupling constants to be of the same order of magnitude (although for the price of certain fine-tuning of their precise values). This rather appealing feature is to be compared with the situation in the MCS (and in particular in the SM): As the fermions masses differ by as much as six orders of magnitude (leaving aside the neutrinos), so do inevitably also the Yukawa coupling constants, which is for dimensionless numbers considered unnatural. Clearly, the point is that while in the MCS the fermions masses depend linearly on the Yukawa coupling constants, in the presented model this dependence is due to its non-perturbative character non-linear.

Another finding was that the scalars generally tend to be heavier than the fermions by orders of magnitude. Namely, we found that they are at least hundred times heavier, but it is conceivable that upon carrying out the numerical analysis with less over-simplifying assumptions they could be even heavier. This is actually reassuring for several reasons. First, the scalars in fact need to be heavy already from phenomenological reasons: in order to be compatible with the suppression of FCNC and in order to be (possibly) able to render the $\rho$-parameter to be close to one. Second reason is rather theoretical: Since in the presented model the scalar masses are not proportional to the scalar self-couplings (and their VEVs), there are no upper limits on their sizes and therefore we do not have to deal with the usual hierarchy problem notorious in the MCS (without SUSY). The large scalar masses can be thus interpreted as indeed being proportional to the theory's cut-off and accordingly the presented model is to be understood as an effective theory valid only up to the scale of the scalar masses.

Obviously, many questions remain unsolved. They are mostly connected with the unknown particle spectrum of the theory. Since the theory is strongly interacting, appearance of bound states must be expected. They are, however, difficult to predict, with the only exception of the "would-be" NG bosons (or, equivalently, the longitudinal polarization states of the $W^{ \pm}$ and $Z$ bosons), whose presence is guaranteed by the existence NG theorem. On top of these, it would be in particular worth knowing whether there exists also an excitation, mimicking the SM Higgs boson and unitarizing the scattering amplitudes. Due to strong and accordingly non-perturbative nature of the dynamics these questions are difficult to answer and the only way to tackle them would be probably to resort to some kind of lattice simulations.

Despite the thesis name, the specific model with strong Yukawa dynamics, developed in parts I and II, is by no means its only subject. Equally, if not more important achievements are two model-independent issues, discussed in the following two parts.

In part III] we considered the fermion flavor mixing in the situation when instead of constant, momentum-independent fermion mass matrices, occurring in particular in MCS, one has at disposal rather their momentum-dependent generalization, the self-energies. The main motivation for dealing with this issue was of course the above discussed model of strong Yukawa dynamics, where the fermion self-energies serve as agents of the SSB. However, such situation is typical also for other models with dynamical symmetry breaking, like, e.g., the currently developed model [51, 52, 53] of strong gauge flavor dynamics, or, at least in principle, the "more mainstream" ETC models.

Specifically, we considered the case of quarks and investigated how the quark self-energies affect the flavor mixing in interactions of the charged, neutral and electromagnetic currents. Our approach was to calculate first in the leading order in the gauge coupling constants the corresponding amplitudes (i.e., the decays of gauge bosons into the fermion-antifermion pairs) by means of the LSZ reduction formula. In order to make a link with the usual notions like the "CKM matrix" or the "mass-eigenstate basis", we constructed an effective Lagrangian, corresponding to the calculated amplitudes. We found that the effective CKM matrix defined this way is in general not unitary and that the FCNC, as well as the flavor-changing electromagnetic transitions, can be present already in the leading order in the gauge coupling constants. All these findings are related to the fact that the notion of a mass-eigenstate basis is in this situation merely an effective one and that it cannot be obtained from the weak interaction eigenstate basis by a unitary transformation. It should be, however, stressed that all these peculiarities depend crucially on the details of the quark self-energies momentum dependencies, which have been considered to be virtually arbitrary. In particular, in the special case of constant self-energies (or, equivalently, the mass matrices) the results of our analysis naturally reduce to those familiar ones from the SM (and generally MCS).

In part IV we occupied ourselves with the other model-independent issue, which was the precise mechanism of generation of the gauge boson masses in models like the presented one of the strong Yukawa dynamics. That is to say, we considered a rather general situation when a gauge symmetry is broken down to some of its subgroups by formation of self-energies of the fermions, which are coupled to it. What is important is that the very mechanism of the fermion self-energies generation is not essential, so that the analysis and the outcomes of part [V] are applicable on a wider class of theories, including also the mentioned model of gauge flavor dynamics and the ETC models.

The general strategy was to calculate the gauge boson polarization tensor in one loop, with one insertion of the bare vertex and the other of the full vertex, satisfying the WT identity. This is actually nothing else than what was already done in the "classical" references [97, 98], just this time more systematically and under more general assumptions. What was new was the construction of the full vertex, especially of its part that cannot be uniquely determined from the WT identity. Namely, we introduced the new term proportional to the transversal quantity $q^{\mu}\left[q, q^{\prime}\right]-q^{2}\left[\gamma^{\mu}, q^{\prime}\right]$ (where $q$ is the momentum carried by the gauge boson), which has not been considered in the literature yet. We showed that this term is necessary in order to arrive at a symmetric gauge boson mass matrix. Taking it into account we also found some minor correction to the Pagels-Stokar formula.

Having said that the new term in the vertex is necessary for the gauge boson mass matrix to be symmetric, it must be also added that it is not sufficient. Depending on the details of the theory in question (namely on its gauge group and its fermion representations) it may still happen that the gauge boson mass matrix comes out non-symmetric. The point is that within our approach there is actually no known way how to cure this situation. Although in the theories of interest (i.e., in Abelian theories and in the electroweak theory) the gauge boson mass matrices still "miraculously" come out symmetric, in general they do not, which obviously questions our approach (and correspondingly also the approach of Refs. 97, 98]). Investigation of these shortcomings and seeking for their resolution is subject to further research.

## Appendix A

## Fermion charge conjugation

As the main text deals with Majorana fermions, it relies heavily on the notion of charge conjugation. Thus, in order to make the text reasonably self-contained, we review some facts about it. They will be used mostly in appendix $\square$ when quantizing Majorana field and in appendix $D$ when introducing the Nambu-Gorkov formalism for fermions.

## A. 1 Properties of the charge conjugation

Let $\psi$ be a solution of the classical Dirac equation

$$
\begin{equation*}
(\mathrm{i} \not \partial-m) \psi=0 . \tag{A.1}
\end{equation*}
$$

If we demand the charge conjugated field $\psi^{\mathrm{c}}$,

$$
\begin{equation*}
\psi^{\mathrm{c}} \equiv C \bar{\psi}^{\mathrm{T}} \tag{A.2}
\end{equation*}
$$

to be also a solution, then the matrix $C$ must satisfy the relation

$$
\begin{equation*}
C^{-1} \gamma_{\mu} C=-\gamma_{\mu}^{\mathrm{T}} . \tag{A.3}
\end{equation*}
$$

Taking into account this equation together with the properties of gamma matrices under Hermitian conjugation (provided $g_{\mu \nu}$ is given by (11))

$$
\begin{equation*}
\gamma_{\mu}^{\dagger}=\gamma_{0} \gamma_{\mu} \gamma_{0} \tag{A.4}
\end{equation*}
$$

we arrive at two independent relations for $C$ :

$$
\begin{align*}
\gamma_{\mu} & =\left(C C^{\dagger}\right) \gamma_{\mu}\left(C C^{\dagger}\right)^{-1}  \tag{A.5a}\\
\gamma_{\mu} & =\left(C C^{*}\right) \gamma_{\mu}\left(C C^{*}\right)^{-1} \tag{A.5b}
\end{align*}
$$

They are evidently satisfied if

$$
\begin{align*}
C C^{\dagger} & =a \mathbb{1}  \tag{A.6a}\\
C C^{*} & =b \mathbb{1} \tag{A.6b}
\end{align*}
$$

for some (non-zero) complex constants $a, b$. These are arbitrary at this moment, yet they can be fixed by imposing another conditions that the operation of charge conjugation should fulfil.

The first condition we can impose is the natural requirement that double charge conjugation is an identity:

$$
\begin{equation*}
\left(\psi^{\mathrm{c}}\right)^{\mathrm{c}}=\psi . \tag{A.7}
\end{equation*}
$$

By requiring this we can easily find that

$$
\begin{equation*}
b=-1 . \tag{A.8}
\end{equation*}
$$

For figuring out the second condition the following observation is crucial: if $\psi$ is a solution of the Dirac equation with positive (negative) energy, then $\psi^{\mathrm{c}}$ is a solution with negative (positive) energy:

$$
\begin{align*}
& (\not p-m) \psi=0 \quad \Longleftrightarrow \quad(\not p+m) \psi^{c}=0,  \tag{A.9a}\\
& (\not p+m) \psi=0 \quad \Longleftrightarrow \quad(\not p-m) \psi^{c}=0 . \tag{A.9b}
\end{align*}
$$

This suggests that we could identify $u^{\mathrm{c}}(p)$ with $v(p)$ (and vice versa). Another observation, although without an impact on the determination of $a$, is that charge conjugation does not change the spin of the particle, i.e.,

$$
\begin{align*}
& (\gamma \phi) \psi=+\psi \quad \Longleftrightarrow \quad(\gamma \phi) \psi^{\mathrm{c}}=+\psi^{\mathrm{c}},  \tag{A.10a}\\
& (\gamma \phi) \psi=-\psi \quad \Longleftrightarrow \quad(\gamma \phi) \psi^{\mathrm{c}}=-\psi^{\mathrm{c}}, \tag{A.10b}
\end{align*}
$$

where $s$ is the space-like spin four-vector, orthogonal to $p$. To conclude, we see that the charge conjugation interchanges the particle with its antiparticle, but it protect its spin state. Hence we see that $u^{\mathrm{c}}(p, s)$ is proportional to $v(p, s)$ (and vice versa) and we are free to normalize the operation of charge conjugation in such a way that

$$
\begin{align*}
u^{c}(p, s) & =v(p, s),  \tag{A.11a}\\
v^{c}(p, s) & =u(p, s), \tag{A.11b}
\end{align*}
$$

assuming that $u(p, s)$ and $v(p, s)$ are properly normalized according to

$$
\begin{align*}
\bar{u}(p, s) u(p, s) & =2 m  \tag{A.12a}\\
\bar{v}(p, s) v(p, s) & =-2 m . \tag{A.12b}
\end{align*}
$$

Then the constant $a$ can be fixed as

$$
\begin{equation*}
a=1 \tag{A.13}
\end{equation*}
$$

Summarizing our results, we see that matrix $C$ is unitary,

$$
\begin{equation*}
C^{\dagger}=C^{-1}, \tag{A.14}
\end{equation*}
$$

and antisymmetric ,

$$
\begin{equation*}
C^{\mathrm{T}}=-C . \tag{A.15}
\end{equation*}
$$

We conclude that now the matrix $C$ is defined uniquely up to an arbitrary phase factor.
These results are valid in any representation of gamma matrices (provided that the Hermiticity properties of gamma matrices (A.4) hold). Sometimes it may happen, however, that by a suitable phase transformation the matrix $C$ can be made real. Then for its inverse there is a nice relation

$$
\begin{equation*}
C^{-1}=-C . \tag{A.16}
\end{equation*}
$$

Incidentally, this happens in the most widely used representations, i.e., in those of Dirac, Weyl and Majorana.

In derivation of (A.10) we have used the identity

$$
\begin{equation*}
C^{-1} \gamma_{5} C=\gamma_{5}^{\mathrm{T}} \tag{A.17}
\end{equation*}
$$

which follows simply from the basic relation (A.3). From this we see that the commutation properties of $C$ with $\gamma_{5}$ are obviously representation-dependent. For example, in Dirac and Weyl representations we have $\left[C, \gamma_{5}\right]=0$, while in Majorana representation there is $\left\{C, \gamma_{5}\right\}=0$.

In order to justify the above statements about reality of $C$ and about the commutation properties of $C$ with $\gamma_{5}$ in particular representations of gamma matrices we present here the explicit forms of $C$ and $\gamma_{5}$ in the mentioned representations:

$$
\begin{array}{lll}
C=\mathrm{i} \gamma^{2} \gamma^{0}=\left(\begin{array}{cc}
0 & -\mathrm{i} \sigma_{2} \\
-\mathrm{i} \sigma_{2} & 0
\end{array}\right), & \gamma_{5}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), & \text { (Dirac) } \\
C & =\mathrm{i} \gamma^{2} \gamma^{0}=\left(\begin{array}{cc}
-\mathrm{i} \sigma_{2} & 0 \\
0 & \mathrm{i} \sigma_{2}
\end{array}\right), & \gamma_{5}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right),
\end{array} \begin{array}{ll}
\text { (Weyl) } \\
C & =\mathrm{i} \gamma^{0}=\left(\begin{array}{cc}
0 & \mathrm{i} \sigma_{2} \\
\mathrm{i} \sigma_{2} & 0
\end{array}\right), \tag{A.18c}
\end{array}
$$

We see that in all cases $C$ is real and as such it is defined uniquely up to a sign.
Let us consider the eigenstates of the operation of charge conjugation. Since the charge conjugation applied twice is an identity, its eigenvalues should be $\pm 1$. Thus, it should be possible to write an arbitrary bispinor $\psi$ as a linear combination of the two charge conjugation eigenstates corresponding to the eigenvalues $\pm 1$. Indeed, it is the case: Upon defining ${ }^{1}$

$$
\begin{align*}
\psi_{1} & \equiv \frac{1}{\sqrt{2}}\left(\psi^{\mathrm{c}}+\psi\right)  \tag{A.19a}\\
\psi_{2} & \equiv \frac{\mathrm{i}}{\sqrt{2}}\left(\psi^{\mathrm{c}}-\psi\right) \tag{A.19b}
\end{align*}
$$

we can decompose an arbitrary bispinor $\psi$ and its charge conjugate counterpart $\psi^{\mathrm{c}}$ as

$$
\begin{align*}
\psi & =\frac{1}{\sqrt{2}}\left(\psi_{1}+\mathrm{i} \psi_{2}\right)  \tag{A.20a}\\
\psi^{\mathrm{c}} & =\frac{1}{\sqrt{2}}\left(\psi_{1}-\mathrm{i} \psi_{2}\right) \tag{A.20b}
\end{align*}
$$

Clearly the fields $\psi_{1}$ and $\mathrm{i} \psi_{2}$ are the desired charge conjugation eigenstates corresponding to the eigenvalues +1 and -1 , respectively. Moreover, the fields $\psi_{1,2}$ have the important property of being Majorana fields, since they satisfy the Majorana condition

$$
\begin{equation*}
\psi_{1,2}^{\mathrm{c}}=\psi_{1,2} \tag{A.21}
\end{equation*}
$$

More issues about the Majorana fields are discussed in appendices C and Dow let us only remark that since we can consider the Majorana fields $\psi_{1,2}$ as "real" fermion fields, the decomposition (A.20) is a direct analogue of the decomposition of a complex scalar field $\phi$ into its real and imaginary parts, i.e., $\phi=\left(\phi_{1}+\mathrm{i} \phi_{2}\right) / \sqrt{2}$, where both $\phi_{1,2}$ are real fields.

Finally, it is also useful to introduce the following definition: Let $A$ be a matrix in the Dirac space; then we define its charge transpose $A^{\mathrm{c}}$ as

$$
\begin{equation*}
A^{\mathrm{c}} \equiv C A^{\mathrm{T}} C^{-1} \tag{A.22}
\end{equation*}
$$

[^48]where $C$ is the matrix of charge conjugation. It satisfies
\[

$$
\begin{equation*}
(A B)^{\mathrm{c}}=B^{\mathrm{c}} A^{\mathrm{c}} . \tag{A.23}
\end{equation*}
$$

\]

In this formalism the relations (A.3) and (A.17) can be compactly rewritten as

$$
\begin{align*}
\gamma_{\mu}^{\mathrm{c}} & =-\gamma_{\mu},  \tag{A.24a}\\
\gamma_{5}^{\mathrm{c}} & =\gamma_{5} . \tag{A.24b}
\end{align*}
$$

## A. 2 Plane wave solution

The solution of the classical free Dirac equation can be expressed in terms of plane waves as

$$
\begin{equation*}
\psi(x)=\sum_{ \pm s} \int \mathrm{~d}^{3} \boldsymbol{p} N_{p}\left[b(p, s) u(p, s) \mathrm{e}^{-\mathrm{i} p \cdot x}+d^{*}(p, s) v(p, s) \mathrm{e}^{\mathrm{i} p \cdot x}\right], \tag{A.25}
\end{equation*}
$$

where the normalization factor $N_{p}$ is defined as

$$
\begin{equation*}
N_{p} \equiv \frac{1}{(2 \pi)^{3 / 2}\left(2 p_{0}\right)^{1 / 2}} \tag{A.26}
\end{equation*}
$$

and the zeroth component $p_{0}$ of the on-shell four-momentum $p$ is $p_{0}=\sqrt{\boldsymbol{p}^{2}+m^{2}}>0$. The quantities $b(s, p), d(s, p)$ are some undetermined complex numbers with dimension

$$
\begin{equation*}
[b(s, p)]=[d(s, p)]=M^{-3 / 2}, \tag{A.27}
\end{equation*}
$$

where $M$ is an arbitrary mass scale. Using the results above, the charge conjugate solution is then

$$
\begin{align*}
\psi^{\mathrm{c}}(x) & =\sum_{ \pm s} \int \mathrm{~d}^{3} \boldsymbol{p} N_{p}\left[b^{*}(p, s) u^{\mathrm{c}}(p, s) \mathrm{e}^{\mathrm{i} p \cdot x}+d(p, s) v^{\mathrm{c}}(p, s) \mathrm{e}^{-\mathrm{i} p \cdot x}\right]  \tag{A.28a}\\
& =\sum_{ \pm s} \int \mathrm{~d}^{3} \boldsymbol{p} N_{p}\left[d(p, s) u(p, s) \mathrm{e}^{-\mathrm{i} p \cdot x}+b^{*}(p, s) v(p, s) \mathrm{e}^{\mathrm{i} p \cdot x}\right] \tag{A.28b}
\end{align*}
$$

Hence the charge conjugation at classical level consists effectively only of interchanging

$$
\begin{equation*}
b(p, s) \longleftrightarrow d(p, s) \tag{A.29}
\end{equation*}
$$

Let us now see how the operation of charge conjugation is implemented at quantum level. The process of quantization consists of promoting the numerical coefficients $b(p, s), d(p, s)$ to operators, acting on the Fock spac\& ${ }^{2}$ and satisfying certain anticommutation relations. The charge conjugation can now be implemented in terms of the unitary operator $U_{C}$ as

$$
\begin{equation*}
\psi^{\mathrm{c}}=U_{C} \psi U_{C}^{\dagger} \tag{A.30}
\end{equation*}
$$

As a consequence of the requirement $\left(\psi^{\mathrm{c}}\right)^{\mathrm{c}}=\psi$ the operator $U_{C}$ is also an involution, i.e.,

$$
\begin{equation*}
U_{C}^{-1}=U_{C} \tag{A.31}
\end{equation*}
$$

[^49]This property together with the property of being unitary implies that $U_{C}$ is Hermitian. The operator $U_{C}$ commutes with the c-number part ${ }^{3}$ of $\psi$ and acts non-trivially only on the creation and annihilation operators in analogy with (A.29) as

$$
\begin{align*}
U_{C} b(p, s) U_{C}^{\dagger} & =d(p, s),  \tag{A.32a}\\
U_{C} d^{\dagger}(p, s) U_{C}^{\dagger} & =b^{\dagger}(p, s) . \tag{A.32b}
\end{align*}
$$

To be specific, if the solution of the quantized Dirac equation is

$$
\begin{equation*}
\psi(x)=\sum_{ \pm s} \int \mathrm{~d}^{3} \boldsymbol{p} N_{p}\left[b(p, s) u(p, s) \mathrm{e}^{-\mathrm{i} p \cdot x}+d^{\dagger}(p, s) v(p, s) \mathrm{e}^{\mathrm{i} p \cdot x}\right], \tag{A.33}
\end{equation*}
$$

then for it charge conjugate we have

$$
\begin{equation*}
\psi^{\mathrm{c}}(x)=\sum_{ \pm s} \int \mathrm{~d}^{3} \boldsymbol{p} N_{p}\left[d(p, s) u(p, s) \mathrm{e}^{-\mathrm{i} p \cdot x}+b^{\dagger}(p, s) v(p, s) \mathrm{e}^{\mathrm{i} p \cdot x}\right] . \tag{A.34}
\end{equation*}
$$

[^50]
## Appendix B

## Quantization of Dirac field

The aim of this appendix is to review various approaches to the canonical quantization of the Dirac field and to set up the formalism to be used in the subsequent appendix $\square$ when quantizing the Majorana field.

## B. 1 Naïve unconstrained Hamiltonian procedure

The classical textbook approach to quantize the Dirac field uses the language and methods of the (unconstrained) Hamiltonian mechanics. One begins with the classical ${ }^{11}$ Dirac field, defined by the Lagrangian

$$
\begin{equation*}
\mathcal{L}=\bar{\psi} \mathrm{i} \not \partial \psi-m \bar{\psi} \psi, \tag{B.1}
\end{equation*}
$$

with the dynamical variable $\psi$ being a complex four-component quantity. In accordance with the Hamiltonian mechanics, its conjugate momentum $\pi^{\dagger}$ is defined as $\sqrt{2}^{2}$

$$
\begin{equation*}
\pi^{\dagger} \equiv \frac{\partial \mathcal{L}}{\partial \dot{\psi}} \tag{B.2}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\pi^{\dagger}=\mathrm{i} \psi^{\dagger} \tag{B.3}
\end{equation*}
$$

The complex conjugate bispinor $\psi^{\dagger}$ is the other independent dynamical variable, with the associated conjugate momentum $\pi$ defined analogously to $\pi^{\dagger}$ (and being actually the Hermitian conjugate of $\pi^{\dagger}$ ). The space of all $\psi, \psi^{\dagger}, \pi^{\dagger}, \pi$ (as functions of the spatial coordinate $\boldsymbol{x}$ with fixed time coordinate) constitutes the phase space. There is an important notion of the Poisson bracket, which is a bilinear antisymmetric map on the space of all smooth functions (or functionals, since we are dealing with a field, i.e., with a system of infinite number of degrees of freedom) on the phase space. For two such functions $f, g$, it is defined as (the subscript P . stands for "Poisson")

$$
\begin{equation*}
\{f, g\}_{\mathrm{P} .} \equiv\left(\frac{\delta f}{\delta \psi} \frac{\delta g}{\delta \pi^{\dagger}}-\frac{\delta g}{\delta \psi} \frac{\delta f}{\delta \pi^{\dagger}}\right)+\binom{\psi \rightarrow \psi^{\dagger}}{\pi^{\dagger} \rightarrow \pi} \tag{B.4}
\end{equation*}
$$

[^51]The fundamental Poisson brackets are those of the phase space coordinates themselves (understood as the Dirac delta distributions on the phase space) and read

$$
\begin{align*}
\left\{\psi_{a}(t, \boldsymbol{x}), \pi_{b}^{\dagger}(t, \boldsymbol{y})\right\}_{\mathrm{P} .} & =\delta_{a b} \delta^{3}(\boldsymbol{x}-\boldsymbol{y}),  \tag{B.5a}\\
\left\{\psi_{a}(t, \boldsymbol{x}), \psi_{b}(t, \boldsymbol{y})\right\}_{\mathrm{P} .} & =0  \tag{B.5b}\\
\left\{\pi_{a}^{\dagger}(t, \boldsymbol{x}), \pi_{b}^{\dagger}(t, \boldsymbol{y})\right\}_{\mathrm{P} .} & =0, \tag{B.5c}
\end{align*}
$$

and similarly for $\psi^{\dagger}, \pi$. Now the process of canonical quantization consists of two main steps: First, the dynamical variables $\psi, \psi^{\dagger}$ (and consequently also their conjugate momenta $\pi^{\dagger}, \pi$ ) are promoted to be operators on the Hilbert space of states (i.e., on the Fock space). Second, one postulates that they satisfy the equal-time anticommutation relations of the same form as the fundamental Poisson brackets (B.5), up to an additional factor of $i$ on the right-hand sides. Using the explicit definition of the conjugate momenta in terms of $\psi, \psi^{\dagger}$, these equal-time anticommutation relations read

$$
\begin{align*}
\left\{\psi_{a}(x), \psi_{b}^{\dagger}(y)\right\}_{\text {e.t. }} & =\delta_{a b} \delta^{3}(\boldsymbol{x}-\boldsymbol{y}),  \tag{B.6a}\\
\left\{\psi_{a}(x), \psi_{b}(y)\right\}_{\text {e.t. }} & =0  \tag{B.6b}\\
\left\{\psi_{a}^{\dagger}(x), \psi_{b}^{\dagger}(y)\right\}_{\text {e.t. }} & =0 \tag{B.6c}
\end{align*}
$$

However, the procedure described above is merely a mnemonic approach, leading incidentally to the correct result via an incorrect way. One way of seeing that there is a problem is the following: Instead of the non-Hermitian Lagrangian (B.1) we could have equally well considered the Hermitian Lagrangian

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \bar{\psi} \stackrel{\leftrightarrow}{\partial} \ddot{\phi} \psi-m \bar{\psi} \psi, \tag{B.7}
\end{equation*}
$$

which is completely equivalent to (B.1), because it differs from (B.1) only by a total divergence and thus gives the same action and consequently the same equations of motion. However, now the conjugate momentum for the dynamical variable $\psi$ is

$$
\begin{equation*}
\pi^{\dagger}=\frac{1}{2} \mathrm{i} \psi^{\dagger} \tag{B.8}
\end{equation*}
$$

which differs from the result (B.12) by a factor of $1 / 2$ ! This factor enters (via the procedure described in the previous paragraph) also the equal-time anticommutation relations of the quantized field. Hence it looks like that there is an ambiguity in the process of the canonical quantization, because it is possible to arrive at two different sets of anticommutation relations (differing by a factor of $1 / 2$ ) and it is not a priori clear which of them is the correct one 3

Let us now localize the source of the problem. When passing from the Lagrangian formalism to the Hamiltonian formalism, one has to determine the operator of Hamiltonian via the dual Legendre transformation. In order to do so, the equation (B.2) has to be inverted, i.e., the velocity $\dot{\psi}$ has to be expressed as a function of the conjugate momentum $\pi^{\dagger}$. This is possible if and only if the Hessian matrix

$$
\begin{equation*}
W \equiv \frac{\partial^{2} \mathcal{L}}{\partial \dot{\psi}^{2}} \tag{B.9}
\end{equation*}
$$

[^52]is invertible. (Analogously for $\psi^{\dagger}$ and $\pi$.) In our case of the Dirac Lagrangian (regardless of whether in the Hermitian or non-Hermitian form) the Hessian is not only singular, it is actually identically vanishing, $W \equiv 0$, and the equation ( $\bar{B} .2$ ) (neither of its component) cannot be inverted $\sqrt[4]{4}$ This means that the right-hand side of the equation (B.2) has no $\dot{\psi}$-dependence (otherwise it could have been inverted) and thus it is a constraint of the type $\Phi(\psi, \pi)=0$ on the phase space. In fact, this could have been seen already before when we found that $\pi \sim \psi$ : Since $\psi$ and $\pi$ are linearly related to each other, knowing the $\psi$ in a single spacetime point allows one to determine $\pi$ in that point.

## B. 2 Dirac constrained Hamiltonian procedure

We see that the ordinary Hamiltonian approach does not work here because of the presence of constraints on the phase space. There is, however, a method how to deal with such a constrained Hamiltonian system, developed by Dirac [102, 103, 104]. We will not describe here his method in the full generality (interested reader can find details in the original works mentioned above, as well as in [105]) but merely apply it for the purposes of the present case of the Dirac field.

In order to show that both the Hermitian and non-Hermitian Lagrangians (B.7), (B.1) give unambiguously the same quantization, i.e., the same equal-time anticommutation relations (B.6), we will consider the Lagrangian of the generic form

$$
\begin{align*}
\mathcal{L} & =\frac{1}{2} \bar{\psi} \cdot \stackrel{\leftrightarrow}{\partial} \psi-m \bar{\psi} \psi+\alpha \frac{\mathrm{i}}{2} \partial_{\mu}\left(\bar{\psi} \gamma^{\mu} \psi\right)  \tag{B.10a}\\
& =\frac{\mathrm{i}}{2}\left[(1+\alpha) \bar{\psi} \gamma^{\mu}\left(\partial_{\mu} \psi\right)-(1-\alpha)\left(\partial_{\mu} \bar{\psi}\right) \gamma^{\mu} \psi\right]-m \bar{\psi} \psi \tag{B.10b}
\end{align*}
$$

Here we parameterize by the arbitrary complex parameter $\alpha$ the whole class of equivalence of all Lagrangians, which differ only by a total divergence term. They all give consequently the same Euler-Lagrange equations of motion:

$$
\begin{equation*}
(\mathrm{i} \not \partial-m) \psi=0 \tag{B.11}
\end{equation*}
$$

The choice of $\alpha=1$ corresponds to the non-Hermitian Lagrangian (B.1), while $\alpha=0$ yields the Hermitian Lagrangian (B.7), respectively. Since $\alpha$ is completely unphysical parameter, we expect that the resulting equal-time anticommutation relations should have no $\alpha$-dependence. Note that using the naïve approach without constraints there would be the factor of $2 /(1+\alpha)$ on the right-hand sides of (B.6), which is precisely something we would like to get rid off.

Consider first the conjugate momenta for our dynamical variables $\psi$ and $\psi^{\dagger}$ :

$$
\begin{align*}
\psi \longrightarrow \pi_{1}^{\dagger} & =\frac{\partial \mathcal{L}}{\partial \dot{\psi}}=\frac{\mathrm{i}}{2}(1+\alpha) \psi^{\dagger}  \tag{B.12a}\\
\psi^{\dagger} \longrightarrow \pi_{2} & =\frac{\partial \mathcal{L}}{\partial \dot{\psi}^{\dagger}}=-\frac{\mathrm{i}}{2}(1-\alpha) \psi \tag{B.12b}
\end{align*}
$$

Now we can calculate the canonical (or naïve) Hamiltonian $\sqrt[5]{ } \mathcal{H}_{\mathrm{C}}$ as usual via the dual Legendre

[^53]transformation:
\[

$$
\begin{align*}
\mathcal{H}_{\mathrm{C}} & =\pi_{1}^{\dagger} \dot{\psi}+\dot{\psi}_{2} \pi_{2}-\mathcal{L}  \tag{B.13a}\\
& =\frac{\mathrm{i}}{2}[(1+\alpha) \bar{\psi} \boldsymbol{\gamma} \cdot(\boldsymbol{\nabla} \psi)-(1-\alpha)(\boldsymbol{\nabla} \bar{\psi}) \cdot \boldsymbol{\gamma} \psi]+m \bar{\psi} \psi . \tag{B.13b}
\end{align*}
$$
\]

We see that the canonical Hamiltonian does not depend on the conjugate momenta (as remarked in footnote 4 on page [237). This means that the corresponding Hamilton equations are not consistent - they give different dynamics than the correct Euler-Lagrange equations (B.11).

In order to solve the problem we first note that the definitions of the conjugate momenta (B.12) are independent on the velocities $\dot{\psi}, \dot{\psi}^{\dagger}$ and hence they constitute the constraints on the phase space:

$$
\begin{align*}
\phi_{1}^{\dagger}\left(\pi_{1}^{\dagger}, \psi^{\dagger}\right) & \equiv \pi_{1}^{\dagger}-\frac{\mathrm{i}}{2}(1+\alpha) \psi^{\dagger}=0,  \tag{B.14a}\\
\phi_{2}\left(\pi_{2}, \psi\right) & \equiv \pi_{2}+\frac{\mathrm{i}}{2}(1-\alpha) \psi=0 . \tag{B.14b}
\end{align*}
$$

Now we introduce the total Hamiltonian, which is the canonical one plus a linear combination of the constraints $\phi_{1}^{\dagger}, \phi_{2}$ :

$$
\begin{equation*}
\mathcal{H}_{\mathrm{T}} \equiv \mathcal{H}_{\mathrm{C}}+\phi_{1}^{\dagger} \lambda_{1}+\lambda_{2}^{\dagger} \phi_{2} \tag{B.15}
\end{equation*}
$$

The total Hamiltonian is equivalent to the canonical one on the subspace of the phase space where the solutions of equations of motion lie, since in such a case the constraints are supposed to vanish.

Let us now turn our attention to the "Lagrange multipliers" $\lambda_{1}, \lambda_{2}^{\dagger}$. We need some condition to determine them. The natural requirement is that the constraints (B.14) hold constantly during the time evolution of the system, governed by the total Hamiltonian (B.15). I.e., we demand

$$
\begin{align*}
& \dot{\phi}_{1}^{\dagger}=\left\{\phi_{1}^{\dagger}, H_{\mathrm{T}}\right\}_{\mathrm{P} .} \stackrel{!}{=} 0,  \tag{B.16a}\\
& \dot{\phi}_{2}=\left\{\phi_{2}, H_{\mathrm{T}}\right\}_{\mathrm{P} .} \stackrel{!}{=} 0 . \tag{B.16b}
\end{align*}
$$

Now the question is whether these two conditions are enough to determine both the multipliers $\lambda_{1}, \lambda_{2}^{\dagger}$. If not, it would mean that in addition to the primary constraints (B.14) there are some other constraints in the theory. These so called secondary constraints can be found via the iterative Dirac procedure of consecutive adding new constraints and corresponding Lagrange multipliers to the total Hamiltonian until the requirement of time-independence of all such constraints leads to determination of all Lagrange multipliers.

In the present case of the Dirac field it turns out that the conditions (B.16) do really fix the Lagrange multipliers uniquely as

$$
\begin{align*}
& \lambda_{1}=+\mathrm{i}\left\{\phi_{2}, H_{\mathrm{C}}\right\}_{\mathrm{P} .}=\gamma_{0} \gamma \cdot(\boldsymbol{\nabla} \psi)-\mathrm{i} m \gamma_{0} \psi,  \tag{B.17a}\\
& \lambda_{2}^{\dagger}=-\mathrm{i}\left\{\phi_{1}^{\dagger}, H_{\mathrm{C}}\right\}_{\mathrm{P} .}=-(\boldsymbol{\nabla} \bar{\psi}) \cdot \gamma+\mathrm{i} m \bar{\psi} \tag{B.17b}
\end{align*}
$$

and consequently, the primary constraints (B.14) are the only ones in the Hamiltonian formulation of theory of Dirac field. Using the explicit form of the Lagrange multipliers we can write the total Hamiltonian (B.15) as ${ }^{6}$

$$
\begin{equation*}
\mathcal{H}_{\mathrm{T}}=\bar{\pi}_{1} \boldsymbol{\gamma} \cdot(\boldsymbol{\nabla} \psi)+(\boldsymbol{\nabla} \bar{\psi}) \cdot \gamma \pi_{2}-\mathrm{i} m\left(\bar{\pi}_{1} \psi-\bar{\psi} \pi_{2}\right) . \tag{B.18}
\end{equation*}
$$

[^54]It is easy to convince oneself that the Hamilton equations of motion of the total Hamiltonian (B.18) are equivalent to those (B.11) of Euler-Lagrange, provided one uses the definitions of the conjugate momenta (B.12).

So far we have only shown how to treat correctly the dynamics at the classical level. Concerning the quantization, we have already seen that postulating the equal-time anticommutation relations as analogues of the fundamental Poisson brackets (which of course hold in the same form (B.5) for all $\alpha$ by the definition) yields inconsistent (because $\alpha$-dependent) equal-time anticommutation relations. Dirac suggested that instead of the Poisson bracket $\{\cdot, \cdot\}_{\text {P. . we should }}$ take its generalization - the Dirac bracket $\{\cdot, \cdot\}_{\text {D. }}$. The advantage of the Dirac bracket is that it incorporates the structure of the constraints. For example, using the Dirac bracket the time evolution is generated not by the total Hamiltonian, but merely by the canonical one:

$$
\begin{equation*}
\dot{f}=\left\{f, H_{\mathrm{T}}\right\}_{\mathrm{P} .}=\left\{f, H_{\mathrm{C}}\right\}_{\mathrm{D} .} \tag{B.19}
\end{equation*}
$$

Moreover, the Dirac bracket of any function $f$ on the phase space with any second class constraint $\Phi_{i}$ is vanishing:

$$
\begin{equation*}
\left\{f, \Phi_{i}\right\}_{\mathrm{D}}=0 \tag{B.20}
\end{equation*}
$$

Before we proceed to the definition of the Dirac bracket, certain classification of the constraints must be done. Those constraints whose mutual Poisson bracket are all vanishing are called the first class constraints. It can be shown that the first class constraints are associated with some non-physical degrees of freedom, they in fact generate gauge symmetries. This type of constraints arises for instance in the Yang-Mills theories. The other constraints (which have at least one non-vanishing Poisson bracket with the others) are called the second class constraints.

Now let us introduce the vector $\Phi$ of all second class constraints and calculate the antisymmetric matrix $C$ of the Poisson brackets of all its entries: $C_{i j} \equiv\left\{\Phi_{i}, \Phi_{j}\right\}_{\mathrm{P} .}$. This matrix can be shown to be regular 7 Now we can define the Dirac bracket of any two functions $f, g$ on the phase space å $8^{8}$

$$
\begin{equation*}
\{f, g\}_{\mathrm{D} .} \equiv\{f, g\}_{\mathrm{P} .}-\left\{f, \Phi_{a}\right\}_{\mathrm{P} .} C_{a b}^{-1}\left\{\Phi_{b}, g\right\}_{\mathrm{P} .} \tag{B.21}
\end{equation*}
$$

It is easy to convince oneself that the Dirac bracket not only shares some properties with the Poisson bracket - it is bilinear, antisymmetric, satisfies the Jacobi identity (and, of course, it reduces to the Poisson bracket in absence of any second class constraints), but it also satisfies the "constraints compatible" conditions advertised above (cf. (B.19) and (B.20)).

Let us now turn back to our case of the Dirac field. Explicit calculation reveals that $\left\{\phi_{1}^{\dagger}, \phi_{2}\right\}_{\mathrm{P} .}=-\left\{\phi_{2}, \phi_{1}^{\dagger}\right\}_{\mathrm{P} .}=-\mathrm{i}$ and hence the constraints $\phi_{1}^{\dagger}, \phi_{2}$ are of the second class ${ }^{9}$ The

[^55]corresponding matrix $C$ reads
\[

C=C^{-1}=\left($$
\begin{array}{rr}
0 & -\mathrm{i}  \tag{B.22}\\
\mathrm{i} & 0
\end{array}
$$\right) \delta^{3}(\boldsymbol{x}-\boldsymbol{y})
\]

Plugging this into the definition of the Dirac bracket, we arrive at the fundamental Dirac brackets (omitting the trivial ones):

$$
\begin{align*}
\left\{\psi_{a}(t, \boldsymbol{x}), \pi_{1, b}^{\dagger}(t, \boldsymbol{y})\right\}_{\mathrm{D} .} & =\frac{1+\alpha}{2} \delta_{a b} \delta^{3}(\boldsymbol{x}-\boldsymbol{y})  \tag{B.23a}\\
\left\{\psi_{a}^{\dagger}(t, \boldsymbol{x}), \pi_{2, b}(t, \boldsymbol{y})\right\}_{\mathrm{D} .} & =\frac{1-\alpha}{2} \delta_{a b} \delta^{3}(\boldsymbol{x}-\boldsymbol{y}) \tag{B.23b}
\end{align*}
$$

If we now express the conjugate momenta $\pi_{1}^{\dagger}, \pi_{2}$ in terms of $\psi, \psi^{\dagger}$ (Eq. (B.12)), the factors of $(1 \pm \alpha) / 2$ cancel each other and we arrive at the desired $\alpha$-independent result

$$
\begin{equation*}
\left\{\psi_{a}(t, \boldsymbol{x}), \mathrm{i} \psi_{b}^{\dagger}(t, \boldsymbol{y})\right\}_{\mathrm{D} .}=\delta_{a b} \delta^{3}(\boldsymbol{x}-\boldsymbol{y}), \tag{B.24a}
\end{equation*}
$$

which leads to the correct equal-time anticommutation relations (B.6).

## B. 3 Faddeev and Jackiw method

The above described Dirac method is a sort of "classical" method of quantizing constrained Hamiltonian systems. However, there exist an alternative, easier method developed by Faddeev and Jackiw [106, 107], which gives the same answers using much less effort. Their method is well suited for systems, whose Lagrangian is linear in the first time derivatives (velocities) and consequently considered singular from the traditional Hamiltonian point of view.

In the Faddeev-Jackiw approach the system of the Dirac field actually turns out to be unconstrained. The key observation is that if one understands the phase space as the set of all possible states of the system, or, equivalently, as the set of all initial conditions of the corresponding equations of motion, then for the case of the Dirac field (with first-order EulerLagrange equations) the configuration space and the phase space actually coincide. This is the very reason why introducing the conjugate momenta in fact means introducing artificial constraints.

In order to apply the Faddeev-Jackiw method, it is useful first to introduce some new simplifying formalism. Instead of dealing with two independent four-component dynamical variables $\psi$ and $\psi^{\dagger}$ separately, it is useful to combine them to make a new single eight-component variable $\chi$

$$
\begin{equation*}
\chi \equiv\binom{\psi}{\psi^{*}} \tag{B.25}
\end{equation*}
$$

which now constitutes the configuration space (i.e., the phase space) 10 (Notice that $\chi$ is actually a variant of the Nambu-Gorkov field, to be discussed in appendix (D) The Lagrangian (B.10) can now be written in terms of $\chi$ as

$$
\begin{equation*}
\mathcal{L}=\frac{\mathrm{i}}{2} \chi^{\mathrm{T}}\left[\left(A^{0}-A^{0 \mathrm{~T}}\right)+\alpha\left(A^{0}+A^{0 \mathrm{~T}}\right)\right] \dot{\chi}-\mathcal{H} \tag{B.26}
\end{equation*}
$$

[^56]where the canonical Hamiltonian $\mathcal{H}$, (B.13), (we omit the subscript $C$ ) is now rewritten as
\[

$$
\begin{equation*}
\mathcal{H}=\frac{\mathrm{i}}{2} \chi^{\mathrm{T}}\left[\left(\boldsymbol{A}-\boldsymbol{A}^{\mathrm{T}}\right)+\alpha\left(\boldsymbol{A}+\boldsymbol{A}^{\mathrm{T}}\right)\right] \cdot(\boldsymbol{\nabla} \chi)+\frac{1}{2} m \chi^{\mathrm{T}}\left(B+B^{\mathrm{T}}\right) \chi . \tag{B.27}
\end{equation*}
$$

\]

The matrices $A^{\mu}, B$ are defined as

$$
A^{\mu} \equiv\left(\begin{array}{cc}
0 & 0  \tag{B.28}\\
\gamma_{0} \gamma^{\mu} & 0
\end{array}\right), \quad B \equiv\left(\begin{array}{cc}
0 & 0 \\
\gamma_{0} & 0
\end{array}\right)
$$

or more suggestively, using the familiar notation $\gamma_{0}=\beta, \gamma_{0} \gamma=\boldsymbol{\alpha}$,

$$
A^{0}=\left(\begin{array}{ll}
0 & 0  \tag{B.29}\\
1 & 0
\end{array}\right), \quad \boldsymbol{A}=\left(\begin{array}{cc}
0 & 0 \\
\boldsymbol{\alpha} & 0
\end{array}\right), \quad B=\left(\begin{array}{cc}
0 & 0 \\
\beta & 0
\end{array}\right) .
$$

The corresponding Euler-Lagrange equations read

$$
\begin{align*}
\mathrm{i}\left(A^{0}-A^{0 \mathrm{~T}}\right) \dot{\chi} & =\frac{\delta H}{\delta \chi}  \tag{B.30a}\\
& =\mathrm{i}\left(\boldsymbol{A}-\boldsymbol{A}^{\mathrm{T}}\right) \cdot(\boldsymbol{\nabla} \chi)+m\left(B+B^{\mathrm{T}}\right) \chi \tag{B.30b}
\end{align*}
$$

It is straightforward to check that these equations are equivalent to those in the usual form (B.11).

In analogy with (B.19) Faddeev and Jackiw postulated that the time-evolution of a function $f$ on the phase space is governed by the Hamiltonian (B.27) as

$$
\begin{equation*}
\dot{f}=\{f, H\}_{\text {F.J. }} \tag{B.31}
\end{equation*}
$$

with the Faddeev-Jackiw bracket $\{\cdot, \cdot\}_{\text {F.J. }}$ defined as

$$
\begin{equation*}
\{f, g\}_{\text {F.J. }} \equiv \frac{\delta f}{\delta \chi_{i}} \frac{\delta g}{\delta \chi_{j}} \Omega_{i j} \tag{B.32}
\end{equation*}
$$

For determining the unknown $8 \times 8$ matrix $\Omega$ we notice that the time-evolution of the phase space coordinates themselves is

$$
\begin{equation*}
\dot{\chi}=\{\chi, H\}_{\mathrm{F} . \mathrm{J} .}=\Omega \frac{\delta H}{\delta \chi} . \tag{B.33}
\end{equation*}
$$

Now comparing this equation with the equation of motion (B.30) we readily see that the matrix $\Omega$ is given by

$$
\begin{equation*}
\Omega=-\mathrm{i}\left(A^{0}-A^{0 \mathrm{~T}}\right)^{-1} . \tag{B.34}
\end{equation*}
$$

or explicitly, in terms of $4 \times 4$ blocks,

$$
\Omega=\left(\begin{array}{rr}
0 & -\mathrm{i}  \tag{B.35}\\
\mathrm{i} & 0
\end{array}\right)
$$

It is interesting to note that due to the form of the matrix $\Omega$ the Faddeev-Jackiw bracket is antisymmetric, which implies that it also satisfies the Jacobi identity $\left\{f,\{g, h\}_{\text {F.J. }}\right\}_{\text {F.J. }}+$ cycl. $=$ 0 . This, together with the Leibnitz rule $\{f, g h\}_{\text {F.J. }}=g\{f, h\}_{\text {F.J. }}+\{f, g\}_{\text {F.J. }}$, means that the Faddeev-Jackiw bracket defines a Poisson structure on the phase space in the same way as the Poisson and Dirac brackets do.

As a basis for the quantization we will use, as usual, the "fundamental" Faddeev-Jackiw brackets

$$
\begin{equation*}
\left\{\chi_{i}(t, \boldsymbol{x}), \chi_{j}(t, \boldsymbol{y})\right\}_{\text {F.J. }}=\Omega_{i j} \delta^{3}(\boldsymbol{x}-\boldsymbol{y}), \tag{B.36}
\end{equation*}
$$

which in terms of $\psi$ and $\psi^{\dagger}$, using the definitions of $\Omega$, (B.35), and $\chi$, (B.25), read

$$
\begin{align*}
\left\{\psi_{a}(t, \boldsymbol{x}), \psi_{b}^{\dagger}(t, \boldsymbol{y})\right\}_{\text {F.J. }} & =-\mathrm{i} \delta_{a b} \delta^{3}(\boldsymbol{x}-\boldsymbol{y}),  \tag{B.37a}\\
\left\{\psi_{a}(t, \boldsymbol{x}), \psi_{b}(t, \boldsymbol{y})\right\}_{\text {F.J. }} & =0,  \tag{B.37b}\\
\left\{\psi_{a}^{\dagger}(t, \boldsymbol{x}), \psi_{b}^{\dagger}(t, \boldsymbol{y})\right\}_{\text {F.J. }} & =0 . \tag{B.37c}
\end{align*}
$$

Clearly, these Faddeev-Jackiw brackets give upon quantization rise to the correct equal-time anticommutation relations (B.6) without the unwanted $\alpha$-dependency (and with less effort than the Dirac procedure).

## Appendix C

## Quantization of Majorana field

In this appendix we quantize the Majorana field. Although we can use (and will use) for that purpose the technique introduced in the previous appendix on the example of quantizing the Dirac field, there are also certain substantial differences, due to which it is worth dedicating a special appendix to it.

## C. 1 Necessity of Grassmann variables

A fermion field $\psi$, satisfying the Majorana condition [108]

$$
\begin{equation*}
\psi=\psi^{\mathrm{c}} \tag{C.1}
\end{equation*}
$$

is called the Majorana field. It can be quantized in a similar way as the unconstrained Dirac field, which was done in appendix B There is one important conceptual difference, however. When quantizing the Dirac field, we started with a Lagrangian of a classical Dirac field. This field was consider to be commuting, the property of being anticommuting was introduced only when promoting the classical field to operator field and introducing the equal-time anticommutation relation. At the classical level there was no problem with the commutation of the field variables, at least not when analyzing the dynamics and introducing various types of brackets. The only problem was that the Hamiltonian was unbounded from below, but this did not concern us (at the classical level; at the quantum level this was cured by the anticommutation of the field operators).

On the contrary, for Majorana field one has to introduce the property of being anticommuting from the very beginning, already at the level of classical Lagrangian. The reason for that is that when imposing the Majorana condition on commuting fields, the Lagrangian itself turns out to be identically vanishing. Let us see it in detail. For the mass term we have (we omit here the unnecessary factor of $m$ )

$$
\begin{align*}
\mathcal{L}_{\text {mass }} & =\bar{\psi} \psi  \tag{C.2a}\\
& =\bar{\psi}^{\mathrm{c}} \psi^{\mathrm{c}}  \tag{C.2b}\\
& =-\psi^{\mathrm{T}} C^{-1} C \bar{\psi}^{\mathrm{T}}  \tag{C.2c}\\
& =-(\bar{\psi} \psi)^{\mathrm{T}}  \tag{C.2d}\\
& =-\mathcal{L}_{\text {mass }} . \tag{C.2e}
\end{align*}
$$

Thus, it must be $\mathcal{L}_{\text {mass }}=0$. In the steps in (C.2) we mostly used the results from appendix A , concerning the charge conjugation. The key step, however, was in line (C.2d), when the assumption of commutativity of fermion fields came into play. If we had assumed rather anticommuting
fields, there would be opposite sign in (C.2d). Let us continue with the kinetic term (again, omitting the factor of $i$ ):

$$
\begin{align*}
\mathcal{L}_{\text {kinetic }} & =\bar{\psi} \gamma_{\mu}\left(\partial^{\mu} \psi\right)  \tag{C.3a}\\
& =\bar{\psi} \gamma_{\mu}\left(\partial^{\mu} \psi^{\mathrm{c}}\right)  \tag{C.3b}\\
& =-\psi^{\mathrm{T}} \underbrace{C^{-1} \gamma_{\mu} C}_{-\gamma_{\mu}^{\mathrm{T}}}\left(\partial^{\mu} \bar{\psi}^{\mathrm{T}}\right)  \tag{C.3c}\\
& =\left[\left(\partial^{\mu} \bar{\psi}\right) \gamma_{\mu} \psi\right]^{\mathrm{T}}  \tag{C.3d}\\
& =\left(\partial^{\mu} \bar{\psi}\right) \gamma_{\mu} \psi . \tag{C.3e}
\end{align*}
$$

Most of the steps here were analogous to those in (C.2). This time the commutativity of $\psi$ was used in line (C.3d). On the other hand, the kinetic term (C.3a) can be rewritten also using the integration by parts as

$$
\begin{equation*}
\mathcal{L}_{\text {kinetic }}=-\left(\partial^{\mu} \bar{\psi}\right) \gamma_{\mu} \psi+\partial^{\mu}\left(\bar{\psi} \gamma_{\mu} \psi\right) . \tag{C.4}
\end{equation*}
$$

Thus, as long as we can neglect the total divergence $\partial^{\mu}\left(\bar{\psi} \gamma_{\mu} \psi\right)$, we again see that $\mathcal{L}_{\text {kinetic }}=$ $-\mathcal{L}_{\text {kinetic }}$, so that $\mathcal{L}_{\text {kinetic }}=0$.

We will thus suppose that the components of the bispinor $\psi$ are anticommuting (Grassmann) variables: $\left\{\psi_{a}, \psi_{b}\right\}=0=\left\{\psi_{a}, \psi_{b}^{*}\right\}$. The Lagrangian reads

$$
\begin{align*}
\mathcal{L} & =\frac{1}{4} \bar{\psi} \dot{\mathrm{i}} \stackrel{\ddot{\partial} \psi-\frac{1}{2} m \bar{\psi} \psi}{ }  \tag{C.5a}\\
& =\frac{1}{2} \bar{\psi} \mathrm{i} \not \partial \psi-\frac{1}{2} m \bar{\psi} \psi . \tag{C.5b}
\end{align*}
$$

Unlike the case of Dirac field, both of the forms of Lagrangian (C.5) for Majorana anticommuting field are exactly equal to each other and are perfectly Hermitian. There is no possibility to add a total divergence term of the type $\partial_{\mu}\left(\bar{\psi} \gamma^{\mu} \psi\right)$, to the Lagrangian, since for (anticommuting) Majorana fermion the bilinear $\bar{\psi} \gamma^{\mu} \psi$ identically vanishes 1

The extra factors of $1 / 2$ in the Majorana Lagrangian (C.5) (as compared to the Dirac Lagrangian) are coming from the decomposition of a Dirac field $\psi$ to two Majorana fields $\psi_{1,2}$ (cf. (A.20)):

$$
\begin{equation*}
\psi=\frac{1}{\sqrt{2}}\left(\psi_{1}+\mathrm{i} \psi_{2}\right) . \tag{C.6}
\end{equation*}
$$

Plugging this decomposition to the Dirac Lagrangian one can rewrite it as a sum of two Majorana Lagrangians (C.5) $\cdot \sqrt[2]{ }$ I.e., the Dirac field $\psi$ can be understood as two independent Majorana fields $\psi_{1,2}$ with equal masses. The factor of $1 / \sqrt{2}$ in the decomposition (C.6) ensures that the creation and annihilation operators of the eventually quantized Majorana fields $\psi_{1,2}$ are properly normalized, as will be shown below.

[^57]
## C. 2 Quantization

For quantizing the Majorana field we will use the method of Faddeev and Jackiw, described in appendix B. When quantizing the Dirac field, our independent dynamical variables were $\psi$ and $\psi^{*}$. Now these variable are no more independent, in fact they are proportional to each other as a consequence of the Majorana condition (C.1). Hence we will take $\psi$ as our only dynamical variable. The Lagrangian (C.5) can be rewritten only in terms of $\psi$ (using the Majorana condition and the assumption of anticommutation) as

$$
\begin{equation*}
\mathcal{L}=-\frac{\mathrm{i}}{2} \psi^{\mathrm{T}} C^{-1} \gamma_{0} \dot{\psi}-\mathcal{H} \tag{C.7}
\end{equation*}
$$

with the Hamiltonian

$$
\begin{equation*}
\mathcal{H}=-\frac{\mathrm{i}}{2} \psi^{\mathrm{T}} C^{-1} \boldsymbol{\gamma} \cdot(\boldsymbol{\nabla} \psi)-\frac{m}{2} \psi^{\mathrm{T}} C^{-1} \psi, \tag{C.8}
\end{equation*}
$$

where $C$ is the matrix of charge conjugation, introduced in appendix A. The corresponding Euler-Lagrange equations are

$$
\begin{align*}
-\mathrm{i} C^{-1} \gamma_{0} \dot{\psi} & =\frac{\delta H}{\delta \psi}  \tag{C.9a}\\
& =-\mathrm{i} C^{-1} \gamma \cdot(\boldsymbol{\nabla} \psi)-m C^{-1} \psi \tag{C.9b}
\end{align*}
$$

which can be rewritten in the usual covariant form as the Dirac equation

$$
\begin{equation*}
(\mathrm{i} \not \partial-m) \psi=0 . \tag{C.10}
\end{equation*}
$$

Now we will determine the fundamental Faddeev-Jackiw brackets (see Sec. B. 3 of the previous appendix), which will later serve as a basis for the quantization of the system:

$$
\begin{equation*}
\left\{\psi_{i}(\boldsymbol{x}), \psi_{j}(\boldsymbol{y})\right\}_{\mathrm{F} . \mathrm{J} .}=\Omega_{i j} \delta^{3}(\boldsymbol{x}-\boldsymbol{y}) \tag{C.11}
\end{equation*}
$$

The unknown $4 \times 4$ matrix $\Omega$ will be determined from the requirement that the time evolution is given by

$$
\begin{equation*}
\dot{\psi}=\{\psi, H\}_{\mathrm{F.J} .}=\Omega \frac{\delta H}{\delta \psi} . \tag{C.12}
\end{equation*}
$$

Comparing this with the equations of motion (C.9) we find the matrix $\Omega$ as

$$
\begin{equation*}
\Omega=\left(-\mathrm{i} C^{-1} \gamma_{0}\right)^{-1}=\mathrm{i} \gamma_{0} C \tag{C.13}
\end{equation*}
$$

and arrive at the fundamental Faddeev-Jackiw brackets

$$
\begin{equation*}
\left\{\psi_{a}(\boldsymbol{x}), \psi_{b}(\boldsymbol{y})\right\}_{\text {F.J. }}=\mathrm{i}\left(\gamma_{0} C\right)_{a b} \delta^{3}(\boldsymbol{x}-\boldsymbol{y}) . \tag{C.14}
\end{equation*}
$$

(Note that in contrast to the case of the Dirac field, discussed in appendix B now as a consequence of anticommutation of $\psi$ the Faddeev-Jackiw brackets are symmetric, since $\left(\gamma_{0} C\right)^{\mathrm{T}}=$ $\gamma_{0} C$.) Moreover, we can use just derived brackets of the type $\{\psi, \psi\}_{\text {F.J. (C.14), to derive }}$ also those of the type $\left\{\psi^{*}, \psi^{*}\right\}_{\text {F.J. }}$ and $\left\{\psi, \psi^{*}\right\}_{\text {F.J. }}$, using only the Majorana condition and the properties of the charge conjugation:

$$
\begin{align*}
\left\{\psi_{a}^{*}(\boldsymbol{x}), \psi_{b}^{*}(\boldsymbol{y})\right\}_{\text {F.J. }} & =\mathrm{i}\left(C^{-1} \gamma_{0}\right)_{a b} \delta^{3}(\boldsymbol{x}-\boldsymbol{y}),  \tag{C.15a}\\
\left\{\psi_{a}(\boldsymbol{x}), \psi_{b}^{*}(\boldsymbol{y})\right\}_{\text {F.J. }} & =-\mathrm{i} \delta_{a b} \delta^{3}(\boldsymbol{x}-\boldsymbol{y}) . \tag{C.15b}
\end{align*}
$$

Applying the prescription of canonical quantization on the above Faddeev-Jackiw brackets (C.14) and (C.15) we readily arrive at the equal-time anticommutation relations $3^{3}$

$$
\begin{align*}
\left\{\psi_{a}(x), \psi_{b}^{\dagger}(y)\right\}_{\text {e.t. }} & =\delta_{a b} \delta^{3}(\boldsymbol{x}-\boldsymbol{y})  \tag{C.16a}\\
\left\{\psi_{a}(x), \psi_{b}(y)\right\}_{\text {e.t. }} & =-\left(\gamma_{0} C\right)_{a b} \delta^{3}(\boldsymbol{x}-\boldsymbol{y})  \tag{C.16b}\\
\left\{\psi_{a}^{\dagger}(x), \psi_{b}^{\dagger}(y)\right\}_{\text {e.t. }} & =-\left(C^{-1} \gamma_{0}\right)_{a b} \delta^{3}(\boldsymbol{x}-\boldsymbol{y}) \tag{C.16c}
\end{align*}
$$

The first anticommutator (C.16a) of the type $\left\{\psi, \psi^{\dagger}\right\}_{\text {e.t. }}$ is the same as in the Dirac case. However, the other two of the type $\{\psi, \psi\}_{\text {e.t. }}$, (C.16b), and $\left\{\psi^{\dagger}, \psi^{\dagger}\right\}_{\text {e.t. }}$, (C.16c), while trivial in the Dirac case, are now non-trivial, which is novel and important feature of the Majorana field.

## C. 3 Creation and annihilation operators

Recall that general solution of the quantized Dirac equation in the plane wave expansion (cf. (A.33)) reads

$$
\begin{equation*}
\psi(x)=\sum_{ \pm s} \int \mathrm{~d}^{3} \boldsymbol{p} N_{p}\left[b(p, s) u(p, s) \mathrm{e}^{-\mathrm{i} p \cdot x}+d^{\dagger}(p, s) v(p, s) \mathrm{e}^{\mathrm{i} p \cdot x}\right] \tag{C.17}
\end{equation*}
$$

where the annihilation and creation operators $b(p, s), b^{\dagger}(p, s)$ and $d(p, s), d^{\dagger}(p, s)$ satisfy the well known anticommutation relations $4^{4}$

$$
\begin{align*}
\left\{b(p, s), b^{\dagger}\left(p^{\prime}, s^{\prime}\right)\right\} & =\delta_{s s^{\prime}} \delta^{3}\left(\boldsymbol{p}-\boldsymbol{p}^{\prime}\right),  \tag{C.18a}\\
\left\{d(p, s), d^{\dagger}\left(p^{\prime}, s^{\prime}\right)\right\} & =\delta_{s s^{\prime}} \delta^{3}\left(\boldsymbol{p}-\boldsymbol{p}^{\prime}\right) . \tag{C.18b}
\end{align*}
$$

These anticommutation relations are implied by the equal-time anticommutation relations of the Dirac field (B.6).

We have seen that the Majorana field is a solution of the ordinary Dirac equation (C.10) constrained by the Majorana condition (C.1). Thus, applying the Majorana condition on (C.17) we readily arrive at the general Majorana solution of the Dirac equation [109]:

$$
\begin{equation*}
\psi(x)=\sum_{ \pm s} \int \mathrm{~d}^{3} \boldsymbol{p} N_{p}\left[a(p, s) u(p, s) \mathrm{e}^{-\mathrm{i} p \cdot x}+a^{\dagger}(p, s) v(p, s) \mathrm{e}^{\mathrm{i} p \cdot x}\right] . \tag{C.19}
\end{equation*}
$$

Now the Majorana equal-time anticommutation relations (C.16) imply that the annihilation and creation operators $a(p, s), a^{\dagger}(p, s)$ satisfy

$$
\begin{equation*}
\left\{a(p, s), a^{\dagger}\left(p^{\prime}, s^{\prime}\right)\right\}=\delta_{s s^{\prime}} \delta^{3}\left(\boldsymbol{p}-\boldsymbol{p}^{\prime}\right) . \tag{C.20}
\end{equation*}
$$

For completeness let us also note that the unitary operator of the charge conjugation $U_{C}$ (introduced in appendix (A) now acts trivially on Majorana creation and annihilation operators (cf. Eq. ((A.32)):

$$
\begin{equation*}
U_{C} a(p, s) U_{C}^{\dagger}=a(p, s) \tag{C.21}
\end{equation*}
$$

[^58]Return now to the decomposition (C.6) of a Dirac field $\psi$ to a sum of two Majorana fields $\psi_{1,2}$. Denoting the annihilation operators of the Majorana fields $\psi_{1,2}$ as $a_{1,2}(p, s)$ and plugging the plane wave expansions (C.17), (C.19) into the decomposition (C.6), we see that the annihilation operators $a_{1,2}(p, s)$ are expressed in terms of $b(p, s), d(p, s)$ as

$$
\begin{align*}
& a_{1}(p, s)=\frac{1}{\sqrt{2}}(d(p, s)+b(p, s))  \tag{C.22a}\\
& a_{2}(p, s)=\frac{\mathrm{i}}{\sqrt{2}}(d(p, s)-b(p, s)) \tag{C.22b}
\end{align*}
$$

Now it is straightforward to calculate the anticommutation relations $\left\{a_{i}(p, s), a_{i}^{\dagger}(p, s)\right\}, i=1,2$, using the Dirac anticommutation relation (C.18) and to check that they do correspond to the Majorana anticommutation relations (C.20), including the correct factor of 1 on the right-hand side of (C.20). This is the very reason why we have included the factor of $1 / \sqrt{2}$ in the definition of the Majorana fields $\psi_{1,2}$ in the decomposition (C.6).

## C. 4 Propagators

Another novel property of the Majorana field, important when doing perturbation expansions and using the Wick's theorem, is that apart from the contractions of the type $\bar{\psi} \bar{\psi}$ and $\overline{\bar{\psi}} \psi$ there are also contractions of the type $\bar{\psi} \bar{\psi}$ and $\overline{\bar{\psi}} \bar{\psi}$. The contractions of the type $\bar{\psi} \bar{\psi}$ and $\overline{\bar{\psi}} \psi$ are the same as for the Dirac field 5

$$
\begin{equation*}
\langle 0| T\{\psi(x) \bar{\psi}(0)\}|0\rangle \equiv \mathrm{i} G(x) . \tag{C.23}
\end{equation*}
$$

The contractions of the type $\bar{\psi} \psi$ and $\overline{\bar{\psi}} \bar{\psi}$ are now easily calculated by straightforward application of the Majorana condition to (C.23):

$$
\begin{align*}
\langle 0| T\left\{\psi(x) \psi^{\mathrm{T}}(0)\right\}|0\rangle & =-\mathrm{i} G(x) C,  \tag{C.24a}\\
\langle 0| T\left\{\bar{\psi}^{\mathrm{T}}(x) \bar{\psi}(0)\right\}|0\rangle & =\mathrm{i} C^{-1} G(x) \tag{C.24b}
\end{align*}
$$

This result can be calculated also directly by inserting the plane wave expansion of the Majorana field (C.19) to the left-hand sides of (C.24), using the integral representation of the Heaviside step function and taking into account the relations

$$
\begin{align*}
& \sum_{ \pm s} u(p, s) v^{\mathrm{T}}(p, s)=-(\not p+m) C,  \tag{C.25a}\\
& \sum_{ \pm s} v(p, s) u^{\mathrm{T}}(p, s)=-(\not p-m) C,  \tag{C.25b}\\
& \sum_{ \pm s} \bar{u}^{\mathrm{T}}(p, s) \bar{v}(p, s)=C^{-1}(\not p-m),  \tag{C.25c}\\
& \sum_{ \pm s} \bar{v}^{\mathrm{T}}(p, s) \bar{u}(p, s)=C^{-1}(\not p+m) . \tag{C.25d}
\end{align*}
$$

Let us now investigate in more detail the propagator $G(x)$, (C.23), under the assumption

[^59]of Majorana condition (C.1):
\[

$$
\begin{align*}
\mathrm{i} G(x) & =\langle 0| T\{\psi(x) \bar{\psi}(0)\}|0\rangle  \tag{C.26a}\\
& =\langle 0| T\left\{\psi^{\mathrm{c}}(x) \bar{\psi}^{\mathrm{c}}(0)\right\}|0\rangle  \tag{C.26b}\\
& =-C\langle 0| T\left\{\bar{\psi}^{\mathrm{T}}(x) \psi^{\mathrm{T}}(0)\right\}|0\rangle C^{-1}  \tag{C.26c}\\
& =C\langle 0| T\{\psi(0) \bar{\psi}(x)\}|0\rangle^{\mathrm{T}} C^{-1}  \tag{C.26d}\\
& =\mathrm{i} G^{\mathrm{c}}(-x), \tag{C.26e}
\end{align*}
$$
\]

where $G^{\mathrm{c}}$ is defined in (A.22). We have thus arrived at the important property of the propagator of a Majorana field:

$$
\begin{equation*}
G(x)=G^{\mathrm{c}}(-x) . \tag{C.27a}
\end{equation*}
$$

The same also holds in the momentum representation (we use the same symbol $G$ for both the position and momentum representations):

$$
\begin{equation*}
G(p)=G^{\mathrm{c}}(-p) \tag{C.27b}
\end{equation*}
$$

## Appendix D

## Fermion propagator

In this comprehensive appendix we discuss various issues connected with propagators of fermion fields. We first assume the most general case of arbitrary number of left-handed and righthanded fermions and catalogue all possible ways how to comprise them into a single field, allowing for more compact treatment. Out of these we pick two, the standard Dirac field and the Majorana field in the Nambu-Gorkov formalism, and discuss them in more detail. We also eventually show how to switch, under certain conditions, between the two descriptions. Finally, we also discuss in some detail some special issues for propagator of the Dirac field, namely its diagonalization and asymptotic behavior.

## D. 1 General case

Let $\psi_{L}$ be an $m$-plet of left-handed and $\psi_{R}$ an $n$-plet of right-handed fermions. We can now construct the following 16 bilinears:

$$
\begin{gather*}
\psi_{L} \bar{\psi}_{L}, \quad \psi_{R} \bar{\psi}_{R}, \quad \psi_{L} \bar{\psi}_{R}, \quad \psi_{R} \bar{\psi}_{L},  \tag{D.1a}\\
\left(\psi_{L}\right)^{\mathrm{c}}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}, \quad\left(\psi_{R}\right)^{\mathrm{c}}\left(\bar{\psi}_{R}\right)^{\mathrm{c}},  \tag{D.1b}\\
\left(\psi_{L}\right)^{\mathrm{c}}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}, \quad\left(\psi_{R}\right)^{\mathrm{c}}\left(\bar{\psi}_{L}\right)^{\mathrm{c}},  \tag{D.1c}\\
\left(\psi_{L}\right)^{\mathrm{c}} \bar{\psi}_{L}, \quad\left(\psi_{R}\right)^{\mathrm{c}} \bar{\psi}_{R}, \quad\left(\psi_{L}\right)^{\mathrm{c}} \bar{\psi}_{R}, \quad\left(\psi_{R}\right)^{\mathrm{c}} \bar{\psi}_{L},  \tag{D.1d}\\
\psi_{L}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}, \quad \psi_{R}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}, \\
\psi_{L}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}, \quad \psi_{R}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}
\end{gather*}
$$

Out of each of these 16 bilinears $\psi_{1} \bar{\psi}_{2}$ we can make the full $\left(\left\langle\psi_{1} \bar{\psi}_{2}\right\rangle\right)$ of 1PI $\left(\left\langle\psi_{1} \bar{\psi}_{2}\right\rangle_{1 \text { PI }}\right)$ propagator (we use the shorthand notation $\left\langle\psi_{1} \bar{\psi}_{2}\right\rangle \equiv \int \mathrm{d}^{4} x\langle 0| T\left[\psi_{1}(x) \bar{\psi}_{2}(0)\right]|0\rangle \mathrm{e}^{-\mathrm{i} p \cdot x}$ ). The intention of this appendix is to systemize somehow these propagators and to find out some compact notation for them.

First we investigate the Lorentz structure of the propagators. Since the propagators depend only on momentum $p$, they can only be linear combination of four independent Lorentz matrices $\not p, \not p \gamma_{5}, 1, \gamma_{5}$, or, in more convenient basis, of $\not p P_{L}, \not p P_{R}, P_{L}, P_{R}$. The coefficients of the linear combination are Lorentz scalars, i.e., they can depend only on $p^{2}$. At the same time, the coefficients are matrices in the flavor space.

For the full propagators we can employ the chiral projectors $P_{L}, P_{R}$ and use the fact that multiplication of fermion fields with the chiral projectors "commutes" with the $T$-product. I.e., for instance, we have $\left\langle\psi_{R} \bar{\psi}_{R}\right\rangle=\left\langle P_{R} \psi_{R} \bar{\psi}_{R} P_{L}\right\rangle=P_{R}\left\langle\psi_{R} \bar{\psi}_{R}\right\rangle P_{L}$. Therefore the quantity $\left\langle\psi_{R} \bar{\psi}_{R}\right\rangle$
must be of the form $\not p P_{L}$ (times something containing no gamma matrices), since all other possibilities $\left(\not p P_{R}, P_{L}\right.$ and $\left.P_{R}\right)$ vanish after enclosing with $P_{R}$ and $P_{L}$.

On the other hand, for 1PI propagators this approach is no longer possible. A better approach is to view the 1PI propagators as two-point interaction vertices, stemming from the Lagrangian. E.g., the Lagrangian $\mathcal{L}=\psi_{R} \mathrm{i} \not \partial \psi_{R}=\psi_{R} P_{L} \mathrm{i} \not \partial P_{R} \psi_{R}=\psi_{R} \mathrm{i} \not \partial P_{R} \psi_{R}$, viewed as an interaction Lagrangian, gives rise to the "two-point interaction vertex" $\left\langle\psi_{R} \bar{\psi}_{R}\right\rangle_{1 \mathrm{PI}}=\mathrm{i} p P_{R}$.

Applying these (rather mnemonic) rules to all possible propagators (both full and 1PI), constructible out of the bilinears (D.1), we obtain:

$$
\begin{array}{rlrlllll}
\left\langle\psi_{R} \bar{\psi}_{R}\right\rangle & =\mathrm{ipp} P_{L} A_{R R}, & n \times n, & (\mathrm{D} .2 \mathrm{a}) & \left\langle\psi_{R} \bar{\psi}_{R}\right\rangle_{1 \mathrm{PI}}=\mathrm{i} p P_{R} a_{R R}, & n \times n, & \text { (D.3a) } \\
\left\langle\psi_{L} \bar{\psi}_{L}\right\rangle & =\mathrm{ipp} P_{R} A_{L L}, & m \times m, & \text { (D.2b) } & \left\langle\psi_{L} \bar{\psi}_{L}\right\rangle_{1 \mathrm{PI}}=\mathrm{ipp} P_{L} a_{L L}, & m \times m, & \text { (D.3b) } \\
\left\langle\psi_{L} \bar{\psi}_{R}\right\rangle & =\mathrm{i} P_{L} A_{L R}, & m \times n, & \text { (D.2c) } & & \left\langle\psi_{L} \bar{\psi}_{R}\right\rangle_{1 \mathrm{PI}}=\mathrm{i} P_{R} a_{L R}, & m \times n, & \text { (D.3c) } \\
\left\langle\psi_{R} \bar{\psi}_{L}\right\rangle & =\mathrm{i} P_{R} A_{R L}, & n \times m, & \text { (D.2d) } & & \left\langle\psi_{R} \bar{\psi}_{L}\right\rangle_{1 \mathrm{PI}}=\mathrm{i} P_{L} a_{R L}, & n \times m, & \text { (D.3d) }
\end{array}
$$

$$
\begin{align*}
& \left\langle\left(\psi_{R}\right)^{\mathrm{c}}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle=\mathrm{ipp} P_{R} B_{R R}, \quad n \times n,  \tag{D.4a}\\
& \left\langle\left(\psi_{R}\right)^{\mathrm{c}}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle_{1 \mathrm{PI}}=\mathrm{ipp} P_{L} b_{R R}, \quad n \times n, \\
& \left\langle\left(\psi_{L}\right)^{\mathrm{c}}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle=\mathrm{ipp} P_{L} B_{L L}, \quad m \times m,  \tag{D.4b}\\
& \left\langle\left(\psi_{L}\right)^{\mathrm{c}}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle=\mathrm{i} P_{R} B_{L R}, \quad m \times n,  \tag{D.4c}\\
& \left\langle\left(\psi_{L}\right)^{\mathrm{c}}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle_{1 \mathrm{PI}}=\mathrm{ip} p P_{R} b_{L L}, \quad m \times m,  \tag{D.5b}\\
& \left\langle\left(\psi_{R}\right)^{\mathrm{c}}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle=\mathrm{i} P_{L} B_{R L}, \quad n \times m,  \tag{D.4d}\\
& \left\langle\left(\psi_{L}\right)^{\mathrm{c}}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle_{1 \mathrm{PI}}=\mathrm{i} P_{L} b_{L R}, \quad m \times n,  \tag{D.5c}\\
& \left\langle\left(\psi_{R}\right)^{\mathrm{c}}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle_{1 \mathrm{PI}}=\mathrm{i} P_{R} b_{R L}, \quad n \times m, \tag{D.5d}
\end{align*}
$$

$$
\begin{array}{lllllll}
\left\langle\left(\psi_{R}\right)^{\mathrm{c}} \bar{\psi}_{R}\right\rangle & =\mathrm{i} P_{L} C_{R R}, & n \times n, & (\mathrm{D} .6 \mathrm{a}) & \left\langle\left(\psi_{R}\right)^{\mathrm{c}} \bar{\psi}_{R}\right\rangle_{1 \mathrm{PI}}=\mathrm{i} P_{R} c_{R R}, & n \times n, & (\mathrm{D} .7 \mathrm{a}) \\
\left\langle\left(\psi_{L}\right)^{\mathrm{c}} \bar{\psi}_{L}\right\rangle & =\mathrm{i} P_{R} C_{L L}, & m \times m, & (\mathrm{D} .6 \mathrm{~b}) & \left\langle\left(\psi_{L}\right)^{\mathrm{c}} \bar{\psi}_{L}\right\rangle_{1 \mathrm{PI}}=\mathrm{i} P_{L} c_{L L}, & m \times m, & (\mathrm{D} .7 \mathrm{~b}) \\
\left\langle\left(\psi_{L}\right)^{\mathrm{c}} \bar{\psi}_{R}\right\rangle=\mathrm{i} \not p P_{L} C_{L R}, & m \times n, & (\mathrm{D} .6 \mathrm{c}) & \left\langle\left(\psi_{L}\right)^{\mathrm{c}} \bar{\psi}_{R}\right\rangle_{1 \mathrm{PI}}=\mathrm{i} \not p P_{R} c_{L R}, & m \times n, & (\mathrm{D} .7 \mathrm{c}) \\
\left\langle\left(\psi_{R}\right)^{\mathrm{c}} \bar{\psi}_{L}\right\rangle & =\mathrm{i} \not p P_{R} C_{R L}, & n \times m, & \text { (D.6d) } & \left\langle\left(\psi_{R}\right)^{\mathrm{c}} \bar{\psi}_{L}\right\rangle_{1 \mathrm{PI}}=\mathrm{ipp} P_{L} c_{R L}, & n \times m, & (\mathrm{D} .7 \mathrm{~d})
\end{array}
$$

$$
\begin{align*}
& \left\langle\psi_{R}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle=\mathrm{i} P_{R} D_{R R}, \quad n \times n, \quad(\mathrm{D} .8 \mathrm{a}) \quad\left\langle\psi_{R}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle_{1 \mathrm{PI}}=\mathrm{i} P_{L} d_{R R}, \quad n \times n, \quad \text { (D.9a) } \\
& \left\langle\psi_{L}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle=\mathrm{i} P_{L} D_{L L}, \quad m \times m,  \tag{D.9b}\\
& \text { (D.8b) }\left\langle\psi_{L}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle_{1 \mathrm{PI}}=\mathrm{i} P_{R} d_{L L}, \quad m \times m, \\
& \left\langle\psi_{L}\left(\bar{\psi}_{R}\right)^{c}\right\rangle=\mathrm{i} \not p P_{R} D_{L R}, \quad m \times n,  \tag{D.9c}\\
& \text { (D.8c) }\left\langle\psi_{L}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle_{1 \mathrm{PI}}=\mathrm{i} \not p P_{L} d_{L R}, \quad m \times n \text {, } \\
& \left\langle\psi_{R}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle=\mathrm{i} p P_{L} D_{R L}, \quad n \times m,  \tag{D.9d}\\
& \text { (D.8d) } \\
& \left\langle\psi_{R}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle_{1 \text { PI }}=\mathrm{i} \not p P_{R} d_{R L}, \quad n \times m
\end{align*}
$$

The factors of i are just conventional. The form factors $A, B, C, D, a, b, c, d$ are matrices in the flavor space (with indicated dimensions) and may depend only on $p^{2}$. This dependence is not explicitly indicated. For the special case of momentum-independent form factors $a, b, c, d$
the 1PI propagators are equivalent to the Lagrangian

$$
\begin{align*}
\mathcal{L}= & \bar{\psi}_{R} \mathrm{i} \not \partial a_{R R} \psi_{R}+\bar{\psi}_{L} \mathrm{i} \not \partial a_{L L} \psi_{L}+\bar{\psi}_{R} a_{R L} \psi_{L}+\bar{\psi}_{L} a_{L R} \psi_{R} \\
& +\left(\bar{\psi}_{R}\right)^{\mathrm{c}} \mathrm{i} \not \partial b_{R R}\left(\psi_{R}\right)^{\mathrm{c}}+\left(\bar{\psi}_{L}\right)^{\mathrm{c}} \mathrm{i} \not \partial b_{L L}\left(\psi_{L}\right)^{\mathrm{c}}+\left(\bar{\psi}_{R}\right)^{\mathrm{c}} b_{R L}\left(\psi_{L}\right)^{\mathrm{c}}+\left(\bar{\psi}_{L}\right)^{\mathrm{c}} b_{L R}\left(\psi_{R}\right)^{\mathrm{c}} \\
& +\left(\bar{\psi}_{R}\right)^{\mathrm{c}} c_{R R} \psi_{R}+\left(\bar{\psi}_{L}\right)^{\mathrm{c}} c_{L L} \psi_{L}+\left(\bar{\psi}_{R}\right)^{\mathrm{c}} \not \mathrm{\partial} \not c_{R L} \psi_{L}+\left(\bar{\psi}_{L}{ }^{\mathrm{c}} \mathrm{i} \not \partial_{L R} \psi_{R}\right. \\
& +\bar{\psi}_{R} d_{R R}\left(\psi_{R}\right)^{\mathrm{c}}+\bar{\psi}_{L} d_{L L}\left(\psi_{L}\right)^{\mathrm{c}}+\bar{\psi}_{R} \mathrm{i} \not \partial d_{R L}\left(\psi_{L}\right)^{\mathrm{c}}+\bar{\psi}_{L} \mathrm{i}^{2} d_{L R}\left(\psi_{R}\right)^{\mathrm{c}} . \tag{D.10}
\end{align*}
$$

However, not all of these propagators are independent or unconstrained. Using the properties of the charge conjugation (see appendix $\mathbb{A}$ ) we can write the dependencies between the form factors as

$$
\begin{align*}
& B_{R R}=A_{R R}^{\mathrm{T}},  \tag{D.11a}\\
& B_{L L}=A_{L L}^{\mathrm{T}} \text {, }  \tag{D.11b}\\
& B_{L R}=A_{R L}^{\mathrm{T}},  \tag{D.11c}\\
& B_{R L}=A_{L R}^{\mathrm{T}},  \tag{D.12d}\\
& b_{R R}=a_{R R}^{\mathrm{T}},  \tag{D.12a}\\
& b_{L L}=a_{L L}^{\mathrm{T}},  \tag{D.12b}\\
& b_{L R}=a_{R L}^{\mathrm{T}},  \tag{D.12c}\\
& b_{R L}=a_{L R}^{\mathrm{T}} \text {, }  \tag{D.11d}\\
& C_{R R}=C_{R R}^{\mathrm{T}} \text {, }  \tag{D.13a}\\
& c_{R R}=c_{R R}^{\mathrm{T}},  \tag{D.14a}\\
& c_{L L}=c_{L L}^{\mathrm{T}},  \tag{D.13b}\\
& C_{L R}=C_{R L}^{\mathrm{T}} \text {, }  \tag{D.13c}\\
& d_{R R}=d_{R R}^{\mathrm{T}},  \tag{D.15a}\\
& D_{L L}=D_{L L}^{\mathrm{T}},  \tag{D.15b}\\
& D_{L R}=D_{R L}^{\mathrm{T}} \text {, }  \tag{D.15c}\\
& d_{L L}=d_{L L}^{\mathrm{T}}, \\
& d_{L R}=d_{R L}^{\mathrm{T}} .
\end{align*}
$$

Even though one takes into account the fact that not all of the propagators are independent of one another, there are still quite a lot of independent propagators. Nevertheless, it turns out that it is not necessary to treat them all separately. It is possible to construct a new field $\Psi$ out of the original fields $\psi_{L}, \psi_{R}$ in such a way that its propagator $\langle\Psi \bar{\Psi}\rangle,\langle\Psi \bar{\Psi}\rangle_{1 \text { PI }}$ contains all the propagators listed above.

The are basically four ways (denoted in Tab. D. 1 as $\Psi_{1}, \Psi_{2}, \Psi_{3}, \Psi_{4}$ ) how to construct the field $\Psi$, based on two independent criterions: First criterion is whether $m=n$ or $m \neq n$. Second and more important criterion is whether we demand invariance of the propagator under the phase (i.e., $\mathbb{U}(1))$ transformation

$$
\begin{array}{ll}
\mathbb{U}(1): & \psi_{L} \longrightarrow\left[\psi_{L}\right]^{\prime}=\mathrm{e}^{\mathrm{i} \theta} \psi_{L}, \\
\mathbb{U}(1): & \psi_{R} \longrightarrow\left[\psi_{R}\right]^{\prime}=\mathrm{e}^{\mathrm{i} \theta} \psi_{R} . \tag{D.17b}
\end{array}
$$

The point is that this invariance forbids the propagators of the type $\left\langle\psi_{1}^{\mathrm{c}} \bar{\psi}_{2}\right\rangle,\left\langle\psi_{1} \bar{\psi}_{2}^{\mathrm{c}}\right\rangle$. Thus, if this invariance holds, there are less propagators to be included in $\langle\Psi \bar{\Psi}\rangle$.

We will not discuss here all three possibilities listed in Tab.D.1. Considering the applications in the main text, we will analyze here in more detail only the Dirac case with $m=n$ and the Majorana case with $m \neq n$, i.e., the fields denoted in Tab. D. 1 as $\Psi_{1}$ and $\Psi_{4}$, which we rename for our purposes as $\psi$ and $\Psi$, respectively. We will investigate the "anatomy" of the propagators

|  | $m=n$ | $m \neq n$ |
| :---: | :---: | :---: |
| Dirac case | $\Psi_{1} \equiv \psi_{L}+\psi_{R}$ | $\Psi_{2} \equiv\binom{\psi_{L}}{\psi_{R}}$ |
| Majorana case | $\Psi_{3} \equiv\binom{\Psi_{1}}{\Psi_{1}^{\mathrm{c}}}=\binom{\psi_{L}+\psi_{R}}{\left(\psi_{L}\right)^{\mathrm{c}}+\left(\psi_{R}\right)^{\mathrm{c}}}$ | $\Psi_{4} \equiv \Psi_{2}+\Psi_{2}^{\mathrm{c}}=\binom{\psi_{L}+\left(\psi_{L}\right)^{\mathrm{c}}}{\psi_{R}+\left(\psi_{R}\right)^{\mathrm{c}}}$ |

Table D.1: Four possibilities how to organize the fields $\psi_{L}, \psi_{R}$ into a single field, based on two independent criteria. We discuss in more detail only the fields $\Psi_{1}$ and $\Psi_{4}$, denoted in the text as $\psi$ and $\Psi$, respectively, together with the relations between them.
$\langle\psi \bar{\psi}\rangle$ and $\langle\Psi \bar{\Psi}\rangle$ and show that they really incorporate all the particular propagators that they should. Finally, we will also see how the most constrained field $\psi$ can be implemented as a special case of the most general field $\Psi$.

## D. 2 Dirac field

We will investigate first the most special, or most constrained case, requiring satisfaction of both conditions mentioned above: The same number of the left-handed and the right-handed fermions and at the same time invariance of their propagators under the phase transformation (D.17). On the other hand, however, it is also the most familiar case, as it applies to all charged fermions.

## D.2.1 General treatment

## Propagator in general

Since $n=m$, we can define new field $\psi$,

$$
\begin{equation*}
\psi \equiv \psi_{L}+\psi_{R} \tag{D.18}
\end{equation*}
$$

and its full, free and 1PI propagator:

$$
\begin{align*}
\mathrm{i} G_{\psi} & =\langle\psi \bar{\psi}\rangle  \tag{D.19}\\
\mathrm{i} S_{\psi} & =\langle\psi \bar{\psi}\rangle_{0},  \tag{D.20}\\
-\mathrm{i} \boldsymbol{\Sigma}_{\psi} & =\langle\psi \bar{\psi}\rangle_{\mathrm{PII}} . \tag{D.21}
\end{align*}
$$

These are related to one another as

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\psi}=S_{\psi}^{-1}-G_{\psi}^{-1} \tag{D.22}
\end{equation*}
$$

The full and 1PI propagators have the form

$$
\begin{align*}
\mathrm{i} G_{\psi} & =\langle\psi \bar{\psi}\rangle  \tag{D.23a}\\
& =\left\langle\psi_{R} \bar{\psi}_{R}\right\rangle+\left\langle\psi_{L} \bar{\psi}_{L}\right\rangle+\left\langle\psi_{L} \bar{\psi}_{R}\right\rangle+\left\langle\psi_{R} \bar{\psi}_{L}\right\rangle  \tag{D.23b}\\
& =\mathrm{i}\left(\not p P_{L} A_{R R}+\not p P_{R} A_{L L}+P_{L} A_{L R}+P_{R} A_{R L}\right) \tag{D.23c}
\end{align*}
$$

and

$$
\begin{align*}
-\mathrm{i} \boldsymbol{\Sigma}_{\psi} & =\langle\psi \bar{\psi}\rangle_{1 \mathrm{PI}}  \tag{D.24a}\\
& =\left\langle\psi_{R} \bar{\psi}_{R}\right\rangle_{1 \mathrm{PI}}+\left\langle\psi_{L} \bar{\psi}_{L}\right\rangle_{1 \mathrm{PI}}+\left\langle\psi_{L} \bar{\psi}_{R}\right\rangle_{1 \mathrm{PI}}+\left\langle\psi_{R} \bar{\psi}_{L}\right\rangle_{1 \mathrm{PI}}  \tag{D.24b}\\
& =\mathrm{i}\left(\not p P_{R} a_{R R}+\not p P_{L} a_{L L}+P_{R} a_{L R}+P_{L} a_{R L}\right), \tag{D.24c}
\end{align*}
$$

respectively. One can easily see that all the four particular propagators in (D.23b) and in (D.24b) are invariant under the phase transformation (D.17), which now in terms of the field $\psi$ read

$$
\begin{equation*}
\mathbb{U}(1): \quad \psi \longrightarrow[\psi]^{\prime}=\mathrm{e}^{\mathrm{i} \theta} \psi \tag{D.25}
\end{equation*}
$$

## Free Lagrangian and propagator

Let us now consider the most general free Lagrangian, made of the fields $\psi_{L}, \psi_{R}$ and invariant under the phase transformation (D.17):

$$
\begin{equation*}
\mathcal{L}=\bar{\psi}_{L} \mathrm{i} \not \psi_{L}+\bar{\psi}_{R} \mathrm{i} \not \psi_{R}-\bar{\psi}_{L} m_{D} \psi_{R}-\bar{\psi}_{R} m_{D}^{\dagger} \psi_{L}, \tag{D.26}
\end{equation*}
$$

where $m_{D}$ is in principle arbitrary complex $m \times m=n \times n$ matrix. The subscript $D$ stands for "Dirac", since these are the "Dirac mass terms". In terms of $\psi$ the free Lagrangian can be easily rewritten as

$$
\begin{equation*}
\mathcal{L}=\bar{\psi} \mathrm{i} \not \partial \psi-\bar{\psi}\left(m_{D}^{\dagger} P_{L}+m_{D} P_{R}\right) \psi . \tag{D.27}
\end{equation*}
$$

If we denote

$$
\begin{equation*}
\boldsymbol{m} \equiv m_{D}^{\dagger} P_{L}+m_{D} P_{R} \tag{D.28}
\end{equation*}
$$

we can write it even more compactly as

$$
\begin{equation*}
\mathcal{L}=\bar{\psi} \mathrm{i} \not \partial \psi-\bar{\psi} \boldsymbol{m} \psi . \tag{D.29}
\end{equation*}
$$

The free propagator $\mathrm{i} S_{\psi}=\langle\psi \bar{\psi}\rangle_{0}$ can be easily achieved by inverting the free Lagrangian:

$$
\begin{align*}
S_{\psi} & =\left[\not p-\left(m_{D}^{\dagger} P_{L}+m_{D} P_{R}\right)\right]^{-1}  \tag{D.30a}\\
& =\left(p p+m_{D}\right)\left(p^{2}-m_{D}^{\dagger} m_{D}\right)^{-1} P_{L}+\left(\not p+m_{D}^{\dagger}\right)\left(p^{2}-m_{D} m_{D}^{\dagger}\right)^{-1} P_{R} \tag{D.30b}
\end{align*}
$$

In terms of $\boldsymbol{m}$, (D.28), we can write also

$$
\begin{align*}
S_{\psi} & =[\not p-\boldsymbol{m}]^{-1}  \tag{D.31a}\\
& =\left(\not p+\boldsymbol{m}^{\dagger}\right)\left(p^{2}-\boldsymbol{m} \boldsymbol{m}^{\dagger}\right)^{-1}  \tag{D.31b}\\
& =\left(p^{2}-\boldsymbol{m}^{\dagger} \boldsymbol{m}\right)^{-1}\left(\not p+\boldsymbol{m}^{\dagger}\right) . \tag{D.31c}
\end{align*}
$$

## D.2.2 Simplifying assumptions

With respect to the applications in the main text, we are now going to make some simplifying assumptions concerning the free and 1PI propagators and to arrive at expressions the corresponding full propagator.

## Hermiticity

We first make the assumption about Hermiticity of the self-energy $\boldsymbol{\Sigma}_{\psi}$ :

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\psi}=\overline{\boldsymbol{\Sigma}}_{\psi} \tag{D.32}
\end{equation*}
$$

(where $\overline{\boldsymbol{\Sigma}}_{\psi} \equiv \gamma_{0} \boldsymbol{\Sigma}_{\psi}^{\dagger} \gamma_{0}$ ). Notice that the free propagator already satisfies analogous condition:

$$
\begin{equation*}
S_{\psi}=\bar{S}_{\psi} . \tag{D.33}
\end{equation*}
$$

This is in fact just the condition for the free Lagrangian to be Hermitian. Consequently, since the full propagator can be expressed in terms of those free and 1PI as $G_{\psi}=\left(S_{\psi}^{-1}-\boldsymbol{\Sigma}_{\psi}\right)^{-1}$, the condition (D.32) for the self-energy induces an analogous condition for the full propagator:

$$
\begin{equation*}
G_{\psi}=\bar{G}_{\psi} . \tag{D.34}
\end{equation*}
$$

These conditions for the 1PI and full propagators imply the following relations among their, until now independent, components:

$$
\begin{align*}
A_{R R} & =A_{R R}^{\dagger},  \tag{D.35a}\\
A_{L L} & =A_{L L}^{\dagger},  \tag{D.35b}\\
A_{R L} & =A_{L R}^{\dagger} \tag{D.35c}
\end{align*}
$$

for the full propagators and

$$
\begin{align*}
a_{R R} & =a_{R R}^{\dagger},  \tag{D.36a}\\
a_{L L} & =a_{L L}^{\dagger},  \tag{D.36b}\\
a_{R L} & =a_{L R}^{\dagger} \tag{D.36c}
\end{align*}
$$

for the 1PI propagator.

## No wave-function renormalization

We may set

$$
\begin{align*}
a_{R R} & =0, \\
a_{L L} & =0, \tag{D.37b}
\end{align*}
$$

and rename the remaining coefficients $a_{R L}=a_{L R}^{\dagger}$ as

$$
\begin{align*}
a_{L R} & =-\Sigma_{D},  \tag{D.38a}\\
a_{R L} & =-\Sigma_{D}^{\dagger} . \tag{D.38b}
\end{align*}
$$

The subscript $D$ stands for Dirac. The self-energy $\boldsymbol{\Sigma}_{\psi}$, (D.24), then recasts as

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\psi}=\Sigma_{D}^{\dagger} P_{L}+\Sigma_{D} P_{R} \tag{D.39}
\end{equation*}
$$

Now if we further assume that the bare propagator is just $S_{\psi}^{-1}=\not p$, the components of the full propagator $G_{\psi}$, (D.23), are

$$
\begin{align*}
A_{R R} & =D_{R},  \tag{D.40a}\\
A_{L L} & =D_{L},  \tag{D.40b}\\
A_{L R} & =\Sigma_{D} D_{R}=D_{L} \Sigma_{D},  \tag{D.40c}\\
A_{R L} & =\Sigma_{D}^{\dagger} D_{L}=D_{R} \Sigma_{D}^{\dagger}, \tag{D.40d}
\end{align*}
$$

where we denoted

$$
\begin{align*}
D_{R} & \equiv\left(p^{2}-\Sigma_{D}^{\dagger} \Sigma_{D}\right)^{-1}  \tag{D.41a}\\
D_{L} & \equiv\left(p^{2}-\Sigma_{D} \Sigma_{D}^{\dagger}\right)^{-1} \tag{D.41b}
\end{align*}
$$

Let us explicitly state the commutation relation

$$
\begin{equation*}
\Sigma_{D} D_{R}=D_{L} \Sigma_{D}, \tag{D.42}
\end{equation*}
$$

used in (D.40c) and (D.40d). Also note that $D_{L}, D_{R}$ trivially commute with $\gamma^{\mu}$, since $D_{L}, D_{R}$ do not contain any $\gamma_{5}$.

It is convenient to introduce also another notation. Let us define

$$
\begin{align*}
\boldsymbol{D}_{R} & \equiv\left(p^{2}-\boldsymbol{\Sigma}_{\psi}^{\dagger} \boldsymbol{\Sigma}_{\psi}\right)^{-1}=D_{L} P_{R}+D_{L} P_{L}  \tag{D.43a}\\
\boldsymbol{D}_{L} & \equiv\left(p^{2}-\boldsymbol{\Sigma}_{\psi} \boldsymbol{\Sigma}_{\psi}^{\dagger}\right)^{-1}=D_{L} P_{L}+D_{R} P_{R} \tag{D.43b}
\end{align*}
$$

The commutation relation of $\boldsymbol{D}_{L}, \boldsymbol{D}_{R}$ with $\boldsymbol{\Sigma}_{\psi}$ reads

$$
\begin{equation*}
\boldsymbol{D}_{L} \boldsymbol{\Sigma}_{\psi}=\boldsymbol{\Sigma}_{\psi} \boldsymbol{D}_{R} \tag{D.44}
\end{equation*}
$$

which is much the same as the commutation relation (D.42). On the other hand, the commutation relations with $\gamma^{\mu}$ are now non-trivial, due to presence of $\gamma_{5}$ in $\boldsymbol{D}_{L}, \boldsymbol{D}_{R}$ :

$$
\begin{align*}
\gamma^{\mu} \boldsymbol{D}_{L} & =\boldsymbol{D}_{R} \gamma^{\mu},  \tag{D.45a}\\
\gamma^{\mu} \boldsymbol{D}_{R} & =\boldsymbol{D}_{L} \gamma^{\mu} . \tag{D.45b}
\end{align*}
$$

## Expressions of the full propagator

Consider now the full propagator $G_{\psi}$, given in terms of $\boldsymbol{\Sigma}_{\psi}$ as

$$
\begin{equation*}
G_{\psi}=\left(\not p-\Sigma_{\psi}\right)^{-1} . \tag{D.46}
\end{equation*}
$$

The inversion can be done in terms of $\Sigma_{D}$, with the chiral projectors shown explicitly, as

$$
\begin{equation*}
G_{\psi}=\left(\not p+\Sigma_{D}\right) D_{R} P_{L}+\left(\not p+\Sigma_{D}^{\dagger}\right) D_{L} P_{R}, \tag{D.47}
\end{equation*}
$$

which is analogous to the expression (D.30) of the free propagator $S_{\psi}$. Using the definitions (D.43) it is also possible to express $G_{\psi}$ in terms of $\boldsymbol{\Sigma}_{\psi}$ in more compact way, with the chiral projectors "hidden":

$$
\begin{align*}
G_{\psi} & =\left(\not p+\boldsymbol{\Sigma}_{\psi}^{\dagger}\right) \boldsymbol{D}_{L}  \tag{D.48a}\\
& =\boldsymbol{D}_{R}\left(\not p+\boldsymbol{\Sigma}_{\psi}^{\dagger}\right) \tag{D.48b}
\end{align*}
$$

in analogy with the expression (D.31) for the free propagator $S_{\psi}$.

## Diagrammatics

Let us finally state here the Feynman rules for the self-energy (D.39) and the full propagator (D.48). The self-energy line is

$$
\begin{align*}
\langle\psi \bar{\psi}\rangle_{1 \mathrm{PI}}=?^{\psi} & =-\mathrm{i}\left(\Sigma_{D}^{\dagger} P_{L}+\Sigma_{D} P_{R}\right)  \tag{D.49a}\\
& =-\mathrm{i} \boldsymbol{\Sigma}_{\psi} \tag{D.49b}
\end{align*}
$$

and its chiral components read

$$
\begin{align*}
& \left\langle\psi_{L} \bar{\psi}_{R}\right\rangle_{1 \mathrm{PI}}=\sim-\mathrm{i} \Sigma_{D} P_{R}  \tag{D.50a}\\
& \left\langle\psi_{R} \bar{\psi}_{L}\right\rangle_{1 \mathrm{PI}}=\psi_{R}=-\mathrm{i} \Sigma_{D}^{\dagger} P_{L} \tag{D.50b}
\end{align*}
$$

For the full propagator we have

$$
\begin{align*}
\langle\psi \bar{\psi}\rangle=\sim & =\mathrm{i}\left(\not p+\Sigma_{D}\right) D_{R} P_{L}+\mathrm{i}\left(\not p+\Sigma_{D}^{\dagger}\right) D_{L} P_{R}  \tag{D.51a}\\
& =\mathrm{i}\left(\not p+\boldsymbol{\Sigma}_{\psi}^{\dagger}\right) \boldsymbol{D}_{L}=\mathrm{i} \boldsymbol{D}_{R}\left(\not p+\boldsymbol{\Sigma}_{\psi}^{\dagger}\right) \tag{D.51b}
\end{align*}
$$

with the chiral component not including $\not p$ :

$$
\begin{align*}
& \left\langle\psi_{L} \bar{\psi}_{R}\right\rangle=\stackrel{\psi_{L}}{\psi_{R}}=\mathrm{i} \Sigma_{D} D_{R} P_{L}=\mathrm{i} D_{L} \Sigma_{D} P_{L},  \tag{D.52a}\\
& \left\langle\psi_{R} \bar{\psi}_{L}\right\rangle=\stackrel{\psi_{R}}{\psi_{L}}=\mathrm{i} \Sigma_{D}^{\dagger} D_{L} P_{R}=\mathrm{i} D_{R} \Sigma_{D}^{\dagger} P_{R}, \tag{D.52b}
\end{align*}
$$

and the chiral component proportional to $\not p$ :

$$
\begin{align*}
& \left\langle\psi_{L} \bar{\psi}_{L}\right\rangle=\stackrel{\psi_{L}}{\longrightarrow} \not \psi_{L}=\mathrm{i} \not p D_{L} P_{R}  \tag{D.53a}\\
& \left\langle\psi_{R} \bar{\psi}_{R}\right\rangle=\xrightarrow{\psi_{R}} \not \psi_{R}=\mathrm{i} \not p D_{R} P_{L} . \tag{D.53b}
\end{align*}
$$

## D. 3 Majorana field in the Nambu-Gorkov formalism

Now we relax both assumptions made in the previous section, i.e., we do not anymore require invariance of the propagators of $\psi_{L}, \psi_{R}$ under the phase transformation (D.17) and we assume that the numbers of $\psi_{L}$ and $\psi_{R}$ are in general different: $m \neq n$.

## D.3.1 General treatment

## Propagator in general

We define the new field $\Psi$, called the Namby-Gorkov field, as

$$
\begin{equation*}
\Psi \equiv\binom{\psi_{L}+\left(\psi_{L}\right)^{\mathrm{c}}}{\psi_{R}+\left(\psi_{R}\right)^{\mathrm{c}}} \tag{D.54}
\end{equation*}
$$

and denote its propagators as

$$
\begin{align*}
\mathrm{i} G_{\Psi} & =\langle\Psi \bar{\Psi}\rangle  \tag{D.55}\\
\mathrm{i} S_{\Psi} & =\langle\Psi \bar{\Psi}\rangle_{0},  \tag{D.56}\\
-\mathrm{i} \boldsymbol{\Sigma}_{\Psi} & =\langle\Psi \bar{\Psi}\rangle_{1 \mathrm{PI}} . \tag{D.57}
\end{align*}
$$

Again, the self-energy is related to the full and free propagators as

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\Psi}=S_{\Psi}^{-1}-G_{\Psi}^{-1} \tag{D.58}
\end{equation*}
$$

Clearly, the definition ( $\overline{\mathrm{D} .54)}$ is consistent with the assumption $m \neq n$. Moreover, the propagators really do incorporate the particular propagators like, e.g., $\left\langle\psi_{L}^{\mathrm{c}} \bar{\psi}_{R}\right\rangle$, breaking the invariance under (D.17). Let us see it explicitly. The full propagator reads

$$
\begin{align*}
\mathrm{i} G_{\Psi}= & \langle\Psi \bar{\Psi}\rangle  \tag{D.59a}\\
= & \left(\begin{array}{cc}
\left\langle\left(\psi_{L}\right)^{\mathrm{c}}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle & \left\langle\left(\psi_{L}\right)^{\mathrm{c}} \bar{\psi}_{R}\right\rangle \\
\left\langle\psi_{R}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle & \left\langle\psi_{R} \bar{\psi}_{R}\right\rangle
\end{array}\right)+\left(\begin{array}{cc}
\left\langle\psi_{L} \bar{\psi}_{L}\right\rangle & \left\langle\psi_{L}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle \\
\left\langle\left(\psi_{R}\right)^{\mathrm{c}} \bar{\psi}_{L}\right\rangle & \left\langle\left(\psi_{R}\right)^{\mathrm{c}}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle
\end{array}\right) \\
& +\left(\begin{array}{cc}
\left\langle\psi_{L}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle & \left\langle\psi_{L} \bar{\psi}_{R}\right\rangle \\
\left\langle\left(\psi_{R}\right)^{\mathrm{c}}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle & \left\langle\left(\psi_{R}\right)^{\mathrm{c}} \bar{\psi}_{R}\right\rangle
\end{array}\right)+\left(\begin{array}{cc}
\left\langle\left(\psi_{L}\right)^{\mathrm{c}} \bar{\psi}_{L}\right\rangle & \left\langle\left(\psi_{L}\right)^{\mathrm{c}}\left(\bar{\psi}_{R} \mathrm{c}^{\mathrm{c}}\right\rangle\right. \\
\left\langle\psi_{R} \bar{\psi}_{L}\right\rangle & \left\langle\psi_{R}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle
\end{array}\right)  \tag{D.59b}\\
= & \mathrm{i}\left(\not p P_{L} \mathcal{A}+\not p P_{R} \mathcal{B}+P_{L} \mathcal{C}+P_{R} \mathcal{D}\right), \tag{D.59c}
\end{align*}
$$

while the 1 PI is

$$
\left.\begin{array}{rl}
-\mathrm{i} \boldsymbol{\Sigma}_{\Psi}= & \langle\Psi \bar{\Psi}\rangle_{1 \mathrm{PI}} \\
= & \left(\begin{array}{cc}
\left\langle\psi_{L} \bar{\psi}_{L}\right\rangle_{1 \mathrm{PI}} & \left\langle\psi_{L}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle_{1 \mathrm{PI}} \\
\left\langle\left(\psi_{R}\right)^{\mathrm{c}} \bar{\psi}_{L}\right\rangle_{1 \mathrm{PI}} & \left\langle\left(\psi_{R}\right)^{\mathrm{c}}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle_{1 \mathrm{PI}}
\end{array}\right)+\left(\begin{array}{cc}
\left\langle\left(\psi_{L}\right)^{\mathrm{c}}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle_{1 \mathrm{PI}} & \left\langle\left(\psi_{L}\right)^{\mathrm{c}} \bar{\psi}_{R}\right\rangle_{1 \mathrm{PI}} \\
\left\langle\psi_{R}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle_{1 \mathrm{PI}} & \left\langle\psi_{R} \bar{\psi}_{R}\right\rangle_{1 \mathrm{PI}}
\end{array}\right) \\
& +\left(\begin{array}{cc}
\left\langle\left(\psi_{L}\right)^{\mathrm{c}} \bar{\psi}_{L}\right\rangle_{1 \mathrm{PI}} & \left\langle\left(\psi_{L}\right)^{\mathrm{c}}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle_{1 \mathrm{PI}} \\
\left\langle\psi_{R} \bar{\psi}_{L}\right\rangle_{1 \mathrm{PI}} & \left\langle\psi_{R}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle_{1 \mathrm{PI}}
\end{array}\right)+\left(\begin{array} { c } 
{ \langle \psi _ { L } ( \overline { \psi } _ { L } ) ^ { \mathrm { c } } \rangle _ { 1 \mathrm { PI } } } \\
{ \langle \langle \psi _ { L } \overline { \psi } _ { R } \rangle _ { 1 \mathrm { PI } } } \\
{ \langle ( \psi _ { R } ) ^ { \mathrm { c } } ( \overline { \psi } _ { L } ) ^ { \mathrm { c } } \rangle _ { 1 \mathrm { PI } } }
\end{array} \left\langle\left\langle\left(\psi_{R}\right)^{\mathrm{c}} \bar{\psi}_{R}\right\rangle_{1 \mathrm{PI}}\right.\right.
\end{array}\right),
$$

where we denoted

$$
\begin{align*}
& \mathcal{A} \equiv\left(\begin{array}{cc}
B_{L L} & C_{L R} \\
D_{R L} & A_{R R}
\end{array}\right),  \tag{D.61a}\\
& \mathcal{A}_{1 \mathrm{PI}} \equiv\left(\begin{array}{ll}
a_{L L} & d_{L R} \\
c_{R L} & b_{R R}
\end{array}\right),  \tag{D.62a}\\
& \mathcal{B} \equiv\left(\begin{array}{ll}
A_{L L} & D_{L R} \\
C_{R L} & B_{R R}
\end{array}\right),  \tag{D.61b}\\
& \mathcal{C} \equiv\left(\begin{array}{ll}
D_{L L} & A_{L R} \\
B_{R L} & C_{R R}
\end{array}\right),  \tag{D.61c}\\
& \mathcal{D} \equiv\left(\begin{array}{ll}
C_{L L} & B_{L R} \\
A_{R L} & D_{R R}
\end{array}\right),  \tag{D.61d}\\
& \mathcal{B}_{1 \mathrm{PI}} \equiv\left(\begin{array}{cc}
b_{L L} & c_{L R} \\
d_{R L} & a_{R R}
\end{array}\right),  \tag{D.62b}\\
& \mathcal{C}_{1 \mathrm{PI}} \equiv\left(\begin{array}{cc}
c_{L L} & b_{L R} \\
a_{R L} & d_{R R}
\end{array}\right),  \tag{D.62c}\\
& \mathcal{D}_{1 \mathrm{PI}} \equiv\left(\begin{array}{cc}
d_{L L} & a_{L R} \\
b_{R L} & c_{R R}
\end{array}\right) . \tag{D.62d}
\end{align*}
$$

Indeed, we can see the propagators, non-invariant under (D.17), are really included. In fact, all of the possible propagators (D.2), (D.4), (D.6), (D.8) and (D.3), (D.5), (D.7), (D.9), that can be made out of the fields $\psi_{L}, \psi_{R}$, are included in the propagators (D.59) and (D.60), respectively. In this sense the formalism $\Psi$ is the most general one.

For completeness, let us also derive how the $\mathbb{U}(1)$ transformation (D.17) looks in terms of
the field $\Psi$ :

$$
\begin{align*}
\mathbb{U}(1): \Psi=\binom{\psi_{L}+\left(\psi_{L}\right)^{\mathrm{c}}}{\psi_{R}+\left(\psi_{R}\right)^{\mathrm{c}}} & \longrightarrow \\
{[\Psi]^{\prime} } & =\binom{\mathrm{e}^{\mathrm{i} \theta} \psi_{L}+\mathrm{e}^{-\mathrm{i} \theta}\left(\psi_{L}\right)^{\mathrm{c}}}{\mathrm{e}^{\mathrm{i} \theta} \psi_{R}+\mathrm{e}^{-\mathrm{i} \theta}\left(\psi_{R}\right)^{\mathrm{c}}}  \tag{D.63a}\\
& =\left(\begin{array}{cc}
\mathrm{e}^{\mathrm{i} \theta} P_{L}+\mathrm{e}^{-\mathrm{i} \theta} P_{R} & 0 \\
0 & \mathrm{e}^{\mathrm{i} \theta} P_{R}+\mathrm{e}^{-\mathrm{i} \theta} P_{L}
\end{array}\right)\binom{\psi_{L}+\left(\psi_{L}\right)^{\mathrm{c}}}{\psi_{R}+\left(\psi_{R}\right)^{\mathrm{c}}}  \tag{D.63b}\\
& =\left(\begin{array}{cc}
\mathrm{e}^{-\mathrm{i} \gamma_{5} \theta} & 0 \\
0 & \mathrm{e}^{\mathrm{i} \gamma_{5} \theta}
\end{array}\right) \Psi  \tag{D.63c}\\
& =\mathrm{e}^{-\mathrm{i} \gamma_{5} \sigma_{3} \theta} \Psi . \tag{D.63d}
\end{align*}
$$

The matrix $\sigma_{3}$ acts of course in the Nambu-Gorkov doublet space.
The field $\Psi$ is a Majorana field, since it satisfies the Majorana condition (A.21):

$$
\begin{equation*}
\Psi^{\mathrm{c}}=\Psi, \tag{D.64}
\end{equation*}
$$

as can be readily seen from its definition (D.54). As shown in appendix C, the full propagator $G_{\Psi}$ must therefore satisfy the condition

$$
\begin{equation*}
G_{\Psi}(p)=G_{\Psi}^{\mathrm{c}}(-p) . \tag{D.65}
\end{equation*}
$$

The same condition must be satisfied also by the free propagator $S_{\Psi}$, which is after all merely a special case of $G_{\Psi}$ in the case of no interactions. Thus, self-energy $\boldsymbol{\Sigma}_{\Psi}$ must satisfy it too:

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\Psi}(p)=\boldsymbol{\Sigma}_{\Psi}^{c}(-p) . \tag{D.66}
\end{equation*}
$$

The conditions (D.65) and (D.66) for $G_{\Psi}$ and $\boldsymbol{\Sigma}_{\Psi}$ are in fact equivalent to the conditions (D.11), (D.13), (D.15) and (D.12), (D.14), (D.16), respectively, discussed already above. In terms of the matrix formalism (D.61) and (D.62) they can be more compactly rewritten as
$\mathcal{A}=\mathcal{B}^{\mathrm{T}}$,
$\mathcal{A}_{1 \mathrm{PI}}=\mathcal{B}_{1 \mathrm{PI}}^{\mathrm{T}}$,
$\mathcal{C}=\mathcal{C}^{\mathrm{T}}$,
$\mathcal{C}_{1 \mathrm{PI}}=\mathcal{C}_{1 \mathrm{PI}}^{\mathrm{T}}$,
$\mathcal{D}=\mathcal{D}^{\mathrm{T}}$,
$\mathcal{D}_{1 \mathrm{PI}}=\mathcal{D}_{1 \mathrm{PI}}^{\mathrm{T}}$.

## Free Lagrangian and propagator

The most general free Lagrangian of the fields $\psi_{L}, \psi_{R}$, non-invariant under (D.17), reads

$$
\begin{equation*}
\mathcal{L}=\bar{\psi}_{L} \mathrm{i} \not \partial \psi_{L}+\bar{\psi}_{R} \mathrm{i} \not \partial \psi_{R}-\left(\bar{\psi}_{L} m_{D} \psi_{R}+\frac{1}{2} \bar{\psi}_{L} m_{L}\left(\psi_{L}\right)^{\mathrm{c}}+\frac{1}{2}\left(\bar{\psi}_{R}\right)^{\mathrm{c}} m_{R} \psi_{R}+\text { h.c. }\right) . \tag{D.69}
\end{equation*}
$$

Here $m_{D}$ is a rectangular $m \times n$ matrix, while the $m_{L}, m_{R}$ are square matrices with dimensions $n \times n, m \times m$, respectively. Moreover, the matrices $m_{L}, m_{R}$ can be taken without loss of generality symmetric:

$$
\begin{align*}
m_{L} & =m_{L}^{\mathrm{T}},  \tag{D.70a}\\
m_{R} & =m_{R}^{\mathrm{T}}, \tag{D.70b}
\end{align*}
$$

since their antisymmetric parts do not contribute to the Lagrangian. Let us see it on an example of, say, $m_{R}$ :

$$
\begin{align*}
\left(\bar{\psi}_{R}\right)^{\mathrm{c}} m_{R} \psi_{R} & =-\psi_{R}^{\mathrm{T}} C^{-1} m_{R} \psi_{R}  \tag{D.71a}\\
& =-\left[\psi_{R}^{\mathrm{T}} C^{-1} m_{R} \psi_{R}\right]^{\mathrm{T}}  \tag{D.71b}\\
& =-\psi_{R}^{\mathrm{T}} C^{-1} m_{R}^{\mathrm{T}} \psi_{R}  \tag{D.71c}\\
& =\left(\bar{\psi}_{R}\right)^{\mathrm{c}} m_{R}^{\mathrm{T}} \psi_{R} . \tag{D.71d}
\end{align*}
$$

(In the second line, (D.71b), we used the antisymmetricity (A.15) of the matrix $C$ of charge conjugation, which compensated for the minus sign due to anti-commuting character of the fermion field, occurring when taking the transpose.) Therefore the antisymmetric part of $m_{R}$ must vanish in the bilinear $\bar{\psi}_{R} m_{R}\left(\psi_{R}\right)^{c}$. For $m_{L}$ the argument would be the same.

In terms of the field $\Psi$ the free Lagrangian (D.69) can be rewritten as

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \bar{\Psi} \mathrm{i} \not \partial \Psi-\frac{1}{2} \bar{\Psi} \boldsymbol{m} \Psi+\frac{1}{2} \partial_{\mu}\left(\bar{\psi}_{L} \gamma^{\mu} \psi_{L}\right)+\frac{1}{2} \partial_{\mu}\left(\bar{\psi}_{R} \gamma^{\mu} \psi_{R}\right), \tag{D.72}
\end{equation*}
$$

where we defined the matrix $\boldsymbol{m}$,

$$
\begin{equation*}
\boldsymbol{m} \equiv m^{\dagger} P_{L}+m P_{R} \tag{D.73}
\end{equation*}
$$

in terms of the symmetric matrix $m$ :

$$
m \equiv\left(\begin{array}{cc}
m_{L} & m_{D}  \tag{D.74}\\
m_{D}^{\mathrm{T}} & m_{R}
\end{array}\right)
$$

The total divergencies in (D.72) do not contribute to the action and we will accordingly dismiss them in the following.

The free propagator $S_{\Psi}$ is now obtained easily by inverting the free Lagrangian (D.72). Likewise in the Dirac case, we can express it either in terms of $m$, (D.74), as

$$
\begin{align*}
S_{\Psi} & =\left[\not p-\left(m^{\dagger} P_{L}+m P_{R}\right)\right]^{-1}  \tag{D.75a}\\
& =(\not p+m)\left(p^{2}-m^{\dagger} m\right)^{-1} P_{L}+\left(\not p+m^{\dagger}\right)\left(p^{2}-m m^{\dagger}\right)^{-1} P_{R} \tag{D.75b}
\end{align*}
$$

or more compactly, in terms of $\boldsymbol{m}$, (D.73), as

$$
\begin{align*}
S_{\Psi} & =[\not p-\boldsymbol{m}]^{-1}  \tag{D.76a}\\
& =\left(\not p+\boldsymbol{m}^{\dagger}\right)\left(p^{2}-\boldsymbol{m} \boldsymbol{m}^{\dagger}\right)^{-1}  \tag{D.76b}\\
& =\left(p^{2}-\boldsymbol{m}^{\dagger} \boldsymbol{m}\right)^{-1}\left(\not p+\boldsymbol{m}^{\dagger}\right) . \tag{D.76c}
\end{align*}
$$

Notice that both expressions (D.75) and (D.76) for $S_{\Psi}$ are formally the same as their Dirac counterparts (D.30) and (D.31), respectively, for $S_{\psi}$. One can verify that $S_{\Psi}$ indeed satisfies the condition

$$
\begin{equation*}
S_{\Psi}(p)=S_{\Psi}^{\mathrm{c}}(-p), \tag{D.77}
\end{equation*}
$$

due to obvious symmetricity of $m$,

$$
\begin{equation*}
m=m^{\mathrm{T}} \tag{D.78}
\end{equation*}
$$

or equivalently, due to

$$
\begin{equation*}
m=m^{\mathrm{c}} \tag{D.79}
\end{equation*}
$$

## D.3.2 Simplifying assumptions

## Hermiticity

We are again free to demand

$$
\begin{equation*}
\Sigma_{\Psi}=\bar{\Sigma}_{\Psi} . \tag{D.80}
\end{equation*}
$$

Since the free propagator $S_{\Psi}$ already satisfies $S_{\Psi}=\bar{S}_{\Psi}$, the condition (D.80) implies, by means of the relation (D.58), similar condition for $G_{\Psi}$ :

$$
\begin{equation*}
G_{\Psi}=\bar{G}_{\Psi} . \tag{D.81}
\end{equation*}
$$

Assuming (D.81) and (D.80) we obtain, on top of the conditions (D.67) and (D.68), also the following conditions for the particular components (D.61), (D.62) of the propagators:
$\mathcal{A}=\mathcal{A}^{\dagger}$,
$\mathcal{A}_{1 \mathrm{PI}}=\mathcal{A}_{1 \mathrm{PI}}^{\dagger}$,
$\mathcal{B}=\mathcal{B}^{\dagger}$,
$\mathcal{B}_{1 \mathrm{PI}}=\mathcal{B}_{1 \mathrm{PI}}^{\dagger}$,
$\mathcal{C}=\mathcal{D}^{\dagger}$,
(D.82c)
$\mathcal{C}_{1 \mathrm{PI}}=\mathcal{D}_{1 \mathrm{PI}}^{\dagger}$.

## No wave-function renormalization

We may set

$$
\begin{align*}
\mathcal{A}_{1 \mathrm{PI}} & =0,  \tag{D.84a}\\
\mathcal{B}_{1 \mathrm{PI}} & =0 \tag{D.84b}
\end{align*}
$$

and rename the remaining self-energy $\mathcal{C}_{1 \text { PI }}=\mathcal{D}_{\text {1PI }}^{\dagger}$ as

$$
\begin{align*}
\mathcal{D}_{1 \mathrm{PI}} & =-\Sigma_{\Psi},  \tag{D.85a}\\
\mathcal{C}_{1 \mathrm{PI}} & =-\Sigma_{\Psi}^{\dagger} . \tag{D.85b}
\end{align*}
$$

The self-energy $\boldsymbol{\Sigma}_{\Psi}$ hence takes the form

$$
\begin{equation*}
\Sigma_{\Psi}=\Sigma_{\Psi}^{\dagger} P_{L}+\Sigma_{\Psi} P_{R} . \tag{D.86}
\end{equation*}
$$

As an aside, notice that

$$
\begin{equation*}
\Sigma_{\Psi}^{\mathrm{c}}=\Sigma_{\Psi}^{*} P_{L}+\Sigma_{\Psi}^{\mathrm{T}} P_{R}, \tag{D.87}
\end{equation*}
$$

so that the condition (D.66) is in terms of $\Sigma_{\Psi}$ equivalent to

$$
\begin{equation*}
\Sigma_{\Psi}=\Sigma_{\Psi}^{T}, \tag{D.88}
\end{equation*}
$$

where we ignore the momentum argument, since for $\Sigma_{\Psi}$, as being a function of $p^{2}$, the change of sign in (D.66) does not matter.

The chiral components $\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}$ of the full propagator $G_{\Psi}$ can be now expressed as

$$
\begin{align*}
\mathcal{A} & =D_{\Psi}^{\mathrm{T}},  \tag{D.89a}\\
\mathcal{B} & =D_{\Psi},  \tag{D.89b}\\
\mathcal{C} & =\Sigma_{\Psi} D_{\Psi}^{\mathrm{T}}=D_{\Psi} \Sigma_{\Psi},  \tag{D.89c}\\
\mathcal{D} & =\Sigma_{\Psi}^{\dagger} D_{\Psi}=D_{\Psi}^{\mathrm{T}} \Sigma_{\Psi}^{\dagger}, \tag{D.89d}
\end{align*}
$$

where we denoted

$$
\begin{equation*}
D_{\Psi} \equiv\left(p^{2}-\Sigma_{\Psi} \Sigma_{\Psi}^{\dagger}\right)^{-1} \tag{D.90a}
\end{equation*}
$$

Notice that due to the symmetricity of $\Sigma_{\Psi}$ we have

$$
\begin{equation*}
D_{\Psi}^{\mathrm{T}}=\left(p^{2}-\Sigma_{\Psi}^{\dagger} \Sigma_{\Psi}\right)^{-1} \tag{D.90b}
\end{equation*}
$$

so that there is no need to introduce independent denotations (e.g., $D_{\Psi L}, D_{\Psi R}$, in analogy with $D_{L}, D_{R}$, (D.41)) for the two quantities (D.90). This time the commutation relation of $D_{\Psi}$ with $\Sigma_{\Psi}$ reads

$$
\begin{equation*}
\Sigma_{\Psi} D_{\Psi}^{\mathrm{T}}=D_{\Psi} \Sigma_{\Psi} \tag{D.91}
\end{equation*}
$$

and the commutation relation of $D_{\Psi}$ with $\gamma^{\mu}$ is again of course trivial.
Like in the previous section, it is again useful to define

$$
\begin{equation*}
\boldsymbol{D}_{\Psi} \equiv\left(p^{2}-\boldsymbol{\Sigma}_{\Psi} \boldsymbol{\Sigma}_{\Psi}^{\dagger}\right)^{-1}=D_{\Psi} P_{L}+D_{\Psi}^{\mathrm{T}} P_{R} \tag{D.92a}
\end{equation*}
$$

Note that since

$$
\begin{equation*}
\boldsymbol{D}_{\Psi}^{c} \equiv\left(p^{2}-\boldsymbol{\Sigma}_{\Psi}^{\dagger} \boldsymbol{\Sigma}_{\Psi}\right)^{-1}=D_{\Psi}^{\mathrm{T}} P_{L}+D_{\Psi} P_{R}, \tag{D.92b}
\end{equation*}
$$

we again do not need to introduce two independent denotations for the two quantities (D.92), in contrast to the Dirac case (D.43). The commutation relation (D.91) translates in terms of $\boldsymbol{D}_{\Psi}$ as

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\Psi} \boldsymbol{D}_{\Psi}^{\mathrm{c}}=\boldsymbol{D}_{\Psi} \boldsymbol{\Sigma}_{\Psi} . \tag{D.93}
\end{equation*}
$$

Commutation relation with $\gamma^{\mu}$ is this time non-trivial:

$$
\begin{align*}
\gamma^{\mu} \boldsymbol{D}_{\Psi} & =\boldsymbol{D}_{\Psi}^{c} \gamma^{\mu},  \tag{D.94a}\\
\gamma^{\mu} \boldsymbol{D}_{\Psi}^{c} & =\boldsymbol{D}_{\Psi} \gamma^{\mu} . \tag{D.94b}
\end{align*}
$$

## Expressions of the full propagator

The full propagator of the field $\Psi$,

$$
\begin{equation*}
G_{\Psi}=\left(\not p-\Sigma_{\Psi}\right)^{-1}, \tag{D.95}
\end{equation*}
$$

can be again expressed in terms of $\Sigma_{\Psi}$, with the chiral projectors shown explicitly, as

$$
\begin{equation*}
G_{\Psi}=\left(\not p+\Sigma_{\Psi}\right) D_{\Psi}^{\mathrm{T}} P_{L}+\left(\not p+\Sigma_{\Psi}^{\dagger}\right) D_{\Psi} P_{R}, \tag{D.96}
\end{equation*}
$$

which is analogous to the expression (D.75) of the free propagator $S_{\Psi}$. Using the definition (D.92) it also possible to express $G_{\Psi}$ in terms of $\boldsymbol{\Sigma}_{\Psi}$ in more compact way, with the chiral projectors "hidden":

$$
\begin{align*}
G_{\Psi} & =\left(\not p+\boldsymbol{\Sigma}_{\Psi}^{\dagger}\right) \boldsymbol{D}_{\Psi}  \tag{D.97a}\\
& =\boldsymbol{D}_{\Psi}^{\mathrm{c}}\left(\not p+\boldsymbol{\Sigma}_{\Psi}^{\dagger}\right), \tag{D.97b}
\end{align*}
$$

in analogy with the expression (D.76) for $S_{\Psi}$.

## Propagators in the Nambu-Gorkov doublet space

Let us introduce some denotation for the components of the self-energy $\Sigma_{\Psi}$ in the NambuGorkov doublet space $\Psi$ :

$$
\Sigma_{\Psi}=\left(\begin{array}{cc}
\Sigma_{L} & \Sigma_{D}  \tag{D.98}\\
\Sigma_{D}^{\mathrm{T}} & \Sigma_{R}
\end{array}\right)
$$

where the components $\Sigma_{L}, \Sigma_{R}$ are symmetric matrices, so that the $\Sigma_{\Psi}$ is symmetric too. Let us also introduce some denotation for the corresponding blocks of $D_{\Psi}$ :

$$
\begin{align*}
D_{\Psi} & =\left(p^{2}-\Sigma_{\Psi} \Sigma_{\Psi}^{\dagger}\right)^{-1}  \tag{D.99a}\\
& =\left(\begin{array}{cc}
p^{2}-\left(\Sigma_{L} \Sigma_{L}^{*}+\Sigma_{D} \Sigma_{D}^{\dagger}\right) & -\left(\Sigma_{L} \Sigma_{D}^{*}+\Sigma_{D} \Sigma_{R}^{*}\right) \\
-\left(\Sigma_{D}^{\mathrm{T}} \Sigma_{L}^{*}+\Sigma_{R} \Sigma_{D}^{\dagger}\right) & p^{2}-\left(\Sigma_{R} \Sigma_{R}^{*}+\Sigma_{D}^{\mathrm{T}} \Sigma_{D}^{*}\right)
\end{array}\right)^{-1}  \tag{D.99b}\\
& \equiv\left(\begin{array}{cc}
D_{L} & D_{M} \\
D_{M}^{\dagger} & D_{R}^{\mathrm{T}}
\end{array}\right) . \tag{D.99c}
\end{align*}
$$

It is possible to invert $D_{\Psi}$, (D.99b), explicitly, i.e., to express the blocks $D_{L}, D_{R}, D_{M}$ in terms of $\Sigma_{L}, \Sigma_{R}, \Sigma_{D}$. One can use for this purpose the formula for the block-wise inversion

$$
\begin{align*}
\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)^{-1} & =\left(\begin{array}{cc}
\left(A-B D^{-1} C\right)^{-1} & -\left(A-B D^{-1} C\right)^{-1} B D^{-1} \\
-D^{-1} C\left(A-B D^{-1} C\right)^{-1} & D^{-1}+D^{-1} C\left(A-B D^{-1} C\right)^{-1} B D^{-1}
\end{array}\right) \\
& =\left(\begin{array}{cc}
A^{-1}+A^{-1} B\left(D-C A^{-1} B\right)^{-1} C A^{-1} & -A^{-1} B\left(D-C A^{-1} B\right)^{-1} \\
-\left(D-C A^{-1} B\right)^{-1} C A^{-1} & \left(D-C A^{-1} B\right)^{-1}
\end{array}\right), \tag{D.100a}
\end{align*}
$$

holding provided $A$ and $D$ are square matrices; one can choose the appropriate form of the inversion according to which of the inversions $\left(A-B D^{-1} C\right)^{-1}, D^{-1}$ or $\left(D-C A^{-1} B\right)^{-1}, A^{-1}$ do exist and which do not. However, for general $\Sigma_{L}, \Sigma_{R}, \Sigma_{D}$ the explicit forms of $D_{L}, D_{R}, D_{M}$ would not be neither very elegant nor illuminating. Nevertheless, in order to get some feeling about it, we are going to do it for two special cases: We consider vanishing the Dirac self-energy $\Sigma_{D}$ and non-vanishing Majorana self-energies $\Sigma_{L}, \Sigma_{R}$, and vice versa:

- Let both $\Sigma_{L}=0, \Sigma_{R}=0$. Then

$$
\begin{align*}
D_{L} & =\left(p^{2}-\Sigma_{D} \Sigma_{D}^{\dagger}\right)^{-1}  \tag{D.101a}\\
D_{R} & =\left(p^{2}-\Sigma_{D}^{\dagger} \Sigma_{D}\right)^{-1}  \tag{D.101b}\\
D_{M} & =0 \tag{D.101c}
\end{align*}
$$

Note that in this case the form of $D_{L}, D_{R}$ in terms of $\Sigma_{D}$ coincides with the definition (D.41) of $D_{L}, D_{R}$ in the context of a Dirac field.

- Let $\Sigma_{D}=0$. Then

$$
\begin{align*}
D_{L} & =\left(p^{2}-\Sigma_{L} \Sigma_{L}^{\dagger}\right)^{-1}  \tag{D.102a}\\
D_{R} & =\left(p^{2}-\Sigma_{R}^{\dagger} \Sigma_{R}\right)^{-1}  \tag{D.102b}\\
D_{M} & =0 \tag{D.102c}
\end{align*}
$$

We have seen that in both cases $D_{M}=0$. This is not a coincidence. One can see from (D.99) clearly that $D_{M}$ is proportional to the off-diagonal blocks of $p^{2}-\Sigma_{\Psi} \Sigma_{\Psi}^{\dagger}$ (both of which are related to each other only by the Hermitian conjugation):

$$
\begin{equation*}
D_{M} \propto \Sigma_{L} \Sigma_{D}^{*}+\Sigma_{D} \Sigma_{R}^{*} \tag{D.103}
\end{equation*}
$$

This should be understood as

$$
\begin{equation*}
\Sigma_{L} \Sigma_{D}^{*}+\Sigma_{D} \Sigma_{R}^{*}=0 \Rightarrow D_{M}=0 \tag{D.104}
\end{equation*}
$$

Let us finally show how the relation (D.91) is translated in terms of the Nambu-Gorkov blocks (D.99):

$$
\begin{align*}
D_{L} \Sigma_{L}+D_{M} \Sigma_{D}^{\mathrm{T}} & =\Sigma_{L} D_{L}^{\mathrm{T}}+\Sigma_{D} D_{M}^{\mathrm{T}}  \tag{D.105a}\\
D_{R}^{\mathrm{T}} \Sigma_{R}+D_{M}^{\dagger} \Sigma_{D} & =\Sigma_{R} D_{R}+\Sigma_{D}^{\mathrm{T}} D_{M}^{*}  \tag{D.105b}\\
D_{M} \Sigma_{R}+D_{L} \Sigma_{D} & =\Sigma_{L} D_{M}^{*}+\Sigma_{D} D_{R} \tag{D.105c}
\end{align*}
$$

## Diagrammatics

The line corresponding to the 1PI propagator $\boldsymbol{\Sigma}_{\Psi}$ is

$$
\begin{align*}
\langle\Psi \bar{\Psi}\rangle_{1 \mathrm{PI}}={ }^{\Psi} & =-\mathrm{i}\left(\Sigma_{\Psi}^{\dagger} P_{L}+\Sigma_{\Psi} P_{R}\right)  \tag{D.106a}\\
& =-\mathrm{i} \boldsymbol{\Sigma}_{\Psi} . \tag{D.106b}
\end{align*}
$$

Notice that it has no arrows, as the field $\Psi$ is real. The lines corresponding to the chiral components of $\boldsymbol{\Sigma}_{\Psi}$ (i.e., corresponding to the fields $\psi_{L}, \psi_{R}$ ) are






$$
\left\langle\left(\psi_{L}\right)^{\mathrm{c}} \bar{\psi}_{L}\right\rangle_{1 \mathrm{PI}}=\xrightarrow{\psi_{L}}{ }^{\psi_{L}}=-\mathrm{i} \Sigma_{L}^{\dagger} P_{L}
$$

The full propagator $G_{\Psi}$ is

$$
\begin{align*}
\langle\Psi \bar{\Psi}\rangle=\frac{\Psi}{\Psi} & =\mathrm{i}\left(\not p+\Sigma_{\Psi}\right) D_{\Psi}^{\mathrm{T}} P_{L}+\mathrm{i}\left(\not p+\Sigma_{\Psi}^{\dagger}\right) D_{\Psi} P_{R}  \tag{D.108a}\\
& =\mathrm{i}\left(\not p+\Sigma_{\Psi}^{\dagger}\right) \boldsymbol{D}_{\Psi}=\mathrm{i} \boldsymbol{D}_{\Psi}^{\mathrm{c}}\left(\not p+\boldsymbol{\Sigma}_{\Psi}^{\dagger}\right), \tag{D.108b}
\end{align*}
$$

again without the arrows. The chiral components without $\not p$ are

$\left\langle\psi_{R} \bar{\psi}_{L}\right\rangle=\stackrel{\psi_{R}}{\longrightarrow}=\mathrm{i}\left(D_{R} \Sigma_{D}^{\dagger}+D_{M}^{\mathrm{T}} \Sigma_{L}^{\dagger}\right) P_{R}=\mathrm{i}\left(\Sigma_{D}^{\dagger} D_{L}+\Sigma_{R}^{\dagger} D_{M}^{\dagger}\right) P_{R}$,
(D.109b)
$\left\langle\psi_{L}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle=\xrightarrow{\psi_{L}} \underbrace{\psi_{L}}=\mathrm{i}\left(\Sigma_{L} D_{L}^{\mathrm{T}}+\Sigma_{D} D_{M}^{\mathrm{T}}\right) P_{L}=\mathrm{i}\left(D_{L} \Sigma_{L}+D_{M} \Sigma_{D}^{\mathrm{T}}\right) P_{L}$,
(D.109c)
$\left\langle\left(\psi_{L}\right)^{\mathrm{c}} \bar{\psi}_{L}\right\rangle=\xrightarrow{\psi_{L}} \psi^{\psi_{L}}=\mathrm{i}\left(D_{L}^{\mathrm{T}} \Sigma_{L}^{\dagger}+D_{M}^{*} \Sigma_{D}^{\dagger}\right) P_{R}=\mathrm{i}\left(\Sigma_{L}^{\dagger} D_{L}+\Sigma_{D}^{*} D_{M}^{\dagger}\right) P_{R}$,
(D.109d)
$\left\langle\psi_{R}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle=\xrightarrow{\psi_{R}} \rightarrow^{\psi_{R}}=\mathrm{i}\left(\Sigma_{R}^{\dagger} D_{R}^{\mathrm{T}}+\Sigma_{D}^{\dagger} D_{M}\right) P_{R}=\mathrm{i}\left(D_{R} \Sigma_{R}^{\dagger}+D_{M}^{\mathrm{T}} \Sigma_{D}^{*}\right) P_{R}$,
(D.109e)

$$
\begin{equation*}
\left\langle\left(\psi_{R}\right)^{\mathrm{c}} \bar{\psi}_{R}\right\rangle=\overbrace{}^{\psi_{R}} \psi_{R}^{\psi_{R}}=\mathrm{i}\left(D_{R}^{\mathrm{T}} \Sigma_{R}+D_{M}^{\dagger} \Sigma_{D}\right) P_{L}=\mathrm{i}\left(\Sigma_{R} D_{R}+\Sigma_{D}^{\mathrm{T}} D_{M}^{*}\right) P_{L} \tag{D.109f}
\end{equation*}
$$

and proportional to $\not p$ are

$$
\begin{align*}
& \left\langle\psi_{L} \bar{\psi}_{L}\right\rangle=\stackrel{\psi_{L}}{\psi_{L}}=\mathrm{i} \not p D_{L} P_{R},  \tag{D.110a}\\
& \left\langle\psi_{R} \bar{\psi}_{R}\right\rangle=\stackrel{\psi_{R}}{\sim} \psi_{R}^{\psi_{R}}=\mathrm{i} \not p D_{R} P_{L},  \tag{D.110b}\\
& \left\langle\left(\psi_{L}\right)^{\mathrm{c}} \bar{\psi}_{R}\right\rangle=\rightarrow \not \psi^{\psi_{L}} \xrightarrow{\psi_{R}}=\mathrm{i} \not p D_{M}^{*} P_{L},  \tag{D.110c}\\
& \left\langle\psi_{R}\left(\bar{\psi}_{L}\right)^{\mathrm{c}}\right\rangle=\xrightarrow{\psi_{R}} \not \psi^{\psi_{L}}=\mathrm{i} \not p D_{M}^{\mathrm{T}} P_{L},  \tag{D.110d}\\
& \left\langle\left(\psi_{R}\right)^{\mathrm{c}} \bar{\psi}_{L}\right\rangle=\stackrel{\psi_{R}}{\rightarrow} \not \psi^{\psi_{L}}=\mathrm{i} \not p D_{M}^{\dagger} P_{R},  \tag{D.110e}\\
& \left\langle\psi_{L}\left(\bar{\psi}_{R}\right)^{\mathrm{c}}\right\rangle=\xrightarrow{\psi_{L}} \nrightarrow^{\psi_{R}}=\mathrm{i} \not p D_{M} P_{R} . \tag{D.110f}
\end{align*}
$$

## D. 4 Relations between the Dirac and Nambu-Gorkov fields

The Nambu-Gorkov formalism $\Psi$ is more general than the more usual $\psi$ one, as it releases all the special assumptions made when working with $\psi$. Therefore the quantities written in terms of $\psi$ must be expressible in terms of $\Psi$. And vice versa, the quantities written in the $\Psi$ basis should be expressible in the $\psi$ basis in the special case of $n=m$ and with the invariance under (D.17). This section is devoted to the problem of translating quantities from one basis to the other.

## D.4.1 Basic relations

We start by stating the basic relations between the fields $\psi$ and $\Psi$ :

$$
\begin{align*}
\Psi & =P \psi+\bar{P}^{\dagger} \psi^{c}  \tag{D.111a}\\
\psi & =P^{\dagger} \Psi \tag{D.111b}
\end{align*}
$$

where we introduced the quantity $P$ as

$$
\begin{equation*}
P \equiv\binom{P_{L}}{P_{R}} \tag{D.112a}
\end{equation*}
$$

so that

$$
\begin{align*}
\bar{P} & =\left(P_{R}, P_{L}\right),  \tag{D.112b}\\
P^{\dagger} & =\left(P_{L}, P_{R}\right),  \tag{D.112c}\\
\bar{P}^{\dagger} & =\binom{P_{R}}{P_{L}} . \tag{D.112d}
\end{align*}
$$

Taking into account the definition of $P$, the relations (D.111) can be seen rather directly from the explicit expression of $\Psi$ and $\psi$ in terms of $\psi_{L}, \psi_{R}$, Eqs. (D.54) and (D.18), respectively.

The quantities (D.112) satisfy

$$
\begin{align*}
P^{\dagger} P & =1=\bar{P} \bar{P}^{\dagger}  \tag{D.113a}\\
\bar{P} P & =0=P^{\dagger} \bar{P}^{\dagger} \tag{D.113b}
\end{align*}
$$

as well as the relation

$$
\begin{equation*}
P^{\dagger}=P^{c} \tag{D.114}
\end{equation*}
$$

In practical calculations one may find useful the expressions

$$
\begin{align*}
P \bar{P} & =\left(\begin{array}{cc}
0 & P_{L} \\
P_{R} & 0
\end{array}\right)=\frac{1}{2}\left(\sigma_{1}-\mathrm{i} \gamma_{5} \sigma_{2}\right)  \tag{D.115a}\\
\bar{P}^{\dagger} P^{\dagger} & =\left(\begin{array}{cc}
0 & P_{R} \\
P_{L} & 0
\end{array}\right)=\frac{1}{2}\left(\sigma_{1}+\mathrm{i} \gamma_{5} \sigma_{2}\right)  \tag{D.115b}\\
P P^{\dagger} & =\left(\begin{array}{cc}
P_{L} & 0 \\
0 & P_{R}
\end{array}\right)=\frac{1}{2}\left(1-\gamma_{5} \sigma_{3}\right),  \tag{D.115c}\\
\bar{P}^{\dagger} \bar{P} & =\left(\begin{array}{cc}
P_{R} & 0 \\
0 & P_{L}
\end{array}\right)=\frac{1}{2}\left(1+\gamma_{5} \sigma_{3}\right) . \tag{D.115d}
\end{align*}
$$

We will occasionally call the quantities (D.112) the projectors, although, strictly speaking, only their combinations $P P^{\dagger}$ and $\bar{P}^{\dagger} \bar{P}$ are true projectors.

## D.4.2 Propagators

From the above considerations one can infer the relations between the full propagators $G_{\Psi}$ and $G_{\psi}$ :

$$
\begin{align*}
G_{\Psi}(p) & =P G_{\psi}(p) \bar{P}+\bar{P}^{\dagger} G_{\psi}^{\mathrm{c}}(-p) P^{\dagger}  \tag{D.116a}\\
G_{\psi}(p) & =P^{\dagger} G_{\Psi}(p) \bar{P}^{\dagger} \tag{D.116b}
\end{align*}
$$

as well as the relations between the self-energies $\boldsymbol{\Sigma}_{\Psi}$ and $\boldsymbol{\Sigma}_{\psi}$ :

$$
\begin{align*}
\boldsymbol{\Sigma}_{\Psi}(p) & =\bar{P}^{\dagger} \boldsymbol{\Sigma}_{\psi}(p) P^{\dagger}+P \boldsymbol{\Sigma}_{\psi}^{\mathrm{c}}(-p) \bar{P}  \tag{D.117a}\\
\boldsymbol{\Sigma}_{\psi}(p) & =\bar{P} \boldsymbol{\Sigma}_{\Psi}(p) P \tag{D.117b}
\end{align*}
$$

Notice that the "Majorana" symmetries (D.65) and (D.66) of these expressions for $G_{\Psi}(p)$ and $\Sigma_{\Psi}(p)$, respectively, are evident upon taking into account the relation (D.114). Explicitly we can write $G_{\Psi}(p)$ and $\boldsymbol{\Sigma}_{\Psi}(p)$ in terms of the chiral components of the most general forms (D.23) and (D.24) of $G_{\psi}(p)$ and $\boldsymbol{\Sigma}_{\psi}(p)$, respectively, as

$$
\begin{align*}
G_{\Psi}(p) & =\left(\begin{array}{cc}
\not p\left(A_{L L}^{\mathrm{T}} P_{L}+A_{L L} P_{R}\right) & A_{R L}^{\mathrm{T}} P_{R}+A_{L R} P_{L} \\
A_{L R}^{\mathrm{T}} P_{L}+A_{R L} P_{R} & \not p\left(A_{R R}^{\mathrm{T}} P_{R}+A_{R R} P_{L}\right)
\end{array}\right),  \tag{D.118a}\\
\Sigma_{\Psi}(p) & =-\left(\begin{array}{cc}
\not p\left(a_{L L} P_{L}+a_{L L}^{\mathrm{T}} P_{R}\right) & a_{L R} P_{R}+a_{R L}^{\mathrm{T}} P_{L} \\
a_{R L} P_{L}+a_{L R}^{\mathrm{T}} P_{R} & \not p\left(a_{R R} P_{R}+a_{R R}^{\mathrm{T}} P_{L}\right)
\end{array}\right) . \tag{D.118b}
\end{align*}
$$

Assume now that the self-energy $\boldsymbol{\Sigma}_{\psi}(p)$ has the special form (D.39):

$$
\begin{equation*}
\Sigma_{\psi}=\Sigma_{D}^{\dagger} P_{L}+\Sigma_{D} P_{R} \tag{D.119}
\end{equation*}
$$

The matrix expression (D.118b) for $\boldsymbol{\Sigma}_{\Psi}$ then acquires the form

$$
\boldsymbol{\Sigma}_{\Psi}=\left(\begin{array}{cc}
0 & \boldsymbol{\Sigma}_{\psi} P_{R}+\boldsymbol{\Sigma}_{\psi}^{c} P_{L}  \tag{D.120}\\
\boldsymbol{\Sigma}_{\psi} P_{L}+\boldsymbol{\Sigma}_{\psi}^{c} P_{R} & 0
\end{array}\right)
$$

which is expressible in the form (D.86),

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\Psi}=\Sigma_{\Psi}^{\dagger} P_{L}+\Sigma_{\Psi} P_{R}, \tag{D.121}
\end{equation*}
$$

with $\Sigma_{\Psi}$ given in terms of $\Sigma_{D}$ as

$$
\Sigma_{\Psi}=\left(\begin{array}{cc}
0 & \Sigma_{D}  \tag{D.122}\\
\Sigma_{D}^{\mathrm{T}} & 0
\end{array}\right) .
$$

Notice that this corresponds to the general form (D.98) of $\Sigma_{\Psi}$ up to the missing Majorana components $\Sigma_{L}, \Sigma_{R}$.

Similarly can be treated the full propagators. Assuming the $G_{\psi}(p)$ to be of the form (D.47)

$$
\begin{equation*}
G_{\psi}=\left(\not p+\Sigma_{D}\right) D_{R} P_{L}+\left(\not p+\Sigma_{D}^{\dagger}\right) D_{L} P_{R} \tag{D.123}
\end{equation*}
$$

corresponding to $\boldsymbol{\Sigma}_{\psi}$ of the form (D.119), we find $G_{\Psi}(p)$ to be

$$
G_{\Psi}=\left(\begin{array}{cc}
\not p\left(D_{L}^{\mathrm{T}} P_{L}+D_{L} P_{R}\right) & \left(\Sigma_{D} D_{R}\right) P_{L}+\left(\Sigma_{D}^{\dagger} D_{L}\right)^{\mathrm{T}} P_{R}  \tag{D.124}\\
\left(\Sigma_{D} D_{R}\right)^{\mathrm{T}} P_{L}+\left(\Sigma_{D}^{\dagger} D_{L}\right) P_{R} & \not p\left(D_{R} P_{L}+D_{R}^{\mathrm{T}} P_{R}\right)
\end{array}\right) .
$$

Comparing this with the expression (D.96) for $G_{\Psi}$ we find

$$
D_{\Psi}=\left(\begin{array}{cc}
D_{L} & 0  \tag{D.125}\\
0 & D_{R}^{\mathrm{T}}
\end{array}\right)
$$

which is just a special case of (D.99c) with vanishing Majorana component $D_{M}$.

## D.4.3 Vertex

## Full vertex

Although this appendix is predominantly devoted to the fermion propagators, it is worth spending few words here also about the fermion-fermion-gauge boson vertex, due to applications in the main text. The full three-point function in question has in both bases $\psi, \Psi$ the same general structure

$$
\begin{align*}
\left\langle A^{\mu} \psi \bar{\psi}\right\rangle & \sim G_{\psi}\left(p^{\prime}\right) \Gamma_{\psi}^{\mu}\left(p^{\prime}, p\right) G_{\psi}(p),  \tag{D.126a}\\
\left\langle A^{\mu} \Psi \bar{\Psi}\right\rangle & \sim G_{\Psi}\left(p^{\prime}\right) \Gamma_{\Psi}^{\mu}\left(p^{\prime}, p\right) G_{\Psi}(p) . \tag{D.126b}
\end{align*}
$$

We omit here the gauge boson propagators as well as the gauge indices at the vertex functions, as they are irrelevant for the present discussion.

We will now derive the relation between the proper vertices $\Gamma_{\psi}^{\mu}\left(p^{\prime}, p\right), \Gamma_{\Psi}^{\mu}\left(p^{\prime}, p\right)$, like we did before for the self-energies $\boldsymbol{\Sigma}_{\psi}(p), \boldsymbol{\Sigma}_{\Psi}(p)$. Taking into account the expression (D.111a) of $\Psi$ in terms of $\psi$ and the properties of the charge conjugation, we arrive at

$$
\begin{equation*}
G_{\Psi}\left(p^{\prime}\right) \Gamma_{\Psi}^{\mu}\left(p^{\prime}, p\right) G_{\Psi}(p)=P G_{\psi}\left(p^{\prime}\right) \Gamma_{\psi}^{\mu}\left(p^{\prime}, p\right) G_{\psi}(p) \bar{P}+\bar{P}^{\dagger} G_{\psi}^{\mathrm{c}}\left(-p^{\prime}\right) \Gamma_{\psi}^{\mu \mathrm{c}}\left(-p,-p^{\prime}\right) G_{\psi}^{\mathrm{c}}(-p) P^{\dagger} \tag{D.127}
\end{equation*}
$$

In deriving it one must also take into account properly the definition of the Fourier transform and be consistent with assignments of the momenta in both terms on the right-hand side of (D.127), as well as the fact that $\left\langle A^{\mu} \psi \bar{\psi}^{\mathrm{c}}\right\rangle=\left\langle A^{\mu} \psi^{\mathrm{c}} \bar{\psi}\right\rangle=0$ due to assumed Dirac character of the field $\psi$ On the other hand, we may also use the expression (D.116a) of $G_{\Psi}(p)$ in terms of $G_{\psi}(p)$ to arrive at

$$
\begin{align*}
& G_{\Psi}\left(p^{\prime}\right) \Gamma_{\Psi}^{\mu}\left(p^{\prime}, p\right) G_{\Psi}(p)= \\
& \quad P G_{\psi}\left(p^{\prime}\right) \bar{P} \Gamma_{\Psi}^{\mu}\left(p^{\prime}, p\right) P G_{\psi}(p) \bar{P}+\bar{P}^{\dagger} G_{\psi}^{\mathrm{c}}\left(-p^{\prime}\right) P^{\dagger} \Gamma_{\Psi}^{\mu}\left(p^{\prime}, p\right) \bar{P}^{\dagger} G_{\psi}^{\mathrm{c}}(-p) P^{\dagger} . \tag{D.128}
\end{align*}
$$

(Again, the "cross terms", proportional to $G_{\psi}^{\mathrm{c}}\left(p^{\prime}\right) \ldots G_{\psi}(p), G_{\psi}\left(p^{\prime}\right) \ldots G_{\psi}^{\mathrm{c}}(p)$, are not considered for similar arguments.) We can now compare the two expressions (D.127), (D.128) and use again the projectors (D.112): First we multiply the them from left by $P^{\dagger}$ and from right by $\bar{P}^{\dagger}$ and then from left by $\bar{P}$ and from right by $P$. The projectors project out two separate equations:

$$
\begin{align*}
\bar{P} \Gamma_{\Psi}^{\mu}\left(p^{\prime}, p\right) P & =\Gamma_{\psi}^{\mu}\left(p^{\prime}, p\right)  \tag{D.129}\\
P^{\dagger} \Gamma_{\Psi}^{\mu}\left(p^{\prime}, p\right) \bar{P}^{\dagger} & =\Gamma_{\psi}^{\mu \mathrm{c}}\left(-p,-p^{\prime}\right) . \tag{D.130}
\end{align*}
$$

This implies that the $\Gamma_{\Psi}^{\mu}\left(p^{\prime}, p\right)$ in terms of $\Gamma_{\psi}^{\mu}\left(p^{\prime}, p\right)$ is given by

$$
\begin{equation*}
\Gamma_{\Psi}^{\mu}\left(p^{\prime}, p\right)=\bar{P}^{\dagger} \Gamma_{\psi}^{\mu}\left(p^{\prime}, p\right) P^{\dagger}+P \Gamma_{\psi}^{\mu \mathrm{c}}\left(-p,-p^{\prime}\right) \bar{P} \tag{D.131a}
\end{equation*}
$$

Conversely, one can now easily obtain expression for $\Gamma_{\psi}^{\mu}\left(p^{\prime}, p\right)$ in terms of

$$
\begin{equation*}
\Gamma_{\psi}^{\mu}\left(p^{\prime}, p\right)=\bar{P} \Gamma_{\Psi}^{\mu}\left(p^{\prime}, p\right) P \tag{D.131b}
\end{equation*}
$$

by applying the projectors (D.112) on (D.131a) and taking into account the relations (D.113).

[^60]
## Bare vertex and generators

The formulæ (D.131) can be now exploited by considering the bare vertices

$$
\begin{align*}
\left.\Gamma_{\psi}^{\mu}\left(p^{\prime}, p\right)\right|_{\text {bare }} & =g \gamma^{\mu} t_{\psi},  \tag{D.132a}\\
\left.\Gamma_{\Psi}^{\mu}\left(p^{\prime}, p\right)\right|_{\text {bare }} & =g \gamma^{\mu} t_{\Psi}, \tag{D.132b}
\end{align*}
$$

where $t_{\psi}, t_{\Psi}$ are the symmetry generators of the symmetry $\mathbb{G}$ in question in the respective bases (recall that we suppress the gauge indices) and $g$ is a gauge coupling constant. This corresponds to the interaction Lagrangian

$$
\begin{align*}
\mathcal{L} & =g \bar{\psi} \gamma^{\mu} t_{\psi} \psi A_{\mu}  \tag{D.133a}\\
& =g \frac{1}{2} \bar{\Psi} \gamma^{\mu} t_{\Psi} \Psi A_{\mu} \tag{D.133b}
\end{align*}
$$

and to the symmetry transformation

$$
\begin{array}{ll}
\mathbb{G}: & \psi \longrightarrow[\psi]^{\prime}=\mathrm{e}^{\mathrm{i} \theta t_{\psi}} \psi, \\
\mathbb{G}: & \Psi \longrightarrow[\Psi]^{\prime}=\mathrm{e}^{\mathrm{i} \theta t_{\Psi}} \Psi . \tag{D.134b}
\end{array}
$$

Upon plugging the bare vertices (D.132) into (D.131) we arrive at the generator $t_{\Psi}$ expressed in terms of $t_{\psi}$ :

$$
\begin{equation*}
t_{\Psi}=P t_{\psi} P^{\dagger}-\bar{P}^{\dagger} \bar{t}_{\psi}^{c} \bar{P}, \tag{D.135}
\end{equation*}
$$

and vice versa:

$$
\begin{equation*}
t_{\psi}=P^{\dagger} t_{\Psi} P . \tag{D.136}
\end{equation*}
$$

Since $t_{\psi}$ is in general a linear combination of only $\mathbb{1}$ and $\gamma_{5}$ (or, equivalently, $P_{L}$ and $P_{R}$ ), we can write the matrix form of $t_{\Psi}$, (D.135), as

$$
t_{\Psi}=\left(\begin{array}{cc}
t_{\psi} P_{L}-\bar{t}_{\psi}^{c} P_{R} & 0  \tag{D.137}\\
0 & t_{\psi} P_{R}-\bar{t}_{\psi}^{c} P_{L}
\end{array}\right) .
$$

The Lagrangian (D.133) in the basis $\psi$ can be also expressed in the chiral bases $\psi_{L}, \psi_{R}$ as

$$
\begin{equation*}
\mathcal{L}=g \bar{\psi}_{L} \gamma^{\mu} t_{\psi_{L}} \psi_{L} A_{\mu}+g \bar{\psi}_{R} \gamma^{\mu} t_{\psi_{R}} \psi_{R} A_{\mu}, \tag{D.138}
\end{equation*}
$$

where $t_{\psi_{L}}, t_{\psi_{R}}$ do not contain any $\gamma_{5}$. It corresponds to the symmetry transformations

$$
\begin{array}{ll}
\mathbb{G}: & \psi_{L} \longrightarrow\left[\psi_{L}\right]^{\prime}=\mathrm{e}^{\mathrm{i} \theta t_{\psi_{L}}} \psi_{L} \\
\mathbb{G}: & \psi_{R} \longrightarrow\left[\psi_{R}\right]^{\prime}=\mathrm{e}^{\mathrm{i} \theta t_{\psi_{R}}} \psi_{R} \tag{D.139b}
\end{array}
$$

The generators $t_{\psi}$ and $t_{\psi_{L}}, t_{\psi_{R}}$ are related to each other by

$$
\begin{equation*}
t_{\psi}=t_{\psi_{L}} P_{L}+t_{\psi_{R}} P_{R} . \tag{D.140}
\end{equation*}
$$

Now we can express the generator $t_{\Psi}$ in terms of $t_{\psi_{L}}, t_{\psi_{R}}$ as

$$
t_{\Psi}=\left(\begin{array}{cc}
t_{\psi_{L}} P_{L}-t_{\psi_{L}}^{\mathrm{T}} P_{R} & 0  \tag{D.141}\\
0 & t_{\psi_{R}} P_{R}-t_{\psi_{R}}^{\mathrm{T}} P_{L}
\end{array}\right)
$$

## D. 5 Diagonalization of the Dirac propagator

Regarding the application in the main text (namely in chapter 7) we will now consider diagonalization of the propagator $G_{\psi}$ of the Dirac field $\psi$, introduced in section D.2. We will not do it in full generality but rather restrict ourselves to the special case discussed in section D.2.2,

## D.5.1 Diagonalization

Consider the Dirac self-energy $\boldsymbol{\Sigma}_{\psi}$ of the form (D.39). Using the bi-unitary transformation (which is a special case of the more general singular value decomposition) we can diagonalize its part $\Sigma_{D}$ a: $:^{2}$

$$
\begin{equation*}
\Sigma_{D}\left(p^{2}\right)=V^{\dagger}\left(p^{2}\right) M\left(p^{2}\right) U\left(p^{2}\right), \tag{D.142}
\end{equation*}
$$

where $U, V$ are some unitary matrices and $M$ is a diagonal, real, non-negative matrix:

$$
\begin{equation*}
M\left(p^{2}\right)=\operatorname{diag}\left(M_{1}\left(p^{2}\right), M_{2}\left(p^{2}\right), \ldots, M_{n}\left(p^{2}\right)\right) . \tag{D.143}
\end{equation*}
$$

It is convenient to introduce unitary matrix

$$
\begin{equation*}
X\left(p^{2}\right) \equiv V^{\dagger}\left(p^{2}\right) P_{L}+U^{\dagger}\left(p^{2}\right) P_{R}, \tag{D.144}
\end{equation*}
$$

as it will allow us to write more compact formulæ, without the necessity to use explicitly the chiral projectors $P_{L}, P_{R}$. It can be used to diagonalize $\boldsymbol{\Sigma}_{\psi}$ as

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\psi}\left(p^{2}\right)=\bar{X}^{\dagger}\left(p^{2}\right) M\left(p^{2}\right) X^{\dagger}\left(p^{2}\right), \tag{D.145}
\end{equation*}
$$

where $\bar{X} \equiv \gamma_{0} X^{\dagger} \gamma_{0}$. Then the propagator $G_{\psi}$ can be diagonalized as

$$
\begin{equation*}
G_{\psi}(p)=X\left(p^{2}\right) \frac{p p+M\left(p^{2}\right)}{p^{2}-M^{2}\left(p^{2}\right)} \bar{X}\left(p^{2}\right) . \tag{D.146}
\end{equation*}
$$

(This expression is correct, since the matrices in the nominator and denominator commute with each other, as they are both diagonal.)

The spectrum is easily revealed by looking for the poles of the propagator $G_{\psi}(p)$. Thus, taking into account its diagonalized form (D.146), we have to solve the pole equation

$$
\begin{equation*}
\operatorname{det}\left(p^{2}-M^{2}\left(p^{2}\right)\right)=0 \tag{D.147}
\end{equation*}
$$

Due to the diagonality of $M\left(p^{2}\right)$ we have $\operatorname{det}\left(p^{2}-M^{2}\left(p^{2}\right)\right)=\prod_{i=1}^{n}\left(p^{2}-M_{i}^{2}\left(p^{2}\right)\right)$ and consequently the equation (D.147) decouples into $n$ partial pole equations

$$
\begin{equation*}
p^{2}-M_{i}^{2}\left(p^{2}\right)=0 \quad(i=1, \ldots, n) . \tag{D.148}
\end{equation*}
$$

We will for the sake of simplicity assume that each partial pole equation (D.148) has exactly one solution $p^{2}=m_{i}^{2}$,

$$
\begin{equation*}
m_{i}^{2}-M_{i}^{2}\left(m_{i}^{2}\right)=0, \tag{D.149}
\end{equation*}
$$

[^61]which is necessarily non-negative due to reality of $M\left(p^{2}\right)$.
We can now expand the function $M_{i}^{2}\left(p^{2}\right)$ about $p^{2}=m_{i}^{2}$ as
\[

$$
\begin{equation*}
M_{i}^{2}\left(p^{2}\right)=M_{i}^{2}\left(m_{i}^{2}\right)+\left(p^{2}-m_{i}^{2}\right) M_{i}^{2 \prime}\left(m_{i}^{2}\right)+\mathcal{O}\left(\left(p^{2}-m_{i}^{2}\right)^{2}\right) \tag{D.150}
\end{equation*}
$$

\]

(where $M_{i}^{2 \prime}\left(m_{i}^{2}\right)$ is the derivative of $M_{i}^{2}\left(p^{2}\right)$ with respect to $p^{2}$ at $m_{i}^{2}$ ), so that the left-hand side of the pole equation (D.148) reads

$$
\begin{equation*}
p^{2}-M_{i}^{2}\left(p^{2}\right)=\left(p^{2}-m_{i}^{2}\right)\left(1-M_{i}^{2 \prime}\left(m_{i}^{2}\right)\right)+\mathcal{O}\left(\left(p^{2}-m_{i}^{2}\right)^{2}\right) . \tag{D.151}
\end{equation*}
$$

Thus the asymptotic behavior of $\left(p^{2}-M_{i}^{2}\left(p^{2}\right)\right)^{-1}$ around $p^{2}=m_{i}^{2}$ reads

$$
\begin{equation*}
\frac{1}{p^{2}-M_{i}^{2}\left(p^{2}\right)} \underset{p^{2} \rightarrow m_{i}^{2}}{ } \frac{1}{1-M_{i}^{2 \prime}\left(m_{i}^{2}\right)} \frac{1}{p^{2}-m_{i}^{2}}+\text { regular terms } . \tag{D.152}
\end{equation*}
$$

We now make the simplifying assumption, consistent with our systematic neglecting of the wave-function renormalization throughout the text, that the derivative $M_{i}^{2 \prime}\left(m_{i}^{2}\right)$ vanishes:

$$
\begin{equation*}
M_{i}^{2 \prime}\left(m_{i}^{2}\right)=0 \tag{D.153}
\end{equation*}
$$

Under this assumption we can write the asymptotic behavior of the full propagator $G_{\psi}(p)$, (D.146), for the momentum going on-shell a: $3^{3}$

$$
\begin{align*}
& G_{\psi}(p) \xrightarrow[p^{2} \rightarrow m_{i}^{2}]{ } \frac{\mathcal{U}_{i}(p) \overline{\mathcal{U}}_{i}(p)}{p^{2}-m_{i}^{2}}+\text { regular terms },  \tag{D.154a}\\
& G_{\psi}(-p) \xrightarrow[p^{2} \rightarrow m_{i}^{2}]{ }-\frac{\mathcal{V}_{i}(p) \overline{\mathcal{V}}_{i}(p)}{p^{2}-m_{i}^{2}}+\text { regular terms }, \tag{D.154b}
\end{align*}
$$

where we denoted

$$
\begin{align*}
\mathcal{U}_{i}(p) & \equiv X\left(m_{i}^{2}\right) e_{i} u_{i}(p),  \tag{D.155a}\\
\mathcal{V}_{i}(p) & \equiv X\left(m_{i}^{2}\right) e_{i} v_{i}(p) \tag{D.155b}
\end{align*}
$$

and their Dirac conjugate defined in the usual way as $\overline{\mathcal{U}}=\mathcal{U}^{\dagger} \gamma_{0}, \overline{\mathcal{V}}=\mathcal{V}^{\dagger} \gamma_{0}$ (interpretation of these symbols is discussed more below in section D.5.2). The symbol $e_{i}$ is the $i$ 'th canonical basis vector of $n$-dimensional flavor vector space, i.e., with the $j^{\prime}$ th component given by $\left(e_{i}\right)_{j}=\delta_{i j}$. Symbols $u_{i}(p), v_{i}(p)$ are the standard bispinor solutions of the momentum-space Dirac equation ${ }^{4}$

$$
\begin{align*}
\left(\not p-m_{i}\right) u_{i}(p) & =0,  \tag{D.156a}\\
\left(\not p+m_{i}\right) v_{i}(p) & =0 . \tag{D.156b}
\end{align*}
$$

Having defined the momentum-dependent matrices $V\left(p^{2}\right), U\left(p^{2}\right)$ (Eq. (D.142)), it is now useful to define their momentum-independent counterparts $\tilde{V}, \tilde{U}$ in such a way that their elements on position $i, j$ are given by

$$
\begin{align*}
(\tilde{V})_{i j} & =\left(V\left(m_{i}^{2}\right)\right)_{i j},  \tag{D.157a}\\
(\tilde{U})_{i j} & =\left(U\left(m_{i}^{2}\right)\right)_{i j}, \tag{D.157b}
\end{align*}
$$

[^62]i.e., explicitly
\[

$$
\begin{align*}
& \tilde{V}=\left(\begin{array}{cccc}
V_{11}\left(m_{1}^{2}\right) & V_{12}\left(m_{1}^{2}\right) & \cdots & V_{1 n}\left(m_{1}^{2}\right) \\
V_{21}\left(m_{2}^{2}\right) & V_{22}\left(m_{2}^{2}\right) & & V_{2 n}\left(m_{2}^{2}\right) \\
\vdots & & \ddots & \vdots \\
V_{n 1}\left(m_{n}^{2}\right) & V_{n 2}\left(m_{n}^{2}\right) & \cdots & V_{n n}\left(m_{n}^{2}\right)
\end{array}\right),  \tag{D.158a}\\
& \tilde{U}=\left(\begin{array}{cccc}
U_{11}\left(m_{1}^{2}\right) & U_{12}\left(m_{1}^{2}\right) & \cdots & U_{1 n}\left(m_{1}^{2}\right) \\
U_{21}\left(m_{2}^{2}\right) & U_{22}\left(m_{2}^{2}\right) & & U_{2 n}\left(m_{2}^{2}\right) \\
\vdots & & \ddots & \vdots \\
U_{n 1}\left(m_{n}^{2}\right) & U_{n 2}\left(m_{n}^{2}\right) & \cdots & U_{n n}\left(m_{n}^{2}\right)
\end{array}\right) . \tag{D.158b}
\end{align*}
$$
\]

We can also for convenience define the constant matrix $\tilde{X}$ as

$$
\begin{equation*}
\tilde{X} \equiv \tilde{V}^{\dagger} P_{L}+\tilde{U}^{\dagger} P_{R} \tag{D.159}
\end{equation*}
$$

Obviously, for constant (momentum-independent) $U, V$ we have $\tilde{V}=V, \tilde{U}=U$ and consequently $\tilde{X}=X$. In this case the matrices $\tilde{V}, \tilde{U}$ and $\tilde{X}$ are also unitary, which need not to be true in general.

## D.5.2 Interpretation of the $\mathcal{U}, \mathcal{V}$ symbols

Let us add a brief comment on how to interpret the symbols $\mathcal{U}_{i}, \mathcal{V}_{i}$. Assume for that purpose that the self-energy $\Sigma_{D}$ is a constant (i.e., momentum-independent) matrix, i.e., effectively a mass matrix in the Lagrangian. Then the plane-wave solutions to the Dirac equation

$$
\begin{equation*}
\left(\mathrm{i} \not \partial-\boldsymbol{\Sigma}_{\psi}\right) \psi=0 \tag{D.160}
\end{equation*}
$$

with positive and negative energy (we assume $p_{0}>0$ ) read

$$
\begin{align*}
& \psi_{+}(x)=\mathcal{U}(p) \mathrm{e}^{-\mathrm{i} p \cdot x}  \tag{D.161a}\\
& \psi_{-}(x)=\mathcal{V}(p) \mathrm{e}^{+\mathrm{i} p \cdot x} \tag{D.161b}
\end{align*}
$$

where the quantities $\mathcal{U}, \mathcal{V}$ satisfy

$$
\begin{align*}
\left(\not p-\Sigma_{\psi}\right) \mathcal{U}(p) & =0  \tag{D.162a}\\
\left(\not p+\Sigma_{\psi}\right) \mathcal{V}(p) & =0 . \tag{D.162b}
\end{align*}
$$

Now using $\boldsymbol{\Sigma}_{\psi}=\bar{X}^{\dagger} M X^{\dagger}$ with $M=\operatorname{diag}\left(m_{1}, \ldots, m_{n}\right)$ (i.e., momentum-independent version of Eq. (D.145)) we arrive at

$$
\begin{align*}
\mathcal{U}(p) & =\sum_{i} X e_{i} u_{i}(p) \equiv \sum_{i} \mathcal{U}_{i}(p),  \tag{D.163a}\\
\mathcal{V}(p) & =\sum_{i} X e_{i} v_{i}(p) \equiv \sum_{i} \mathcal{V}_{i}(p), \tag{D.163b}
\end{align*}
$$

which (for momentum-independent $X$ ) coincides with definitions (D.155). Thus, we can understand the symbol $\mathcal{U}_{i}(p)\left(\mathcal{V}_{i}(p)\right)$ as the polarization vector of the fermion (antifermion) of $i$ 'th flavor with mass $m_{i}$, or as a generalization of the usual polarization vector $u_{i}(p)\left(v_{i}(p)\right)$ in the case of multicomponent fermion field $\psi$.

## Appendix E

## Nambu-Gorkov formalism for scalars

In this appendix we redo for scalars the analysis done in the previous appendix for fermions, although this time in much more modest way. That is to say, we consider an unspecified number of complex scalar fields and look for a notation (scalar version of the Nambu-Gorkov formalism), allowing for a compact treatment of their propagators and other quantities.

## E. 1 Nambu-Gorkov doublet

Consider $n$ complex scalar fields $\phi_{i}, i=1, \ldots, n$, organized into the $n$-plet $\phi$ :

$$
\phi \equiv\left(\begin{array}{c}
\phi_{1}  \tag{E.1}\\
\vdots \\
\phi_{n}
\end{array}\right)
$$

Assume that the theory containing this multi-component field $\phi$ is non-invariant under the phase transformation

$$
\begin{equation*}
\mathbb{U}(1): \quad \phi \longrightarrow[\phi]^{\prime}=\mathrm{e}^{\mathrm{i} \theta} \phi \tag{E.2}
\end{equation*}
$$

at this moment regardless whether due to explicit or spontaneous symmetry breaking. In any case, non-invariance under (E.2) means that apart from the propagators of the type $\left\langle\phi \phi^{\dagger}\right\rangle$, invariant under (E.2), there will be also non-vanishing propagators of the type $\left\langle\phi \phi^{\mathrm{T}}\right\rangle$, noninvariant under (E.2).

In order to treat this situation, we introduce, similarly to the case of fermions (section D. 3 of previous appendix), the Nambu-Gorkov field $\Phi$ for scalars, defined in terms of the field $\phi$ as

$$
\begin{equation*}
\Phi \equiv\binom{\phi}{\phi^{c}} . \tag{E.3}
\end{equation*}
$$

Here $\phi^{\mathrm{c}}$ is the charge conjugate of $\phi$, defined as $\mathbb{1}^{1}$

$$
\phi^{\mathrm{c}} \equiv \phi^{\dagger \mathrm{T}}=\left(\begin{array}{c}
\phi_{1}^{\dagger}  \tag{E.4}\\
\vdots \\
\phi_{n}^{\dagger}
\end{array}\right)
$$

[^63]Thus, $\Phi$ is explicitly given as

$$
\Phi=\binom{\phi}{\phi^{\dagger \mathrm{T}}}=\left(\begin{array}{c}
\phi_{1}  \tag{E.5}\\
\vdots \\
\phi_{n} \\
\phi_{1}^{\dagger} \\
\vdots \\
\phi_{n}^{\dagger}
\end{array}\right)
$$

Notice that charge conjugation of $\Phi$ is given as

$$
\begin{equation*}
\Phi^{\mathrm{c}}=\binom{\phi^{\mathrm{c}}}{\phi}, \tag{E.6}
\end{equation*}
$$

or in other words, it is just a linear combination of $\Phi$ itself:

$$
\begin{equation*}
\Phi^{\mathrm{c}}=\sigma_{1} \Phi . \tag{E.7}
\end{equation*}
$$

where $\sigma_{1}$ operates in the two-dimension Nambu-Gorkov space. Compare this relation with analogous Majorana condition (C.1) for fermions.

## E. 2 Free Lagrangian

Assume that the free Lagrangian of the field $\phi$ is

$$
\begin{equation*}
\mathcal{L}_{\text {free }}=\left(\partial_{\mu} \phi\right)^{\dagger}\left(\partial^{\mu} \phi\right)-\phi^{\dagger} M_{\phi}^{2} \phi, \tag{E.8}
\end{equation*}
$$

where $M^{2}$ is a Hermitian $n \times n$ matrix. Notice that we assume for simplicity, regarding the applications in the main text, that the free Lagrangian (E.8) is actually invariant under the phase transformation (E.2). In terms of the new field $\Phi$ it acquires the form

$$
\begin{equation*}
\mathcal{L}_{\text {free }}=\frac{1}{2}\left(\partial_{\mu} \Phi\right)^{\dagger}\left(\partial^{\mu} \Phi\right)-\frac{1}{2} \Phi^{\dagger} M_{\Phi}^{2} \Phi \tag{E.9}
\end{equation*}
$$

where

$$
M_{\Phi}^{2} \equiv\left(\begin{array}{cc}
M_{\phi}^{2} & 0  \tag{E.10}\\
0 & M_{\phi}^{2 \mathrm{~T}}
\end{array}\right) .
$$

The free propagator of the field $\phi$,

$$
\begin{equation*}
\mathrm{i} D_{\phi}=\left\langle\phi \phi^{\dagger}\right\rangle_{0}, \tag{E.11}
\end{equation*}
$$

corresponding to the Lagrangian (E.8), reads of course

$$
\begin{equation*}
D_{\phi}=\left(p^{2}-M_{\phi}^{2}\right)^{-1} \tag{E.12}
\end{equation*}
$$

The corresponding free propagator of the field $\Phi$,

$$
\begin{equation*}
\mathrm{i} D_{\Phi}=\left\langle\Phi \Phi^{\dagger}\right\rangle_{0}, \tag{E.13}
\end{equation*}
$$

is easily expressed in terms of $D_{\phi}$ as

$$
D_{\Phi}=\left(\begin{array}{cc}
D_{\phi} & 0  \tag{E.14}\\
0 & D_{\phi}^{\mathrm{T}}
\end{array}\right) .
$$

## E. 3 Propagators

Consider now the full and 1PI propagators of the Nambu-Gorkov field $\Phi$ :

$$
\begin{align*}
\mathrm{i} G_{\Phi} & =\left\langle\Phi \Phi^{\dagger}\right\rangle  \tag{E.15a}\\
& =\left(\begin{array}{cc}
\left\langle\phi \phi^{\dagger}\right\rangle & \left\langle\phi \phi^{c \dagger}\right\rangle \\
\left\langle\phi^{c} \phi^{\dagger}\right\rangle & \left\langle\phi^{c} \phi^{c \dagger}\right\rangle
\end{array}\right)  \tag{E.15b}\\
& \equiv \mathrm{i}\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right) \tag{E.15c}
\end{align*}
$$

and

$$
\begin{align*}
-\mathrm{i} \Pi_{\Phi} & =\left\langle\Phi \Phi^{\dagger}\right\rangle_{1 \mathrm{PI}}  \tag{E.16a}\\
& =\left(\begin{array}{cc}
\left\langle\phi \phi^{\dagger}\right\rangle_{1 \mathrm{PI}} & \left\langle\phi \phi^{c \dagger}\right\rangle_{1 \mathrm{PI}} \\
\left\langle\phi^{c} \phi^{\dagger}\right\rangle_{1 \mathrm{PI}} & \left\langle\phi^{\mathrm{c}} \phi^{c \dagger}\right\rangle_{1 \mathrm{PI}}
\end{array}\right)  \tag{E.16b}\\
& \equiv-\mathrm{i}\left(\begin{array}{cc}
a & b \\
c & d
\end{array}\right) \tag{E.16c}
\end{align*}
$$

respectively. Notice that both propagators indeed include the components invariant under (E.2) (i.e., the diagonal entries in the matrix forms (E.15b), (E.16b) ), as well as the components noninvariant under (E.2) (the off-diagonal entries). Notice also that the expressions (E.15), (E.16) diagrammatically correspond to

The condition (E.7) for $\Phi$ induces the following conditions for the propagators:

$$
\begin{align*}
G_{\Phi} & =\sigma_{1} G_{\Phi}^{\mathrm{T}} \sigma_{1}  \tag{E.19a}\\
\Pi_{\Phi} & =\sigma_{1} \Pi_{\Phi}^{\mathrm{T}} \sigma_{1} \tag{E.19b}
\end{align*}
$$

Imposing these conditions on the matrix forms (E.15c) and (E.16c) we find

$$
\begin{align*}
& B=B^{\mathrm{T}}  \tag{E.20a}\\
& C=C^{\mathrm{T}}  \tag{E.20b}\\
& D=A^{\mathrm{T}} \tag{E.20c}
\end{align*}
$$

and

$$
\begin{align*}
& b=b^{\mathrm{T}},  \tag{E.21a}\\
& c=c^{\mathrm{T}},  \tag{E.21b}\\
& d=d^{\mathrm{T}} \tag{E.21c}
\end{align*}
$$

respectively.
Moreover, one can assume that the propagators are Hermitian:

$$
\begin{align*}
G_{\Phi} & =G_{\Phi}^{\dagger}  \tag{E.22a}\\
\Pi_{\Phi} & =\Pi_{\Phi}^{\dagger} \tag{E.22b}
\end{align*}
$$

This yields

$$
\begin{align*}
& A=A^{\dagger}  \tag{E.23a}\\
& C=B^{\dagger}  \tag{E.23b}\\
& D=D^{\dagger} \tag{E.23c}
\end{align*}
$$

and

$$
\begin{align*}
a & =a^{\dagger}  \tag{E.24a}\\
c & =b^{\dagger}  \tag{E.24b}\\
d & =d^{\dagger} \tag{E.24c}
\end{align*}
$$

As a result of the two conditions (E.19) and (E.22) we obtain

$$
\begin{align*}
G_{\Phi} & =\left(\begin{array}{cc}
A & B \\
B^{\dagger} & A^{\mathrm{T}}
\end{array}\right),  \tag{E.25}\\
\Pi_{\Phi} & =\left(\begin{array}{cc}
a & b \\
b^{\dagger} & a^{\mathrm{T}}
\end{array}\right) \tag{E.26}
\end{align*}
$$

where

$$
\begin{align*}
& A=A^{\dagger}  \tag{E.27a}\\
& B=B^{\mathrm{T}} \tag{E.27b}
\end{align*}
$$

and

$$
\begin{align*}
a & =a^{\dagger}  \tag{E.28a}\\
b & =b^{\mathrm{T}} . \tag{E.28b}
\end{align*}
$$

## E. 4 Another basis

The relation (E.7) resembles the Majorana condition (C.1) for fermions. Indeed, while Majorana fermion field is a real field, so is also the scalar field $\Phi$, satisfying condition (E.7). This can be seen more clearly in another basis. The complex field $\phi$ can be decomposed into its real and imaginary part

$$
\begin{equation*}
\phi=\frac{1}{\sqrt{2}}\left(\phi_{R}+\mathrm{i} \phi_{I}\right) \tag{E.29}
\end{equation*}
$$

in such a way that

$$
\begin{equation*}
\phi^{c}=\frac{1}{\sqrt{2}}\left(\phi_{R}-\mathrm{i} \phi_{I}\right) . \tag{E.30}
\end{equation*}
$$

Now we can define a new, strictly real field $\Phi^{\prime}$ in terms of $\phi_{R}, \phi_{I}$ :

$$
\begin{equation*}
\Phi^{\prime} \equiv\binom{\phi_{R}}{\phi_{I}} \tag{E.31}
\end{equation*}
$$

It is now straightforward to see that the fields $\Phi$ and $\Phi^{\prime}$ are actually related by the linear transformation

$$
\begin{equation*}
\Phi=U \Phi^{\prime} \tag{E.32}
\end{equation*}
$$

where

$$
U \equiv \frac{1}{\sqrt{2}}\left(\begin{array}{rr}
1 & \mathrm{i}  \tag{E.33}\\
1 & -\mathrm{i}
\end{array}\right)
$$

is a unitary matrix. Now in terms of $\Phi^{\prime}$ the condition (E.7) just reads

$$
\begin{equation*}
\Phi^{\prime c}=\Phi^{\prime} \tag{E.34}
\end{equation*}
$$

As we do not use the basis $\Phi^{\prime}$ extensively in the main text, we do not present here expression for the propagators and other quantities in its terms. Nevertheless, let us, just for curiosity, observe how the free Lagrangian (E.9) looks in it:

$$
\begin{equation*}
\mathcal{L}_{\text {free }}=\frac{1}{2}\left(\partial_{\mu} \Phi^{\prime}\right)^{\dagger}\left(\partial^{\mu} \Phi^{\prime}\right)-\frac{1}{2} \Phi^{\prime \dagger} M_{\Phi^{\prime}}^{2} \Phi^{\prime} \tag{E.35}
\end{equation*}
$$

where

$$
\begin{align*}
M_{\Phi^{\prime}}^{2} & =U^{\dagger} M_{\Phi}^{2} U  \tag{E.36a}\\
& =\frac{1}{2}\left(\begin{array}{cc}
M_{\phi}^{2}+M_{\phi}^{2 \mathrm{~T}} & \mathrm{i}\left(M_{\phi}^{2}-M_{\phi}^{2 \mathrm{~T}}\right) \\
-\mathrm{i}\left(M_{\phi}^{2}-M_{\phi}^{2 \mathrm{~T}}\right) & M_{\phi}^{2}+M_{\phi}^{2 \mathrm{~T}}
\end{array}\right) \tag{E.36b}
\end{align*}
$$

Notice that mass matrix $M_{\Phi^{\prime}}^{2}$ in the strictly real basis $\Phi^{\prime}$ is not only Hermitian, but also real, due to Hermiticity of $M_{\phi}^{2}$.
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[^0]:    ${ }^{1}$ By "fermions" we will always mean "spin- $\frac{1}{2}$ fermions".
    ${ }^{2}$ By "consistent" we mean merely "renormalizable". We neglect here the question of short distance behavior of the theory, as well as much deeper question whether an interacting QFT does exist at all 3 .

[^1]:    ${ }^{3}$ Strictly speaking, this is true only for the fermion masses of the Dirac type, not of the Majorana type.
    ${ }^{4}$ For simplicity we assume at the moment that there are no right-handed neutrinos.

[^2]:    ${ }^{5}$ According to the Gell-Mann's Totalitarian principle: "Everything not forbidden is compulsory."
    ${ }^{6}$ Perhaps with the exception of the top quark Yukawa coupling(s).
    ${ }^{7}$ A philosopher would assert that after all any physical theory is merely a parameterization of experimental data and there is nothing such as an "explanation". Still, there are better parameterizations and worse parameterizations and one of the criteria how to distinguish one from another is the number of their tunable parameters.

[^3]:    ${ }^{8}$ For the precise definition of the $\rho$-parameter see Eq. (6.25) thereinafter.

[^4]:    ${ }^{9}$ Strongly coupled scalars have been employed, for instance, also in the context of SUSY in Ref. [56].

[^5]:    ${ }^{10}$ Interestingly enough, the interactions with photon and the $Z$ boson remain flavor-diagonal, so that there are no flavor changing neutral currents (FCNC) at the tree level.

[^6]:    ${ }^{1}$ We deliberately choose $\phi_{0}$ to be real.

[^7]:    ${ }^{2}$ What we inconsistently call here the fermion "mass", should be more appropriately called merely a fermion "mass parameter". The actual mass, i.e., the pole of the fermion propagator, is of course given by $|m|$.

[^8]:    ${ }^{3}$ Recall that $y=|y| \mathrm{e}^{\mathrm{i} \alpha}$ can be considered real, without loss of generality. The elimination of the $\mathrm{e}^{\mathrm{i} \alpha}$ by redefinition $\phi \rightarrow \mathrm{e}^{\mathrm{i} \alpha} \phi$, mentioned above, corresponds to redefinition $\Pi \rightarrow \mathrm{e}^{2 \mathrm{i} \alpha} \Pi$ in equations (2.38).

[^9]:    ${ }^{1}$ No sum over the fermion specie index $j$ is assumed, here, as well as in the rest of the text.

[^10]:    ${ }^{2}$ In this respect the two fermion species $\psi_{1}$ and $\psi_{2}$ can be regarded as analogues of the leptons and quarks, respectively.
    ${ }^{3}$ This is special case of more general definition (E.3), discussed in detail in appendix E

[^11]:    ${ }^{4}$ From now on we will usually not explicitly indicate the momentum arguments at propagators and selfenergies, unless they will not be obvious from the context.

[^12]:    ${ }^{5}$ We assume here implicitly that the fermion numbers $\mathbb{U}(1)_{V_{1}}$ and $\mathbb{U}(1)_{V_{2}}$ are separately conserved even once the dynamics is taken into account. Otherwise we would have to consider propagator of the field $\psi \equiv\binom{\psi_{1}}{\psi_{2}}$ with non-vanishing off-diagonal elements, breaking $\mathbb{U}(1)_{V_{1}} \times \mathbb{U}(1)_{\mathrm{V}_{2}}$ spontaneously down to common fermion number symmetry $\mathbb{U}(1)_{\mathrm{V}}$.

[^13]:    ${ }^{6}$ For more detail on charge conjugation of fermions see appendix A.

[^14]:    ${ }^{7}$ Provided $A^{-1}$ does exist, otherwise the right-hand side of (3.54a) is adj $A$, which exists always.

[^15]:    ${ }^{8}$ We indicate here the momentum arguments for the sake of brevity by subscripts, i.e., $\Pi_{p} \equiv \Pi\left(p^{2}\right), \Sigma_{i p} \equiv$ $\Sigma_{i}\left(p^{2}\right)$. This notation will be used repeatedly throughout the text.

[^16]:    ${ }^{9}$ The particular iterations of the self-energies turn out to be positive and monotonically decreasing functions. Or, loosely speaking, their shapes are similar, the only difference between the iterations is in their "size".
    ${ }^{10}$ In fact, this picture, as presented here, is somewhat simplified. In reality there are some additional complications due to the existence of the scalar pole (3.75).

[^17]:    ${ }^{1}$ See for example the very first sentence of Ref. 69]: "Flavors are just replication of states with identical quantum numbers."

[^18]:    ${ }^{2}$ The denotations " $S$ " and " $N$ " stand respectively for "southern" and "northern", since, as we will see later, the $S$ doublet will contribute primarily to the masses of the down-type fermions, while the $N$ doublet primarily to the masses of the up-type fermions.
    ${ }^{3}$ See equation (D.71) in appendix D

[^19]:    ${ }^{4}$ The charge conjugates $S^{c}, N^{c}$ are defined in Eq. (E.4) in appendix E

[^20]:    ${ }^{5}$ The Lagrangian (4.46) includes also the scalar kinetic terms, entering the Lagrangian (4.6).

[^21]:    ${ }^{6}$ In order not to overload the notation, we denote the covariant derivative always as $\mathrm{D}_{\mu}$, irrespective of which basis $\left(\phi, \Phi^{\prime}\right.$ or $\left.\Phi\right)$ it is written in.

[^22]:    ${ }^{1}$ See discussion of the quantities (3.37), measuring the symmetry breaking.

[^23]:    ${ }^{2}$ To be more precise, this is true only under the additional assumption, being made here implicitly, that the matrices $1-A_{f L}$ and $1-A_{f R}$ are positive definite. This is actually related to the positivity of the spectral function.

[^24]:    ${ }^{1}$ See the discussion at the beginning of Sec. 3.3

[^25]:    ${ }^{2}$ We do not indicate the momentum dependencies in the SD equations (here as well as elsewhere in this chapter) as they can be easily revealed from the corresponding Feynman diagrams.

[^26]:    ${ }^{3}$ Recall that this asymptotic behavior was interpreted in chapter 2 to be due to difference of two propagators, corresponding to the scalar mass eigenstates.

[^27]:    ${ }^{4}$ We consider here for simplicity only the quark contributions; for the leptons the argument would be essentially the same, only unnecessarily obscured due to the technicalities connected with the Nambu-Gorkov formalism.

[^28]:    ${ }^{1}$ We will thus use the superscript SM for the quantities calculated using the assumption of constant selfenergies.
    ${ }^{2}$ The following diagonalization of mass matrices is a special case of more general analysis for the momentumdependent self-energies, presented in section (D.5) of appendix D.

[^29]:    ${ }^{3}$ An $n \times n$ unitary matrix has $n^{2}$ real parameters. Of these, $\frac{1}{2} n(n-1)$ are angles and $\frac{1}{2} n(n+1)$ are complex phases. However, for $V_{\mathrm{CKM}}$ the number of free parameters can be further reduced, since one column and one row can be made real by appropriate redefinitions of quark fields. This amounts to $2 n-1$ redundant phases, so that in $V_{\text {CKM }}$ there are only $\frac{1}{2}(n-1)(n-2)$ physical, $\mathcal{C P}$-violating phases.
    ${ }^{4}$ Problem of extracting physical information from matrix-like momentum-dependent self-energies has been already discussed (although in the different context of perturbative radiative corrections), e.g., in Refs. 77, 78, [79, 80, 81, 82].

[^30]:    ${ }^{5}$ By "full theory" one can in the narrower sense understand the theory described in part II In the wider sense, though, as the discussion of this chapter can be applied to any EWSB dynamics, generating momentumdependent quarks self-energies of the type (5.66), the term "full theory" can be understood just as the $\mathbb{S U}(2)_{\mathrm{L}} \times \mathbb{U}(1)_{\mathrm{Y}}$ gauge-invariant theory of quarks plus the symmetry-breaking quark self-energies (5.66), without specification of the precise mechanism of their generation.

[^31]:    ${ }^{1}$ We assume that there are no other fields than $\psi_{L}, \psi_{R}$, transforming non-trivially under $\mathbb{G}$. Otherwise such fields would contribute to $j_{a}^{\mu}$ as well.
    ${ }^{2}$ We neglect the possibility of anomalous non-conservation of the current.

[^32]:    ${ }^{3}$ Do not confuse this matrix with the fermion matrix $C$ of charge conjugation.

[^33]:    ${ }^{4}$ We assume here, again merely for simplicity, that the whole group $\mathbb{G}$ is gauged, whereas in some applications this may be the case only for some its subgroup.

[^34]:    ${ }^{5}$ In order not to waste the indices, we use in the exponentials the shorthand notation $\theta_{a} t_{a} \equiv \theta \cdot t$.

[^35]:    ${ }^{6}$ We mean here unbroken gauge interactions. If the gauge symmetry is broken, the gauge sector can be $\mathcal{C P}$-violating. This happens, e.g., in the charged current interactions in the SM. Even in this case, however, it is not the gauge sector itself, but rather the Yukawa sector (or generally a sector, generating the fermion masses), which is ultimately responsible for the $\mathcal{C P}$-violation.

[^36]:    ${ }^{7}$ Recall that in Sec. 8.1.2] we derived the contraction $q_{\mu} \gamma_{a}^{\mu}\left(p^{\prime}, p\right)$, where $\gamma_{a}^{\mu}=\left\langle j_{a}^{\mu} \psi \bar{\psi}\right\rangle_{1 \mathrm{PI}}$, under the assumption $\partial_{\mu} j_{a}^{\mu}=0$, (8.8). This assumption is not fulfilled now, see (8.103). However, $\partial_{\mu} j_{a}^{\mu}$ is proportional to $\mathcal{O}\left(f_{a b c}\right)$, which is exactly the order in which we are interested in, see (8.175).
    ${ }^{8} \mathrm{~A}$ remark concerning the terminology is in order now. The identity (8.176) for $\Gamma_{a}^{\mu}\left(p^{\prime}, p\right)$ is usually in the case of non-vanishing $\mathcal{O}\left(f_{a b c}\right)$ referred to as the Slavnov-Taylor identity [95, 96] and only in the case of $\mathcal{O}\left(f_{a b c}\right)=0$ as the WT identity. However, since we will in the following neglect the terms $\mathcal{O}\left(f_{a b c}\right)$, we use in this text the term WT identity exclusively, for both cases.

[^37]:    ${ }^{1}$ We insist that $x_{a}$ be an analytic function of $g^{2}$, i.e., not, for instance, proportional to $1 / g^{2}$. To see that such situation can easily happen, it is instructive to consider the case when all $a_{n, a}$, except $a_{0, a}$ and $a_{1, a}$, vanish. Then the equation (9.7) for $x_{a}$ is quadratic and it is straightforward to show that while the first of its two solutions is indeed proportional to $g^{2}$, the second solution is proportional to $1 / g^{2}$ and thus non-analytic.
    ${ }^{2}$ Cf. footnote 1
    ${ }^{3}$ The rank $N^{\prime}$ of the gauge boson mass matrix is of course equal to the number of "broken generators": $N^{\prime}=N_{\mathbb{G}}-N_{\mathbb{H}}$.

[^38]:    ${ }^{4}$ Notice that there is no combinatorial factor due to the Dirac (i.e., complex) character of the field $\psi$, Eq. (8.13). When dealing with a Majorana (i.e., real) field, there would be a combinatorial factor of $1 / 2$ in front of the integral (9.22).
    ${ }^{5}$ The symbol $d$ is the space-time dimension and has nothing to do with the dimensional regularization, we will always assume $d=4$. We prefer this symbolic denotation, because the space-time dimension will emerge explicitly in various formulae and by using the symbol $d$ rather than 4 we will prevent at least some of the numerical factors (like, e.g., $1 /(d-1)=1 / 3$ ) from looking unnecessarily mysteriously.

[^39]:    ${ }^{6}$ Recall that the WT identity is a consequence of the symmetry of the Lagrangian, not of the ground state.

[^40]:    ${ }^{7}$ The vertex will be determined up to certain terms which do not contribute to the gauge boson mass matrix in the pole approximation and hence we will not need to worry much about them.

[^41]:    ${ }^{8}$ Unless the self-energy itself has a pole at some $p^{2}$. We do not take this possibility into account.

[^42]:    ${ }^{9}$ Cf. footnote 7 on page 180 .

[^43]:    ${ }^{10}$ We will now use extensively the notation (8) in order to make the formulæ more compact

[^44]:    ${ }^{11}$ Of course, we do not want $a_{4}$ to depend on particular details of the theory (i.e., the gauge group $\mathbb{G}$ and the fermion representations and self-energies), but rather to have the same value of $a_{4}$ for all possible theories. Otherwise it would be certainly possible to make $\left.M_{a b}^{2}\right|_{\mathrm{A}}$ vanishing by tuning $a_{4}$ appropriately.

[^45]:    ${ }^{12} \mathrm{Cf}$. footnote 7 on page 180

[^46]:    ${ }^{1}$ Likewise we did not consider the scalar contribution to the gauge boson mass $M_{\mathrm{A}}^{2}$, we do not consider their contribution to $\mathrm{i} T^{\mu \nu \rho}(p, k, q)$ either.

[^47]:    ${ }^{1}$ Recall that the present analysis of the gauge boson masses pretends to be as model-independent as possible, i.e., it does not rely on the very mechanism of how the fermion self-energies are actually generated.
    ${ }^{2}$ This situation can be accommodated within the model of strong Yukawa dynamics, discussed in part III, by assuming (on top of $n=m$ and $M_{\nu R}=0$ ) that $y_{u}=y_{d}, y_{\nu}=y_{e}$ and $M_{S}=M_{N}$, which corresponds to custodially symmetric Lagrangian. One can easily verify that under these assumptions the SD equations indeed allow for the custodially symmetric solution $\Sigma_{u}=\Sigma_{d}, \Sigma_{\nu D}=\Sigma_{e}$ and $\Sigma_{\nu L}=0\left(\right.$ and $\left.\Pi_{S}=\Pi_{N}=\Pi_{S N}\right)$.

[^48]:    ${ }^{1}$ Convenience of the factors of $\frac{1}{\sqrt{2}}$ in the definitions (A.19) will be justified later when discussing quantization of Majorana field.

[^49]:    ${ }^{2}$ We follow the convention and spell the family name of the Russian physicist Владимир Александрович Фок as "Fock", although it would be more appropriate to spell it as "Fok".

[^50]:    ${ }^{3}$ However, for a numerical multiple $k \in \mathbb{C}$ of $\psi$ it still holds $(k \psi)^{\mathrm{c}}=k^{*} \psi^{\mathrm{c}}$.

[^51]:    ${ }^{1}$ Throughout this appendix we will consider only commuting classical variables. The introduction of anticommuting (Grassmann) classical variables will become indispensable only in appendix when discussing the canonical quantization of Majorana field.
    ${ }^{2}$ Notice that we define the canonical momentum conjugate to the dynamical variable $\psi$ as $\pi^{\dagger}$, i.e., with the dagger. By this we follow the conventions that the quantity with (without) the dagger is a horizontal (vertical) vector (cf. the case of $\psi$ and $\psi^{\dagger}$ ). A similar convention will be adopted also in definitions ( (B.12), (B.14), ( (B.15) below.

[^52]:    ${ }^{3}$ One could argue that while differentiating with respect to $\psi$ we considered $\psi^{\dagger}$ to be a constant (and vice versa) and this might be the source of the problem. However, it turns out that this is not really the case. Indeed, doing everything carefully, taking as dynamical variables the real and imaginary parts of $\psi$, i.e., having in total eight real scalar dynamical variables rather than two complex four-component variables $\psi, \psi^{\dagger}$, the result would be the same.

[^53]:    ${ }^{4}$ However, even though the Hessian is singular, still there is generally no problem in expressing the Hamiltonian only in terms of the dynamical variables and the conjugate momenta and not the velocities. E.g., in our case of identically vanishing Hessian, it will be shown that the Hamiltonian is a function only of the dynamical variables themselves, there is no dependence neither on the conjugate momenta, nor on the velocities.
    ${ }^{5}$ We will use freely the same term "Hamiltonian" for both the Hamiltonian density $\mathcal{H}$ and the Hamiltonian $H$ itself (defined as $H=\int \mathrm{d}^{3} \boldsymbol{x} \mathcal{H}$ ).

[^54]:    ${ }^{6}$ We use here for conjugate momenta the same notation of Dirac conjugation as for the bispinors, i.e., $\bar{\pi}=\pi^{\dagger} \gamma_{0}$.

[^55]:    ${ }^{7}$ If it were not, there would exist such a basis in the vector space of the second class constraints that the matrix $C$ would have a diagonal form, with at least one zero on the diagonal (provided we have a special case of diagonalizable matrix $C$ ). Accordingly there would be some constraint(s) with vanishing Poisson bracket with all other constraints. However, this contradicts our assumption that we are dealing with the second class constraints only.
    ${ }^{8}$ We are using here the summation convention also for the space indices. More precisely, yet less clearly, since the proper definition of the matrix $C$ is $C_{i j}(\boldsymbol{x}, \boldsymbol{y}) \equiv\left\{\Phi_{i}(\boldsymbol{x}), \Phi_{j}(\boldsymbol{y})\right\}_{\mathrm{P}}$. (omitting the time dependence), the second term on the right-hand side of (B.21) should be $\int \mathrm{d}^{3} \boldsymbol{x} \mathrm{~d}^{3} \boldsymbol{y}\left\{f, \Phi_{a}(\boldsymbol{x})\right\}_{\mathrm{P} .} C_{a b}^{-1}(\boldsymbol{x}, \boldsymbol{y})\left\{\Phi_{b}(\boldsymbol{y}), g\right\}_{\mathrm{P} .}$.
    ${ }^{9}$ This is connected to the fact that we were able to determine uniquely the Lagrange multipliers $\lambda_{1}, \lambda_{2}^{\dagger}$ from the equations (B.16). If the constraints $\phi_{1}^{\dagger}, \phi_{2}$ were of the first class, the multipliers would remain undetermined (at least at the first stage of the iterative Dirac procedure).

[^56]:    ${ }^{10}$ Alternatively, we could define $\chi$ as eight-component real vector $\chi \equiv \sqrt{2}\binom{\operatorname{Re} \psi}{\operatorname{Im} \psi}$. However, this is equivalent to our choice (B.25), since both bases are related to each other through a unitary transformation.

[^57]:    ${ }^{1}$ This is related also to the fact that a Majorana field, as being basically a real fermion field, cannot be charged under any $\mathbb{U}(1)$ symmetry, whose Noether current would be otherwise proportional just to the (actually vanishing) quantity $\bar{\psi} \gamma^{\mu} \psi$.
    ${ }^{2}$ As a matter of fact, this is possible again only due to the fact that the field variables anticommute. I.e., in such case upon plugging the decomposition (C.6) to the Dirac Lagrangian the result is diagonal in the Majorana fields $\psi_{1,2}$. On the other hand, in commuting case there would be rather off-diagonal terms of (e.g., $\left.\bar{\psi}_{1} \psi_{2}\right)$ instead.

[^58]:    ${ }^{3}$ Again, only one of the following three anticommutators is independent, the other two can be derived from it using the Majorana condition.
    ${ }^{4}$ We list here (as well as below in (C.20) ) only the independent non-trivial anticommutators.

[^59]:    ${ }^{5} \mathrm{We}$ are using compact matrix notation, more precisely we should write $\langle 0| T\left\{\psi_{a}(x) \bar{\psi}_{b}(y)\right\}|0\rangle=\mathrm{i} G_{a b}(x-y)$.

[^60]:    ${ }^{1}$ It is unnatural to assume that the propagator is invariant under phase transformation, while at the same time the vertex is not.

[^61]:    ${ }^{2}$ We now indicate explicitly the momentum dependencies, as they are going to be important for the present discussion.

[^62]:    ${ }^{3}$ There is no summation over the fermion index $i$. Any summations over the fermion indices will be always denoted explicitly.
    ${ }^{4}$ We suppress the polarizations indices in Eqs. (D.156) as well as sums over them in Eqs. (D.154).

[^63]:    ${ }^{1}$ This time, in contrast to fermions, we do not dedicate a separate appendix to the charge conjugation of scalars.

