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Ongoing climate change calls for fast and accurate weather and climate modeling. However, when solving large-scale weather
prediction simulations, state-of-the-art CPU and GPU implementations sufer from limited performance and high energy
consumption. These implementations are dominated by complex irregular memory access patterns and low arithmetic
intensity that pose fundamental challenges to acceleration. To overcome these challenges, we propose and evaluate the use
of near-memory acceleration using a reconigurable fabric with high-bandwidth memory (HBM). We focus on compound
stencils that are fundamental kernels in weather prediction models. By using high-level synthesis techniques, we develop
NERO, an FPGA+HBM-based accelerator connected through OCAPI (Open Coherent Accelerator Processor Interface) to an
IBM POWER9 host system. Our experimental results show that NERO outperforms a 16-core POWER9 system by 5.3× and
12.7× when running two diferent compound stencil kernels. NERO reduces the energy consumption by 12× and 35× for the
same two kernels over the POWER9 system with an energy eiciency of 1.61 GFLOPS/Watt and 21.01 GFLOPS/Watt. We
conclude that employing near-memory acceleration solutions for weather prediction modeling is promising as a means to
achieve both high performance and high energy eiciency.

CCS Concepts: · Hardware→ Hardware-software codesign; · Computer systems organization→ Reconigurable

computing; Heterogeneous (hybrid) systems.

Additional Key Words and Phrases: FPGA, Near-Memory Computing, Weather Modeling, High-Performance Computing,
Processing in Memory

1 Introduction

Accurate weather prediction and climate modeling using detailed weather models is essential to make weather-
dependent and climate-related decisions in a timely manner. These models are based on physical laws that
describe various components of the atmosphere [137]. The Consortium for Small-Scale Modeling (COSMO) [59]
built one such weather model to meet the high-resolution forecasting requirements of weather services. The
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COSMO model is a non-hydrostatic atmospheric prediction model currently being used by a dozen nations for
meteorological purposes and research applications.
The central part of the COSMO model (called dynamical core or dycore) solves the Euler equations on a

curvilinear grid and applies implicit discretization in the vertical dimension (i.e., parameters are dependent
on each other at the same time instance [42]) and explicit discretization in the horizontal dimension (i.e., a
solution is dependent on the previous system state [42]). The use of diferent discretizations leads to three
computational patterns [161]: 1) horizontal stencils, 2) tridiagonal solvers in the vertical dimension, and 3) point-
wise computation. These computational kernels are compound stencil kernels that operate on a three-dimensional
grid [79]. Vertical advection (vadvc) and horizontal difusion (hdiff) are such compound kernels found in the
dycore of the COSMO weather prediction model. These kernels are representative of the data access patterns
and algorithmic complexity of the entire COSMO model. They are similar to the kernels used in other weather
and climate models [97, 125, 177]. Their performance is dominated by memory-bound operations with unique
irregular memory access patterns and low arithmetic intensity that often results in <10% sustained loating-point
performance on current CPU-based systems [165].

Figure 1 shows the rooline plot [173] for an IBM 16-core POWER9 CPU (IC922).1 After optimizing the vadvc
and hdiff kernels for the POWER architecture2 by following the approach in [175], they achieve 29.1 GFLOP/s
and 58.5 GFLOP/s, respectively, for 64 threads. Our rooline analysis indicates that these kernels are constrained
by the host DRAM bandwidth. Their low arithmetic intensity limits their performance, which is one order of
magnitude smaller than the peak performance, and results in a fundamental memory bottleneck that standard
CPU-based optimization techniques cannot overcome.

Heterogeneous computing has emerged as an answer to improve the system performance in an energy-eicient
way. Heterogeneous computing entails complementing processing elements with diferent compute capabilities,
each to perform the tasks to which it is best suited. In the HPC domain, coupling specialized compute units with
general-purpose cores can meet the high-performance computing demands with the ability to realize exascale
systems needed to process data-intensive workloads [123]. The graphics processing unit (GPU) is one of the
most popular acceleration platforms. GPUs have been used to accelerate workloads like computer graphics
and linear algebra [166] because of their many-core architecture. However, GPUs are power-hungry due to
high transistor density and, depending on the power constraints, may not always be the ideal platform for
implementation. Recently, the use of ield-programmable gate array (FPGA) in accelerating machine learning
workloads with high energy eiciency has inspired researchers to explore the use of FPGAs instead of GPUs for
various high-performance computing applications [48, 61]. FPGAs provide a unique combination of lexibility
and performance without the cost, complexity, and risk of developing custom application-speciic integrated
circuits (ASICs). Modern FPGAs show four key trends.

• The advancements in the stacking technology with high-bandwidth memory (HBM) [7, 8, 10, 22, 104]
blends DRAM on the same package as an FPGA. This integration allows us to implement our accelerator
logic in close proximity to the memory with a lower latency and much higher memory bandwidth than the
traditional DDR4-based FPGA boards. Memory-bound applications on FPGAs are limited by the relatively
low DDR4 bandwidth (72 GB/s for four independent dual-rank DIMM interfaces [21]). HBM-based FPGAs
can overcome this limitation with a peak bandwidth of 410 GB/s [95].

1IBM and POWER9 are registered trademarks or common lawmarks of International Business Machines Corp., registered in many jurisdictions
worldwide. Other product and service names might be trademarks of IBM or other companies.
2We use single instruction, multiple data (SIMD) [38, 65], and simultaneous multithreading (SMT) [164] techniques to ill the hardware
pipelines. We use the same tiling size for both CPU and FPGA-based designs. While compiling these kernels, we use the IBM XLC [9] 16 C/C++
compiler that is optimized for IBM POWER [134] machines with the following lags: qarch=pwr9, qtune=pwr9, O3, q64, qprefetch=aggressive,
qsmp=omp, and qsimd=auto.
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Fig. 1. Roofline [173] for POWER9 (1-socket) showing vertical advection (vadvc) and horizontal difusion (hdiff) kernels for
single-thread and 64-thread implementations. The plot shows also the rooflines of the FPGAs used in our work with peak
DRAM and on-chip BRAM bandwidth.

• New cache-coherent interconnects, such as Open Coherent Accelerator Processor Interface (OCAPI) [156],
Cache Coherent Interconnect for Accelerators (CCIX) [39], and Compute Express Link (CXL) [145], allow
tight integration of FPGAs with CPUs at high bidirectional bandwidth (on the order of tens of GB/s). This
integration reduces programming efort and enables us to coherently access the host system’s memory
through a pointer rather than having multiple copies of the data.
• The introduction of UltraRAM (URAM) [17] along with the BlockRAM (BRAM) that ofers massive scratch-
pad-based on-chip memory next to the logic. URAM is more denser than BRAM, but is not as distributed in
the FPGA layout as the BRAM.
• FPGAs are being manufactured with an advanced technology node of 7-14nm FinFET technology [67] that
ofers higher performance.

These above trends suggest that modern FPGA architectures with near-memory compute capabilities can
alleviate the memory bottleneck of real-world data-intensive applications [148]. However, a study of their ad-
vantages for real-world memory-bound applications is still missing. In this work, our goal is to overcome the
memory bottleneck of weather prediction kernels by exploiting near-memory computation capability on FPGA
accelerators with high-bandwidth memory (HBM) [7, 104, 105] that are attached to the host CPU. Figure 1 shows
the rooline models of the two FPGA cards (AD9V3 [2] and AD9H7 [1]) used in this work. FPGAs can handle
irregular memory access patterns eiciently and ofer signiicantly higher memory bandwidth than the host CPU
with their on-chip URAMs (UltraRAM), BRAMs (block RAM), and on-package HBM (high-bandwidth memory
for the AD9H7 card). However, taking full advantage of FPGAs for accelerating a workload is not a trivial task.

ACM Trans. Reconig. Technol. Syst.
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To compensate for the higher clock frequency of the baseline CPUs, our FPGAs must exploit at least one order of
magnitude more parallelism in a target workload. This is challenging, as it requires suicient FPGA programming
skills to map the workload and optimize the design for the FPGA microarchitecture.
We aim to answer the following research question: Can FPGA-based accelerators with HBM mitigate

the performance bottleneck of memory-bound compound weather prediction kernels in an energy-

eicient way? As an answer to this question, we present NERO, a near-HBM accelerator for weather prediction.
We design and implement NERO on an FPGA with HBM to optimize two kernels (vertical advection and
horizontal difusion), which notably represent the spectrum of computational diversity found in the COSMO
weather prediction application. We co-design a hardware-software framework and provide an optimized API to
interface eiciently with the rest of the COSMO model, which runs on the CPU. Our FPGA-based solution for
hdiff and vadvc leads to performance improvements of 5.3× and 12.7× and energy reductions of 12× and 35×,
respectively, with respect to optimized CPU implementations [175].

The major contributions of NERO are as follows:

• We perform a detailed rooline analysis to show that representative weather prediction kernels are con-
strained by memory bandwidth on state-of-the-art CPU systems.
• We propose NERO, the irst near-HBM FPGA-based accelerator for representative kernels from a real-world
weather prediction application.
• We optimize NERO with a data-centric caching scheme with precision-optimized tiling for a heterogeneous
memory hierarchy (consisting of URAM, BRAM, and HBM).
• We evaluate the performance and energy consumption of our accelerator and perform a scalability analysis.
We show that an FPGA+HBM-based design outperforms a complete 16-core POWER9 system (running
64 threads) by 5.3× for the vertical advection (vadvc) and 12.7× for the horizontal difusion (hdiff) kernels
with energy reductions of 12× and 35×, respectively. Our design provides an energy eiciency of 1.61
GLOPS/Watt and 21.01 GFLOPS/Watt for vadvc and hdiff kernels, respectively.

This work extends our previous work [152] as follows. First, we add new results using a state-of-the-art
OpenCAPI (OCAPI) interface [156]. OCAPI provides two key opportunities compared to our previous CAPI2
implementation: (1) OCAPI has double the bitwidth (1024-bit) of our previously used CAPI2 interface, and (2) the
memory coherency logic has been moved to the host CPU side, which provides more area and allows us to run
our design at a higher frequency. Our implementation and evaluation with state-of-the-art OCAPI improves the
performance for our two main workloads from weather modeling (vadvc and hdif) by 37% and 44%, respectively,
compared to a CAPI-based HBM design [152]. All the functions in our design now operate on a 1024-bit per
clock rather than 512-bit per clock, utilizing the maximum processing throughput of OCAPI (POWER9 cache line
is 1024-bit). Thus, we can build a datalow accelerator with wide AXI streams of 1024-bit. Second, we develop
HBM_multi+OCAPI-based versions of our workloads that make use of multiple channels per processing element
(PE). This multi-channel implementation allows the PEs to exploit signiicantly higher bandwidth. As a result,
the workloads achieve an average speedup of 1.5x over the single-channel version for a single PE. Third, we
provide a discussion section (Section 5) that provides various insights and takeaways while designing HBM-based
FPGA accelerators, which we believe would be useful for future FPGA architects and programmers. Fourth, we
implement and evaluate the copy stencil [161] (Figure 3), a stencil from the COSMO model to benchmark the
peak performance on a platform. Fifth, we use the OC-Accel framework3 instead of the SNAP framework for
OCAPI accelerator development and deployment. Sixth, we provide a comparison of state-of-the-art works in
stencil acceleration (Table 4).

3https://github.com/OpenCAPI/oc-accel

ACM Trans. Reconig. Technol. Syst.
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2 Background

In this section, we irst provide an overview of the vadvc and hdiff compound stencils, which represent a
large fraction of the overall computational load of the COSMO weather prediction model. Second, we introduce
the OC-Accel (OpenCAPI Acceleration) framework that we use to connect our NERO accelerator to an IBM
POWER9 system.

2.1 Representative COSMO Stencils

A stencil operation updates values in a structured multidimensional grid based on the values of a ixed local
neighborhood of grid points. In weather and climate modeling, several stencil operations are compounded together
that operate on multiple input elements to generate one or more output results. Vertical advection (vadvc) and
horizontal difusion (hdiff) from the COSMO model are two such compound stencil kernels, which represent
the typical code patterns found in the dycore of COSMO. Algorithm 1 shows the pseudo-code for vadvc and
hdiff kernels. The horizontal difusion kernel iterates over a 3D grid, performing Laplacian and lux to calculate
diferent grid points, as shown in Figure 2a. A single Laplacian stencil accesses the input grid at ive memory
ofsets, the result of which is used to calculate the lux stencil. hdiff has purely horizontal access patterns and
does not have dependencies in the vertical dimension. Thus, it can be fully parallelized in the vertical dimension.
Figure 2b shows the memory layout for the horizontal difusion kernel. We observe that the indirect memory
accesses of the input grid domain can severely impact cache eiciency on our current CPU-based systems.

Laplacian
Stencil

Flux
Stencil Output

(a)

Read Array

Write Array

Laplace 

Results

Laplace

Flux

Flux Results

(b)

Fig. 2. (a) Horizontal difusion kernel composition using Laplacian and flux stencils in a two dimensional plane [153]. (b)
Memory layout of horizontal difusion from 3D grid onto 1D array.

Vertical advection has a higher degree of complexity since it uses the Thomas algorithm [162] to solve a
tridiagonal matrix of weather data (called ields, such as air pressure, wind velocity, and temperature) along
the vertical axis. vadvc consists of a forward sweep that is followed by a backward sweep along the vertical
dimension. vadvc requires access to the weather data, which are stored as array structures while performing
forward and sweep computations. Unlike the conventional stencil kernels, vertical advection has dependencies
in the vertical direction, which leads to limited available parallelism and irregular memory access patterns. For
example, when the input grid is stored by row, accessing data elements in the depth dimension typically results in
many cache misses [175].
Such compound kernels are dominated by memory-bound operations with complex memory access patterns

and low arithmetic intensity. This poses a fundamental challenge to acceleration. CPU implementations of these
kernels [175] sufer from limited data locality and ineicient memory usage, as our rooline analysis in Figure 1
exposes. In Figure 3 we implement a copy stencil from the COSMO weather model to evaluate the performance
potential of our HBM-based FPGA platform for the weather prediction application. A copy stencil performs an
element-wise copy operation over the complete input grid. It is the simplest stencil found in the COSMO model

ACM Trans. Reconig. Technol. Syst.
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and, hence, serves as a benchmark to characterize the achievable peak performance on a platform for weather
kernels. To implement a copy stencil, we divide the 3D grid data among the processing elements (PEs), where each
PE performs an element-wise copy operation. We were able to enable only 24 HBM memory channels because
adding more HBM channels leads to timing constraint violations. From the igure, we make two observations.
First, as we increase the number of processing elements (PEs), we can exploit data-level parallelism because of
dedicated HBM channels serving data to a PE. Second, the maximum achievable performance tends to saturate
after 16 PEs. Since we implement our design in a datalow pipeline manner, all the functions run in parallel, and
the overall latency is equal to the maximum latency out of all the functions. After 16 PEs, for copy, we observe
that most of the time is spent in the FPGA computation logic rather than the transfer of data from an HBM
memory channel.
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0
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un

tim
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se
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1.44

0.81
0.38

0.19 0.18
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Fig. 3. Performance of copy stencil on our HBM-based FPGA platform.

2.2 OC-Accel Framework

The OpenPOWER Foundation Accelerator Workgroup [14] created the OC-Accel framework, an open-source
environment for FPGA programming productivity. OC-Accel provides three key beneits [172]: (i) it enables an
improved developer productivity for FPGA acceleration and eases the use of CAPI’s cache-coherence mechanism,
(ii) it places FPGA-accelerated compute engines, also known as FPGA actions, closer to relevant data to achieve
better performance, and (iii) access to FPGA memory via user-level DMA (Direct Memory Access) semantics.
OC-Accel provides a simple API to invoke an accelerated action and provides programming methods to instantiate
customized accelerated actions on the FPGA side. These accelerated actions can be speciied in C/C++ code that is
then compiled to the FPGA target using the Xilinx Vivado High-Level Synthesis (HLS) tool [20].
The beneits of employing such cache-coherent interconnect links for attaching FPGAs to CPUs, as opposed

to the traditional DMA-like communication protocols (e.g., PCIe), are not only the ultra lower-latency and
the higher bandwidth of the communication, but most importantly, the ability of the accelerator to access the
entire memory space of the CPU coherently, without consuming excessive CPU cycles. Traditionally, the host
processor has a shared memory space across its cores with coherent caches. Attached devices such as FPGAs,
GPUs, network, and storage controllers are memory-mapped and use a DMA to transfer data between local
and system memory across an interconnect such as PCIe. The attached devices can not see the entire system
memory but only a part of it. Communication between the host processor and attached devices requires an
ineicient software stack, including user-space software, drivers, and kernel-space modules, in comparison to the
communication scheme between CPU cores using shared memory. Especially when DRAM memory bandwidth

ACM Trans. Reconig. Technol. Syst.
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becomes a constraint, requiring extra memory-to-memory copies to move data from one address space to another
is cumbersome and low performance [62, 139]. This is the driving force of the industry to push for coherency and
shared memory across CPU cores and attached devices, like FPGAs. This way, the accelerators act as peers to the
processor cores. Note that CAPI2 is built on top of PCIe. However, CAPI2 provides the following two advantages.
First, a CAPI-attached device, unlike a PCIe device, can perform Direct Memory Access (DMA) to application
memory without calls to a device driver or underlying operating system kernel, resulting in a reduction in latency.
Avoiding these unnecessary memory calls improves performance signiicantly compared to the traditional PCIe
I/O model [157]. Second, CAPI2 provides cache-coherent access to the CPU memory, allowing the FPGA to
directly access the host memory. Such direct cache-coherent access reduces the FPGA developer’s burden and
debugging time by overcoming read after write (RAW) and write and read (WAR) dependencies, which is typically
the FPGA developerâĂŹs responsibility. OCAPI is a new technology built from the ground up. It includes a faster
PHY layer (BlueLink 25Gb/s x8 lanes [156]) than its CAPI predecessors, providing double the bitwidth between
the host and an accelerator.

3 Design Methodology

3.1 NERO, A Near HBM Weather Prediction Accelerator

The low arithmetic intensity of real-world weather prediction kernels limits the attainable performance on current
multi-core systems. This sub-optimal performance is due to the kernels’ complex memory access patterns and
their ineiciency in exploiting a rigid cache hierarchy, as quantiied in the rooline plot in Figure 1. These kernels
cannot fully utilize the available memory bandwidth, which leads to high data movement overheads in terms of
latency and energy consumption. We address these ineiciencies by developing an architecture that combines
fewer of-chip data accesses with higher throughput for the loaded data. To this end, our accelerator design takes
a data-centric approach [24, 25, 43, 44, 71, 85, 86, 100, 118, 120, 121, 147, 150] that exploits near high-bandwidth
memory acceleration.

Figure 4a shows a high-level overview of our integrated system. An HBM-based FPGA is connected to a server
system based on an IBM POWER9 processor using the Open Coherent Accelerator Processor Interface (OCAPI).
The FPGA consists of two HBM stacks4, each with 16 pseudo-memory channels [3]. A channel is exposed to the
FPGA as a 256-bit wide port, and in total, the FPGA has 32 such ports. The HBM IP provides 8 memory controllers
(per stack) to handle the data transfer to and from the HBM memory ports. Our design consists of an accelerator
functional unit (AFU) that interacts with the host system through the TLx (Transaction Layer) and the DLx (Data
Link Layer), which are the OCAPI endpoint on the FPGA. An AFU comprises of multiple processing elements
(PEs) that perform compound stencil computation. Figure 5 shows the architecture overview of NERO. As vertical
advection is the most complex kernel, we depict our architecture design low for vertical advection. We use a
similar design for the horizontal difusion kernel.

The weather data, based on the atmospheric model resolution grid, is stored in the DRAM of the host system
( 1 in Figure 5). We employ the double bufering technique between the CPU and the FPGA to hide the PCIe
(Peripheral Component Interconnect Express [114]) transfer latency. By coniguring a bufer of 64 cache lines,
between the AXI4 interface of OCAPI/TLx-DLx and the AFU, we can reach the theoretical peak bandwidth of
OCAPI (i.e., 32 GB/s). We create a specialized memory hierarchy from the heterogeneous FPGA memories (i.e.,
URAM, BRAM, and HBM). By using a greedy algorithm, we determine the best-suited hierarchy for our kernel.
The memory controller (shown in Figure 4a) handles the data placement to the appropriate memory type based
on the programmer’s directives.

On the FPGA, following the initial bufering ( 2 ), the transferred grid data is mapped onto the HBM memory
( 3 ). As the FPGA has limited resources, we propose a 3D window-based grid transfer from the host DRAM to the

4In this work, we enable only a single stack based on our resource and power consumption analysis for the vadvc kernel.
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Execution timeline with data flow sequence from the host DRAM to the onboard FPGA memory.
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HBM ports scales linearly with the number of PEs. Heterogeneous partitioning of on-chip memory blocks reduces read and
write latencies across the FPGA memory hierarchy.

FPGA, facilitating a smaller, less power-hungry deployment. The window size represents the portion of the grid
a processing element (PE in Figure 4a) would process. Most FPGA developers manually optimize for the right
window size. However, manual optimization is tedious because of the huge design space, and it requires expert
guidance. Further, selecting an inappropriate window size leads to sub-optimal results. Our experiments (in
Section 4.3) show that: (1) inding the best window size is critical in terms of the area vs. performance trade-of,
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and (2) the best window size depends on the datatype precision. Hence, instead of pruning the design space
manually, we formulate the search for the best window size as a multi-objective auto-tuning problem taking into
account the datatype precision. We make use of OpenTuner [34], which uses machine-learning techniques to
guide the design-space exploration [151].

Our design consists of multiple PEs (shown in Figure 4a) that exploit data-level parallelism in COSMO weather
prediction kernels. A dedicated HBM memory port is assigned to a speciic PE; therefore, we enable as many
HBM ports as the number of PEs. This allows us to use the high HBM bandwidth efectively because each PE
fetches from an independent port. In our design, we use a switch, which provides the capability to bypass the
HBM, when the grid size is small, and map the data directly onto the FPGA’s URAM and BRAM. The HBM port
provides 256-bit data, which is a quarter of the size of the OCAPI bitwidth (1024-bit). Therefore, to match the
OCAPI bandwidth, we introduce a stream converter logic ( 4 ) that converts a 256-bit HBM stream to a 1024-bit
stream (OCAPI compatible) or vice versa. From HBM, a PE reads a single stream of data that consists of all the
ields5 that are needed for a speciic COSMO kernel computation. The PEs use a ields stream splitter logic ( 5 )
that splits a single HBM stream to multiple streams (1024-bit each), one for each ield.
To optimize a PE, we apply various optimization strategies. First, we exploit the inherent parallelism in a

given algorithm through hardware pipelining. Second, we partition on-chip memory to avoid the stalling of our
pipelined design, since the on-chip BRAM/URAM has only two read/write ports. Third, all the tasks execute in a
datalow manner that enables task-level parallelism. vadvc is more computationally complex than hdiff because
it involves forward and backward sweeps with dependencies in the z-dimension. While hdiff performs only
Laplacian and lux calculations with dependencies in the x- and y-dimensions. Therefore, we demonstrate our
design low by means of the vadvc kernel (Figure 5). Note that we show only a single port-based PE operation.
However, for multiple PEs, we enable multiple HBM ports.

We make use of memory reshaping techniques to conigure our memory space with multiple parallel BRAMs
or URAMs [58]. We form an intermediate memory hierarchy by decomposing (or slicing) 3D window data into a
2D grid. This allows us to bridge the latency gap between the HBM memory and our accelerator. Moreover, it
allows us to exploit the available FPGA resources eiciently. Unlike traditionally-ixed CPU memory hierarchies,
which perform poorly with irregular access patterns and sufer from cache pollution efects and cache miss
latency, application-speciic memory hierarchies are shown to improve energy and latency by tailoring the cache
levels and cache sizes to an application’s memory access patterns [163].
The main computation pipeline ( 7 ) consists of a forward and a backward sweep logic. The forward sweep

results are stored in an intermediate bufer to allow for backward sweep calculation. Upon completion of the
backward sweep, results are placed in an output bufer that is followed by a degridding logic ( 6 ). The degridding
logic converts the calculated results to a 1024-bit wide output stream ( 8 ). As there is only a single output stream
(both in vadvc and hdiff), we do not need extra logic to merge the streams. The 1024-bit wide stream goes
through an HBM stream converter logic ( 4 ) that converts the stream bitwidth to HBM port size (256-bit).
Figure 4b shows the execution timeline from our host system to the FPGA board for a single PE. The host

oloads the processing to an FPGA and transfers the required data via DMA (direct memory access) over the
OCAPI interface. The OC-Accel framework allows for parallel execution of the host and our FPGA PEs while
exchanging control signals over the AXI lite interface [4]. On task completion, the AFU notifies the host system
via the AXI lite interface and transfers back the results via DMA.

3.2 NERO Application Framework

Figure 6 shows the NERO application framework to support our architecture. Our previous work [152, 153]
describes the corresponding application framework using SNAP-CAPI2. A software-deined COSMO API ( 1 )

5Fields represent atmospheric components like wind, pressure, velocity, etc. that are required for weather calculation.
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handles oloading jobs to NERO with an interrupt-based queuing mechanism. This allows for minimal CPU
usage (and, hence, power usage) during FPGA operation. NERO employs an array of processing elements to
compute COSMO kernels, such as vertical advection or horizontal difusion. Additionally, we pipeline our PEs to
exploit the available spatial parallelism. By accessing the host memory through the OCAPI cache-coherent link,
NERO acts as a peer to the CPU. This is enabled through the TLx (Transaction Layer) and the DLx (Data Link
Layer) ( 2 ). OC-Accel ( 3 ) allows for seamless integration of the COSMO API with our OCAPI-based accelerator.
The job manager ( 4 ) dispatches jobs to streams, which are managed in the stream scheduler ( 5 ). The execution
of a job is done by streams that determine which data is to be read from the host memory and sent to the PE
array through DMA transfers ( 6 ). The pool of heterogeneous on-chip memory is used to store the input data
from the main memory and the intermediate data generated by each PE.

OCAPI TLx (Transaction Layer) 

          DLx (Data Link Layer)

Job 

Manager

Stream 

Scheduler
AXI DMA

OCAPI

OC-Accel

FPGA

AXI Lite Bus
MMIO Control registers

AXI Full Bus
Burst Transactions

PE PE

NERO

Partitioned On-chip Memory

PEPE

Host POWER 

System
TL (Transaction Layer)

DL (Data Link Layer)

COSMO API libOCXLCOSMO WEATHER 

MODEL

BlueLink 

25Gb/s x8

HBM Memory Controller

HBM2 Stack 1
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2

3

4 5 6

1

.....

Fig. 6. NERO application framework. We co-design our sotware and hardware using the OC-Accel framework. COSMO API
allows the host to ofload kernels to our FPGA platform.

4 Results

4.1 Experimental Setup

We evaluate our accelerator designs for vadvc, and hdiff in terms of performance, energy consumption, and
FPGA resource utilization on two diferent FPGAs, and two diferent external data communication interfaces
between the CPU and the FPGA board. We implement our accelerator designs for vadvc, and hdiff on both 1)
an Alpha-Data ADM-PCIE-9H7 card [1] featuring the Xilinx Virtex Ultrascale+ XCVU37P-FSVH2892-2-e [19]
with 8GiB HBM2 [7] and 2) an Alpha-Data ADM-PCIE-9V3 card [2] featuring the Xilinx Virtex Ultrascale+
XCVU3P-FFVC1517-2-i with 8GiB DDR4 [19], connected to an IBM POWER9 host system. For the external data
communication interface, we use both CAPI2 [157] and the state-of-the-art OCAPI (OpenCAPI) [156] interface.
We compare these implementations to execution on a POWER9 CPU with 16 cores (using all 64 hardware threads).
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Table 1 provides our system parameters. We co-design our hardware and software interface around the OC-Accel
framework [13] while using the HLS design low. Our development machine is x86 Intel® Xeon®7.9.2009 [5]
distribution with GNU Compiler Collection (GCC) version 4.8.5 [6]. We use Xilinx Vivado 2019.2 [23] suite to
develop our accelerator designs.

4.2 Performance Tuning

We run our experiments using a 256 × 256 × 64-point domain similar to the grid domain used by the COSMO
weather prediction model. We employ an auto-tuning technique to determine a Pareto-optimal solution (in
terms of performance and resource utilization) for our 3D window dimensions. The auto-tuning with OpenTuner
exhaustively searches for every tile size in the x- and y-dimensions for vadvc.6 For hdiff, we consider sizes in
all three dimensions. We deine our auto-tuning as a multi-objective optimization with the goal of maximizing
performance with minimal resource utilization. Section 3 provides further details on our design. We evaluate
frequency values between 50-400MHz, with an increment of 50MHz, utilizing the complete spectrum of compatible
frequency conigurations supported by the OC-Accel framework [13]. Figure 7 shows hand-tuned and auto-tuned
performance and FPGA resource utilization results for vadvc, as a function of the chosen tile size. From the
igure, we draw two observations.
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Fig. 7. Performance and FPGA resource utilization of single vadvc PE, as a function of tile-size, using hand-tuning and
auto-tuning for (a) single-precision (32-bit) and (b) half-precision (16-bit). We highlight the Pareto-optimal solution that we
use for our vadvc accelerator (with a red circle). Note that the Pareto-optimal solution changes with precision.

First, by using the auto-tuning approach and our careful FPGA microarchitecture design, we can get Pareto-
optimal results with a tile size of 64 × 2 × 64 for single-precision vadvc, which gives us a peak performance of
8.49 GFLOP/s. For half-precision, we use a tile size of 32× 16× 64 to achieve a peak performance of 16.5 GFLOP/s.
We employ a similar strategy for hdiff to attain a single-precision performance of 30.3 GFLOP/s with a tile size
of 16 × 64 × 8 and a half-precision performance of 77.8 GFLOP/s with a tile size of 64 × 8 × 64.
Second, in FPGA acceleration, designers usually rely on expert judgement to ind the appropriate tile-size

and often adapt the design to use homogeneous tile sizes. However, as shown in Figure 7, such hand-tuned
implementations lead to sub-optimal results in terms of either resource utilization or performance.

6vadvc has dependencies in the z-dimension; therefore, it cannot be parallelized in the z-dimension.
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We conclude that the Pareto-optimal tile size depends on the data precision used: a good tile-size for single-
precision might lead to poor results when used with half-precision.

4.3 Performance Analysis

Figure 8 shows single-precision performance results for the (a) vertical advection (vadvc) and (b) horizontal
difusion kernels (hdiff). For both kernels, we implement our design on an HBM- and a DDR4-based FPGA
board. For the DDR4-based design, we use CAPI2 (DDR4+CAPI2 in Figure 8. For the HBM-based design, we use
CAPI2 (HBM+CAPI2) and OCAPI. We evaluate two versions of the HBM-based design with OCAPI: (1) one with
a single channel per PE (HBM+OCAPI), and (2) one with multiple channels (i.e., 4 HBM pseudo channels) per
PE (HBM_multi+OCAPI). To compare the performance of these four versions, we scale the number of PEs and
analyze the change in execution time. We also tested diferent domain sizes, varying from 64 × 64 × 64-point to
1024 × 1024 × 64-point and observe that the runtime scales linearly and the overall performance (GLOP/s) remain
constant. This shows the scalability of our accelerator design.
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Fig. 8. Single-precision performance for (a) vadvc and (b) hdiff, as a function of accelerator PE count on the HBM- and
DDR4-based FPGA boards. We also show the single socket (64 threads) performance of an IBM POWER9 host system
for both vadvc and hdiff. For HBM-based design, we implement our accelerator with both the CAPI2 interface and the
state-of-the-art OpenCAPI (OCAPI) interface (with both single channel and multiple channels per PE).

We draw ive observations from the igure.
First, the maximum number of PEs that we can it on the FPGA boards varies for diferent versions of our design.

For the DDR4-based design, we can accommodate only 4 PEs/8 PEs for vadvc/hdiff on the 9V3 board. For the
HBM-based design, we can it 14 PEs/16 PEs for vadvc/hdiff for both HBM+CAPI2 and HBM+OCAPI versions before
exhausting the on-board resources. The HBM_multi+OCAPI version can only it 3 PEs (i.e., 12 HBM channels) for
both vadvc and hdiff because adding more HBM channels leads to timing constraint violations.
Second, the full-blown HBM+OCAPI versions (i.e., with the maximum number of PEs) of vadvc and hdiff

outperform the 64-thread IBM POWER9 CPU version by 5.3×, and 12.7×, respectively. We achieve 37% and 44%
higher performance for vadvc and hdiff, respectively, with HBM+OCAPI than HBM+CAPI2 due to the following
two reasons: (1) OCAPI provides double the bitwidth (1024-bit) of the CAPI2 interface (512-bit), which provides a
higher bandwidth to the host CPU, i.e., 22.1/22.0 GB/s R/W versus 13.9/14.0 GB/s; and (2) with OCAPI, memory
coherency logic is moved onto the IBM POWER CPU, which provides more FPGA area and allows us to run our
accelerator logic at a higher clock frequency (250MHz for OCAPI versus 200MHz for CAPI2). We observe that
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when implementing our accelerator designs with targets above those frequencies, the respective timing report
results in the worst negative slack (WNS) higher than 200ps, which OC-Accel developers regard as dangerous
for system stability. At lower frequencies, we achieved lower performance, regardless of the number of PEs.
Our single-precision HBM+OCAPI-based FPGA implementations provide 157.1 GFLOP/s and 608.4 GFLOP/s for
vadvc and hdiff, respectively. For half-precision, if we use the same amount of PEs as in single precision, our
accelerator reaches a performance of 329.9 GFLOP/s for vadvc (2.1× the single-precision performance) and
1.5 TFLOP/s for hdiff (2.5× the single-precision performance).

Third, for a single PE, DDR4-CAPI2 is faster than HBM-CAPI2 for both vadvc and hdiff. This higher performance
is because the HBM-based design uses one HBM channel per PE, and the bus width of the DDR4 channel (512 bits)
is larger than that of an HBM channel (256 bits). Therefore, the HBM channel has a lower transfer rate of 0.8-2.1
GT/s (Gigatransfers per second) than a DDR4 channel (2.1-4.3 GT/s), resulting in a theoretical bandwidth of 12.8
GB/s and 25.6 GB/s per channel, respectively. One way to match the DDR4 bus width is to have a single PE fetch
data from multiple HBM channels in parallel. In Figure 8, our multi-channel setting (HBM_multi+OCAPI) uses 4
HBM pseudo channels per PE to match the bitwidth of the OCAPI interface. We observe that by fetching more
data from multiple channels, compared to the single-channel-single PE design (HBM+OCAPI), HBM_multi+OCAPI
achieves 1.2× and 1.8× performance improvement for vadvc and hdiff, respectively.

Fourth, as we increase the number of PEs, we divide the workload evenly across PEs. As a result, we observe
linear scaling in the performance of HBM-based designs, where each PE reads and writes through a dedicated
HBM channel. For multi-channel designs, we observe that the best-performing multi-channel-single PE design
(i.e., using 3 PEs with 12 HBM channels for both workloads) has 4.7× and 3.1× lower performance than the
best-performing single-channel-single PE design (i.e., 14 PEs for vadvc and 16 PEs for hdiff, respectively). This
observation shows that there is a tradeof between (1) enabling more HBM pseudo channels to provide each
PE with more bandwidth, and (2) implementing more PEs in the available area. For both vadvc and hdiff, data
transfer and computation take a comparable amount of time. Therefore, we are able to achieve a linear execution
time reduction with the number of PEs.

Fifth, the performance of the DDR-based designs scales non-linearly for vadvc and hdiff with the number of
PEs, as all PEs access memory through the same channel. Multiple PEs compete for a single memory channel,
which causes frequent memory stalls due to contention in the memory channel.

4.4 Energy Eficiency Analysis

We compare the energy consumption of our accelerator to a 16-core POWER9 host system. We use the AMESTER7

tool to measure the active power8 consumption. We measure 99.2 Watts for vadvc and 97.9 Watts for hdiff by
monitoring built power sensors in the POWER9 system. For vadvc and hdiff on the HBM- and DDR4-based
designs, Figure 9 and Figure 10 shows the active power consumption and the energy eiciency (GFLOPS per
Watt), respectively.

We make ive observations from Figure 9 and Figure 10.
First, the full-blown HBM+OCAPI designs (i.e., 14 PEs for vadvc and 16 PEs for hdiff) achieve energy ei-

ciency values of 1.61 GFLOPS/Watt and 21.01 GFLOPS/Watt for vadvc and hdiff, respectively. These represent
improvements of 12× and 35× compared to the IBM POWER9 system for vadvc and hdiff, respectively.
Second, the DDR4-CAPI2 designs for vadvc and hdiff are slightly more energy-eicient (1.1× to 1.5×) than

the HBM-CAPI2 designs when the number of PEs is small. This observation is in line with our discussion about

7https://github.com/open-power/amester
8Active power denotes the diference between the total power of a complete socket (including CPU, memory, fans, I/O, etc.) when an
application is running compared to when it is idle.
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Fig. 9. Active Power Consumption for (a) vadvc and (b) hdiff on HBM- and DDR4-based FPGA boards. For HBM-based
design, we implement our accelerator with both the CAPI2 interface and the state-of-the-art OpenCAPI (OCAPI) interface
(with both single channel and multiple channels per PE).
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Fig. 10. Energy eficiency for (a) vadvc and (b) hdiff on HBM- and DDR4-based FPGA boards. We also show the single
socket (64 threads) energy eficiency of an IBM POWER9 host system for both vadvc and hdiff. For HBM-based design, we
implement our accelerator with both the CAPI2 interface and the state-of-the-art OpenCAPI (OCAPI) interface (with both
single channel and multiple channels per PE).

performance with small PE counts in Section 4.3. However, as we increase the number of PEs, the HBM-CAPI2
designs provide higher energy eiciency since they make use of multiple HBM channels.

Third, the energy eiciency of the HBM-based designs (HBM+CAPI2, HBM+OCAPI) for hdiff increases with the
number of PEs until a saturation point (8 PEs). This trend is because every additional HBM channel increases

ACM Trans. Reconig. Technol. Syst.



Accelerating Weather Prediction using
Near-Memory Reconfigurable Fabric • 15

power consumption by ∼1 Watt (for the HBM AXI3 interface operating at 250MHz with a logic toggle rate of
∼12.5%).

Fourth, HBM+OCAPI, HBM+CAPI2, and DDR4+CAPI2 versions of vadvc achieve their highest energy eiciency at
a number of PEs that is smaller than the maximum possible. There is a large amount of control low in vadvc,
which leads to large resource utilization. As a result, as shown in Figure 9, increasing the PE count increases
power consumption dramatically, causing lower energy eiciency.
Fifth, the multi-channel-single PE designs (HBM_multi+OCAPI) are more energy-eicient than the single-

channel-single PE designs (HBM+OCAPI) for the same number of PEs. However, HBM+OCAPI designs achieve higher
energy eiciency for higher numbers of PEs, which are not afordable for HBM_multi+OCAPI designs.

4.5 FPGA Resource Utilization

Table 2 shows the resource utilization of vadvc and hdiff on the AD9H7 board. We draw two observations. First,
there is a high BRAM consumption compared to other FPGA resources. This is because we implement input,
ield, and output signals as hls::streams. In high-level synthesis, by default, streams are implemented as FIFOs
that make use of BRAM. Second, vadvc has a much larger resource consumption than hdiff because vadvc
has higher computational complexity and requires a larger number of ields to perform the compound stencil
calculation. Note that for hdiff, we can accommodate more PEs, but in this work, we make use of only a single
HBM stack. Therefore, we use 16 PEs because a single HBM stack ofers up to 16 memory channels.

5 Discussion and Key Takeaways

A wide range of application domains have emerged with the ubiquity of computing platforms in every aspect of
our daily lives. These modern workloads (e.g., machine learning, graph processing, and bioinformatics) demand
high compute capabilities within strict power constraints [71]. However, today’s computing systems are getting
constrained by current technological capabilities, making them incapable of delivering the required performance.
This paper presents our recent eforts to leverage near-memory computing capable FPGA-based accelerators to
accelerate two major kernels from the weather prediction application in an energy-eicient way. We summarize
the most important insights and takeaways as follows.

First, our evaluation shows that High-Bandwidth Memory-based near-memory FPGA accelerator designs can
improve performance by 5.3×-12.7× and energy eiciency by 12×-35× over a single-socket high-end 16-core IBM
POWER9 CPU.
Second, our HBM-based FPGA accelerator designs employ a dedicated HBM channel per PE. Such a design

avoids memory access congestion, which is typical in DDR4-based FPGA designs, and ensures memory bandwidth
scaling with the number of PEs. As a result, in most of the data-parallel applications, performance scales linearly
with the number of PEs. Therefore, HBM provides an attractive solution for scale-out computation.

Third, the data needs to be adequately mapped to each HBM channel’s address space. A data mapping scheme
should map data in such a way that the data required by the processing unit is readily available in the vicinity (data
and code co-location). An ineicient data mapping mechanism can severely hamper the beneits of processing
close to memory.

Fourth, we make use of OCAPI in a coarse-grained way, since we oload the entire application to the FPGA. In
this case, OCAPI ensures that the FPGA accelerators access the entire CPU memory with the minimum number
of memory copies between the host and the FPGA, e.g., avoiding the intermediate bufer copies that a traditional
PCIe-based DMA invokes [52]. However, depending on the application, the CAPI protocol can be employed in
iner-grained algorithm-hardware co-design, like the ExtraV [106], where the authors aggressively utilize the
ine-grained communication capability of OCAPI to boost graph analytics performance.
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Fifth, the maximum performance of our HBM-based design is reached using the maximum PE count that we
can it in the reconigurable fabric, with each PE having a dedicated HBM channel. However, adding more PEs
could lead to timing constraint violations for HBM-based designs. As shown with our multi-channel setting
(Section 4.3), where we can it only 3 PEs for both vadvc and hdiff, enabling more HBM channels leads to
timing constraint violations. HBM-based FPGAs consist of multiple super-logic regions (SLRs) [18], where an
SLR represents a single FPGA die. All HBM channels are connected only to SLR0, while other SLRs have indirect
connections to the HBM channels. Therefore, if a PE is implemented in a non-SLR0 region for a large design, it
might make timing closure diicult. A possible way to alleviate timing issues is by running the AFU at a lower
frequency, which eases the place and route.
Sixth, the energy eiciency of our HBM-based designs tends to saturate (or even reduces) as we increase the

number of PEs beyond some point. The highest energy eiciency is achieved with a PE count that is smaller
than the highest-performing PE count. The major reason for a decrease in the energy eiciency is the increase in
power consumption with every additional HBM channel.
Seventh, the emerging cache-coherent interconnects standards like CXL [145], CCIX [39], and OCAPI [156]

could be vital in improving the performance and energy eiciency of big data workloads running on FPGA-based
devices because they avoid having multiple data copies. However, a very small number of works, such as [106],
leverage the coherency aspect of these interconnects. More quantitative exploration is required to analyze the
advantages and disadvantages of using these interconnects.
Eighth, we are witnessing an enormous amount of data being generated across multiple application do-

mains [123, 151] like weather prediction modeling, radio astronomy, bioinformatics, material science, chemistry,
health sciences, etc. The processing of the sheer amount of generated data is one of the biggest challenges to
overcome. In this paper, we demonstrate the capabilities of near-memory reconigurable accelerators in the
domain of weather prediction, however, there are many other high-performance computing applications where
such near-memory architectures can alleviate the data movement bottleneck.

6 Related Work

To our knowledge, this is the irst work to evaluate the beneits of using FPGAs equipped with high-bandwidth
memory (HBM) to accelerate real-world weather modeling stencils. We exploit the near-memory capabilities
of such FPGAs to accelerate important weather prediction kernels. Exploiting the high-bandwidth memory in
FPGAs, we answer the following questions with our work. First, do real-world weather prediction applications
beneit from HBM-based FPGAs? Second, how can we scale the processing in terms of not only run-time but also
energy eiciency? Third, what does the system look like regarding computation and data movement with an
HBM-enabled FPGA when integrating accelerators for real-world weather prediction workloads?

Modern workloads exhibit limited locality and operate on large amounts of data, which causes frequent data
movement between the memory subsystem and the processing units [43, 44, 71, 118ś121]. This frequent data
movement has a severe impact on overall system performance and energy eiciency. For example, in the domain
of climate and weather modeling, there is a data avalanche due to large atmospheric simulations [137]. Major
eforts are currently underway towards reining the resolution grid of climate models that would generate
zettabytes of data [137]. These high-resolution simulations are useful to predict and address events like severe
storms. However, the sheer amount of generated data is one of the biggest challenges to overcome. We ind
another relevant example in radio astronomy. The irst phase of the Square Kilometre Array (SKA) aims to
process over 100 terabytes of raw data samples per second, yielding of the order of 300 petabytes of SKA data
produced annually [91, 149]. Recent biological disciplines such as genomics have also emerged as one of the most
data-intensive workloads across all diferent sciences wherein just a single human genome sequence produces
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hundreds of gigabytes of raw data. With the rapid advancement in sequencing technology, the data volume in
genomics is projected to surpass the data volume in all other application domains [124].
A way to alleviate this data movement bottleneck [43, 44, 71, 80, 118ś121, 121, 144, 150] is near-memory

computing (NMC), which consists of placing processing units closer to memory. NMC is enabled by new memory
technologies, such as 3D-stacked memories [7, 43, 99, 102, 104, 105, 108, 118, 121, 130], and also by cache-coherent
interconnects [39, 145, 156], which allow close integration of processing units and memory units. Depending
on the applications and systems of interest (e.g., [24ś26, 33, 36, 37, 40, 43, 44, 46, 47, 50, 63, 64, 68, 69, 73, 75,
76, 81, 82, 86, 93, 96, 98, 107, 109, 111, 113, 117, 118, 121, 121, 122, 126, 128, 138, 140ś143, 146, 158, 174]), prior
works propose diferent types of near-memory processing units, such as general-purpose CPU cores [24, 27, 44ś
46, 60, 75, 78, 101, 109, 112, 123, 126, 132, 136], GPU cores [72, 85, 129, 176], reconigurable units [70, 89, 92, 153],
or ixed-function units [25, 43, 78, 81, 82, 86, 100, 112, 122].

FPGA accelerators are promising to enhance overall system performance with low power consumption. Past
works [28ś32, 49, 57, 74, 87, 90, 92, 94, 106] show that FPGAs can be employed efectively for a wide range of
applications. FPGAs provide a unique combination of lexibility and performance without the cost, complexity, and
risk of developing custom application-speciic integrated circuits (ASICs). The researchers at CERN, for example,
are using FPGAs to accelerate physics workload in CERN’s exploration of dark matter [61]. Microsoft’s Project
Catapult [48] is another example of how FPGAs can be used in the data center infrastructure. Driven by Catapult’s
promising research results, Microsoft further deployed the architecture on the Azure cloud marketplace [116].
Such integration for certain workloads can even ofer more energy eiciency than CPU or GPU-based systems.
The recent addition of HBM to FPGAs presents an opportunity to exploit high memory bandwidth with the
low-power FPGA fabric. The potential of high-bandwidth memory [7, 104] has been explored in many-core
processors [72, 131] and GPUs [72, 178]. Recent benchmarking works [95, 171] show the potential of HBM for
FPGAs.
NERO is the irst work to accelerate a real-world HPC weather prediction application using the FPGA+HBM

fabric. Compared to a previous work [153] that optimizes only the horizontal difusion kernel on an FPGA with
DDR4 memory, our analysis reveals that the vertical advection kernel has a much lower compute intensity
with little to no regularity. Therefore, our work accelerates both kernels that together represent the algorithmic
diversity of the entire COSMO weather prediction model. Our current work difers from [152] in the following
aspects. First, we design and evaluate both horizontal difusion and vertical advection stencils. Vertical advection
is the most complex stencil in the entire COSMO application. Second, we integrate and implement our accelerator
design with an HBM-based FPGA. The bus width of the DDR4 channel (512 bits) is larger than that of an HBM
channel (256 bits). Therefore, the HBM channel has a lower transfer rate of 0.8-2.1 GT/s (Gigatransfers per
second) than a DDR4 channel (2.1-4.3 GT/s), resulting in a theoretical bandwidth of 12.8 GB/s and 25.6 GB/s
per channel, respectively. However, HBM exposes 32 memory channels that provide 4x more bandwidth (410
GB/s for HBM [95]) compared to traditional DDR4 bandwidth (72 GB/s for four independent dual-rank DIMM
interfaces [21]). Therefore, the use of HBM imposes an architectural shift. We evaluate and demonstrate the use
of HBM for scaling an accelerator design with diferent channels provided by HBM. Third, we use an auto-tuning
framework to ind the right window size (Figure 6) that demonstrates the importance of inding the right window
size. Fourth, we provide new results using a state-of-the-art OpenCAPI (OCAPI) interface with the OC-Accel
framework. OCAPI provides two key opportunities compared to our previous CAPI2 implementation: (1) OCAPI
has double the bitwidth of our previously used CAPI2 interface, (2) a major component of the memory coherency
logic is moved to the host CPU side, which provides more FPGA area and enables designs with higher frequency.
Due to the above optimizations, we improve the performance for horizontal difusion by 1.2x on a DDR4-based
board and 4.7x on an HBM-based board compared to our previous work NARMADA [153].
Enabling higher performance for stencil computations has been a subject of optimizations across the whole

computing stack [35, 51, 53ś55, 66, 77, 79, 83, 115, 135, 155, 160, 168, 169, 179]. Stencil computation is essential
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for numerical simulations of inite diference methods (FDM) [127] and is applied in iterative solvers of linear
equation systems. We use stencil computation in a wide range of applications, including computational luid
dynamics [88], image processing [84], weather prediction modeling [59], etc.

Unlike stencils found in the literature [51, 55, 56, 135, 154, 168, 169], real-world compound stencils consist of a
collection of stencils that perform a sequence of element-wise computations with complex interdependencies.
Such compound kernels have complex memory access patterns and low arithmetic intensity because they have
limited operations per loaded value. Our work is the irst work to accelerate both horizontal difusion and vertical
advection stencils, which are representative of data access patterns and the algorithmic complexity found in the
entire COSMO weather model.
Table 4 lists recent works (including NERO) that use FPGA to accelerate stencil-based application. We also

mention works that accelerate elementary stencils (7-point, 25-point Jacobi, Hotspot, and Diffusion). We
make the following three observations. First, the elementary stencils can achieve much higher performance
on comparable FPGA devices than complex weather stencils (such as hdiff) even without using HBM. This
high performance is because elementary stencils have a higher arithmetic intensity than weather stencils. Due
to their data-parallel nature, these elementary stencils can further take advantage of the increased bandwidth
provided by HBM in an energy-eicient way. Second, weather stencils can reach only 2%-17% of the peak
theoretical performance of an FPGA board. This low peak performance is because weather stencils have several
elementary stencils cascaded together with data interdependencies that lead to complex memory access patterns.
Third, compared to NARMADA [153], which uses a DDR4-based design, our HBM-based design achieves 4.7×
performance improvement by exploiting the high bandwidth provided by the HBM.
Szustak et al. accelerate the MPDATA advection scheme on multi-core CPU [159] and computational luid

dynamics kernels on FPGA [133]. Singh et al. [154] explore the applicability of diferent number formats and
exhaustively search for the appropriate bit-width for memory-bound stencil kernels to improve performance and
energy eiciency with minimal loss in the accuracy. Bianco et al. [41] optimize the COSMO weather prediction
model for GPUs. Thaler et al. [161], in a collaboration work between the Swiss National Supercomputing Centre
(CSCS) and the Federal Institute of Meteorology and Climatology (MeteoSwiss), discuss the importance of
horizontal difusion and vertical advection kernels in the entire COSMO model. These kernels together represent
the algorithmic diversity of the entire COSMO weather prediction model [41, 79, 161]. They port COSMO to a
many-core system. Compared to their Intel KNL [11] (or NVIDIA P100 [12]) implementation, we observe that
our FPGA-based vadvc and hdiff design provides 1.5× (or 1.4×) and 3.2× (or 2.1×) performance improvements,
respectively. Several works [56, 103, 110, 170] propose frameworks for generating optimized stencil code for
FPGA-based platforms. Wahib et al. [167] develop an analytical performance model for choosing an optimal
GPU-based execution strategy for various scientiic applications, including COSMO. Gysi et al. [79] provide
guidelines for optimizing stencil kernels for CPUśGPU systems.
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7 Conclusion

We introduce NERO, the irst design and implementation on a reconigurable fabric with high-bandwidth memory
(HBM) to accelerate representative weather prediction kernels, i.e., vertical advection (vadvc) and horizontal
difusion (hdiff), from a real-world weather prediction application. These kernels are compound stencils that
are found in various weather prediction applications, including the COSMO model. We show that compound
kernels do not perform well on conventional architectures due to their complex data access patterns and low
data reusability, which make them memory-bounded. Therefore, they greatly beneit from our near-memory
computing solution that takes advantage of the high data transfer bandwidth of HBM. We use a heterogeneous
system comprising of IBM POWER9 CPU with ield-programmable gate array (FPGA) as our target platform. We
create a heterogeneous domain-speciic memory hierarchy using on-chip URAMs and BRAMs, and on-package
HBM on an FPGA. Unlike conventional ixed CPU memory hierarchies, which perform poorly with irregular
access patterns and sufer from cache pollution efects, application-speciic memory hierarchies are shown to
improve both energy and latency by tailoring the cache levels and cache sizes to an application’s memory access
patterns.

NERO’s implementations of vadvc and hdiff outperform the optimized software implementations on a 16-core
POWER9 with 4-way multithreading by 5.3× and 12.7×, with 12× and 35× less energy consumption, respectively.
We conclude that hardware acceleration on an FPGA+HBM fabric is a promising solution for compound stencils
present in weather prediction applications. We hope that our reconigurable near-memory accelerator inspires
developers of diferent high-performance computing applications that sufer from the memory bottleneck.
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Algorithm 1: Pseudo-code for vertical advection and horizontal difusion kernels used by the COSMO [59]
weather prediction model.

1 Function verticalAdvection(loat* ccol, loat* dcol, loat* wcon, loat* ustage, loat* upos, loat* utens,
loat* utensstage)

2 for c ← 2 to column − 2 do
3 for r ← 2 to row-2 do
4 Function forwardSweep(loat* ccol, loat* dcol, loat* wcon, loat* ustage, loat* upos, loat*

utens, loat* utensstage)
5 for d ← 1 to depth do

/* forward sweep calculation */

6 end

7 end

8 Function backwardSweep(loat* ccol, loat* dcol, loat* wcon, loat* ustage, loat* upos, loat*
utens, loat* utensstage)

9 for d ← depth − 1 to 1 do
/* backward sweep calculation */

10 end

11 end

12 end

13 end

14 end

15 Function horizontalDiffusion(loat* src, loat* dst)
16 for d ← 1 to depth do

17 for c ← 2 to column − 2 do
18 for r ← 2 to row-2 do

/* Laplacian calculation */

19 lapCR = laplaceCalculate (c, r ) /* row-laplacian */

20 lapCRm = laplaceCalculate (c, r − 1)
21 lapCRp = laplaceCalculate (c, r + 1) /* column-laplacian */

22 lapCmR = laplaceCalculate (c − 1, r )
23 lapCpR = laplaceCalculate (c + 1, r ) /* column-flux calculation */

24 f luxC = lapCpR − lapCR
25 f luxCm = lapCR − lapCmR

/* row-flux calculation */

26 f luxR = lapCRp − lapCR
27 f luxRm = lapCR − lapCmR

/* output calculation */

28 dest[d][c][r ] = src[d][c][r ] − c1 ∗ ( f luxCR − f luxCmR ) + ( f luxCR − f luxCRm )

29 end

30 end

31 end

32 end
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Table 1. System parameters and hardware configuration for the CPU and the FPGA board.

Host CPU 16-core IBM POWER9 AC922 [134]
@3.2 GHz, 4-way SMT [164]

Cache-Hierarchy 16×32 KiB L1-I/D, 256 KiB L2, 10 MiB L3
System Memory 32GiB RDIMM DDR4 2666 MHz [15]

HBM-based

FPGA Board

Alpha Data ADM-PCIE-9H7 [1]
Xilinx Virtex Ultrascale+ XCVU37P-2 [19]
8GiB (HBM2 [7]) with PCIe Gen4 x8 [114]

DDR4-based

FPGA Board

Alpha Data ADM-PCIE-9V3 [2]
Xilinx Virtex Ultrascale+ XCVU3P-2 [19]
8GiB (DDR4) with PCIe Gen4 x8 [114]

OS details Ubuntu 20.04.3 LTS [16], GNU Compiler Col-
lection (GCC) version 9.3.0 [6], IBM XL C/C++
16 [9]

Table 2. FPGA resource utilization in our highest-performing HBM-based designs for vadvc and hdiff.

Algorithm BRAM DSP FF LUT URAM

vadvc 94% 39% 37% 55% 53%
hdiff 96% 4% 10% 15% 8%

Table 3. Prediction results for diferent CAPI 2.0 enabled boards across FPGA families.

2*FPGA Board 2*FPGA Device Utilization% 2*Window 2*AFU 2*
Performance
(GFLOP/s)

2*Energy Impr.

BRAM DSP FF LUT URAM
ADM-PCIE-9V3* XCVU3P-2 71 66 49 79 58 8 × 8 × 8 16 120.1 18.1×
ADM-PCIE-KU3* XCKU3P-2 70 33 61 96 70 16 × 16 × 16 4 48.9 9.3×
Semptian NSA121B XCKU060 55 49 73 79 - 8 × 8 × 8 8 83.5 20.6×
ADM-PCIE-8K5 XCKU115 59 58 81 77 - 8 × 8 × 8 16 162.7 19.2×

[para,lushleft] *URAM memory is available only in Ultrascale+ families
Table 4. Overview of the state-of-art stencil implementations on FPGAs. For each work, we mention the technology node
(Tech. node), DRAM memory technology (Mem. Tech.), theoretical peak floating-point performance (Peak Perf. (TFLOPS)),
available peak memory bandwidth (Peak B/W (GB/s)), frequency of the accelerator logic (Freq. (MHz)), overall logic utilization
(Logic Util.), overall memory utilization (Mem. Util.), achieved performance (Perf. (GOp/s)), and the percentage of achieved
peak roofline performance (Ach. Roof.).

Stencil Work Year Device Tech. node Mem. Tech. Peak Perf. (TFLOPS) Peak B/W (GB/s) Freq. (MHz) Logic Util. Mem. Util. Perf. (GOp/s) Ach. Roof.
Diffusion 3D [168] 2019 Arria 10 TSMC 20nm DDR3 1.4 34 276 32% 47% 628.0 44.9%
Hotspot 3D [168] 2019 Arria 10 TSMC 20nm DDR3 1.4 34 240 34% 81% 630 45.0%
7-point 3D [154] 2019 XCVU3P TSMC 16FF+ DDR4 0.97 25.6 180 23.5% 39% 228.4 23.7%

25-point 3D [154] 2019 XCVU3P TSMC 16FF+ DDR4 0.97 25.6 190 49% 39% 327.7 34.1%
3D Jacobi [56] 2021 Stratix 10 Intel 14nm FinFet DDR4 9.2 76.8 292-317 - - 568.2 6.2%
hdiff [153] 2019 XCVU3P TSMC 16FF+ DDR4 0.97 25.6 200 64.5% 64.1% 129.9 13.3%
hdiff [56] 2021 Stratix 10 Intel 14nm FinFet DDR4 9.2 76.8 292-317 26.0% 20% 145.0 [513.0†] 1.6% [5.5%]
hdiff [Ours] 2021 XCVU37P TSMC 16FF+ HBM 3.6 204.8§ [410] 250 12.5% 52% 608.4 16.9%

† When simulated using an ininite memory bandwidth. § Note that we use only a single HBM stack due to resource limitations.
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