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Abstract

Predictive health is a new and innovative healthcare model that focuses on maintaining health 

rather than treating diseases. Such a model may benefit from computer-based decision support 

systems, which provide more quantitative health assessment, enabling more objective advice and 

action plans from predictive health providers. However, data mining for predictive health is more 

challenging compared to that for diseases. This is a reason why there are relatively fewer 

predictive health decision support systems embedded with data mining. The purpose of this study 

is to research and develop an interactive decision support system, called PHARM, in conjunction 

with Emory Center for Health Discovery and Well Being (CHDWB®). PHARM adopts 

association rule mining to generate quantitative and objective rules for health assessment and 

prediction. A case study results in 12 rules that predict mental illness based on five psychological 

factors. This study shows the value and usability of the decision support system to prevent the 

development of potential illness and to prioritize advice and action plans for reducing disease 

risks.
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I. INTRODUCTION

Health expenditures in the United States reached $2.7 trillion in 2011, over ten times the 

amount spent in 1980 [1], and the rate is still expected to grow faster than national income 

over the foreseeable future [2]. As over 90% of the medical spending is for patients with 

chronic diseases [3], “predictive health” (PH) is a transformation towards maintaining health 

(rather then treating diseases) by proactively predicting health-related events and disease 

development, and providing early and persistent interventions before being clinically overt.
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Recognized as a pioneer in PH, the Center for Health Discovery and Well Being (CHDWB*) 

was established in 2008 as the major research component of a combined Emory University/

Georgia Institute of Technology strategic initiative: the Predictive Health Institute. [4] The 

specific goal of the center is to redefine health in a holistic fashion by broadly integrating 

health-related disciplines (e.g., ethics and sociology) with traditional disciplines of 

medicine, public health, and nursing through basic and clinical biomedical research. The 

CHDWB serves as an engine to drive the new healthcare definition through the conduct of a 

prospective cohort study of predominantly healthy individuals. It establishes a horizontal (as 

opposed to the traditionally vertical) relationship between participants and health partners 

who are trained to provide information and support for the participant. A health partner 

assists participants in completing surveys and other assessments, reviews and explains the 

health assessment report, helps in setting and achieving their health-related goals, and 

provides practical advice and moral support.

Currently, health partners are trained using didactic and practical experiences in the 

knowledge base and skill set. To pursue systematic and objective health advising and 

planning, the CHDWB has started investigating computer-based decision support systems 

embedded with advanced data mining methods. However, three major factors make data 

mining in PH more challenging compared to typical disease-based data mining. First, 

because the definition of health depends on interacting factors that are not limited to biology, 

PH data must contain measurements from multiple disciplines to provide a comprehensive 

picture of human health. However, multi-disciplinary data increases information 

heterogeneity among measurements, which poses a common challenge in data mining. 

Second, for PH data, measurements of some variables are highly homogeneous across the 

healthy cohort. It increases the difficulty of identifying accurate rules or effective separating 

boundaries for data given a measurement. Third, conventional data mining methods (e.g., 

support vector machine [5]) heavily depend on data distributions. A distribution-free data 

mining method may be preferable while dealing with heterogeneous data.

To address the aforementioned three challenges, in this study we present a PH decision 

support system called Predictive Health Association Rule Mining (PHARM). PHARM is 

powered by a CHDWB dataset containing reports with 906 measurement variables from a 

large predominantly healthy cohort. The system features an interactive user interface to 

perform flexible association rule mining (ARM) to achieve personalized decision support for 

PH and CHDWB participants.

ii. METHODS AND PROCEDURES

A. CHD WB Dataset

Because most human diseases result from perturbations in common pathways involving 

oxidative stress, inflammation, and regenerative potential, CHDWB incorporates cutting 

edge biomarkers in these areas with established and novel assessments of health and healthy 

behavior. Initiated in May 2008, our current dataset contains 2,637 de-identified health 

reports from 696 healthy participants with 906 measurement variables. As tabulated in Table 

1, each report consists of measurement outcomes, including questionnaires, assessments, 

physical measurements, laboratory tests, and research laboratory values. Together, these 
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measurements provide a comprehensive picture of human health, and the ability to discern 

and detect potential diseases.

B. Overview of Association Rule Mining

After importing the CHDWB dataset, association rule mining (ARM) is applied to unearth 

meaningful interactions among variables. Association rules are in the form of X=>Y, which 

represents that X (the antecedent) implies Y (the consequent) [6]. In PH data mining, since 

the most basic data tuple is a health report in one site visit, the rule A=>7 implies that if 

conditions in X occur in one visit, another set of conditions in Y are also likely to occur in 

the same visit. For example, a rule {SerumCholesterol > THSc & SerumGlucose > THSC} 

=> {CardioRisk = High} implies that “in one visit, if a participant's serum cholesterol and 

serum glucose have been elevated above thresholds THSC and THSG, respectively, his/her 

cardiovascular risk may also be increased.”

ARM has been used before in healthcare settings, such as heart disease prediction [7], 

healthcare auditing [8], and neurological diagnosis [9] with the following advantages: (1) 

unlike conventional statistical analysis that only indicates whether the relationship is 

significant or not (e.g., using p-value), ARM gives each rule a confidence value that 

determines its strength more quantitatively; (2) a rule composed of an antecedent and a 

consequent that provides a direction of the relationship; (3) the antecedent and consequent 

can consist of one or more factors, providing advanced knowledge of complex factor 

interactions instead of a monotonic relationship (e.g., logistic regression) [10]; and, (4) 

ARM accepts user-specified inputs, which ensure the strength of each rule to optimize the 

mining results. However, using ARM in decision support for PH has never been investigated.

C. Association Metrics

Two important metrics—support and confidence— quantify the frequency and strength of an 

association rule. The support of an association rule is defined as the fraction of the tuples in 

the dataset that contain all conditions in X and Y. A high support of an association rule 

means that a high portion of the dataset is applicable to the rule. The other metric of an 

association rule is its confidence. It indicates how frequently Y appears in those tuples that 

contain X. For example, if the confidence of an association rule is 95%, it implies that for 

data tuples that contain X, 95% of these tuples also contain Y. In other words, confidence 

reveals the level of the association between X and Y. In order to discover frequent and 

confident association rules, the mining process requires users to specify a minimum support 

(Suppmin) and a minimum confidence (Confmi„) to eliminate infrequent and unconfident 

rules, respectively. Refer to [11] for more detail regarding the generation of frequent 

itemsets and confident rules.

D. System Use Cases and Interface

The PHARM system features an interactive user interface allowing mining association rules 

in the PH setting. The interface enables users to define health conditions, mine confident 

association rules from the CHDWB dataset, and display the rules to the user. The PHARM 

interface consists of two main windows, including a Rule Mining window and a New Item 

Cheng et al. Page 3

IFMBE Proc. Author manuscript; available in PMC 2016 August 30.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



window. The interface was implemented in MATLAB. The detailed characteristics of the 

two windows are described below.

The first main window is the Rule Mining window (Fig. 1) that enables health partners to 

extract association rules by matching participants’ health conditions in predefined sets of 

antecedents and consequents. Based on these conditions, the system generates all frequent 

and confident rules from the CFIDWB dataset. However, health partners may not always 

find conditions of interest in the Rule Mining window. Therefore, the New Item window 

(Fig. 2) was designed to allow health partners to generate new conditions.

HI. CASE STUDY AND RESULTS

Mental illness encompasses psychological patterns that disrupt an individual's feelings, 

mood, thinking, daily functioning, and social ability. Survey-based scales are the most 

common tools to measure the severity of mental disorders. Literature of mental health scales 

mainly focus on development [12], validation [13], modification for specific populations 

[14], and comparison between scales [15]. However, to our understanding, there is no 

research that tries to comprehensively find associations among these scales.

Because the development of mental illness can be related to a variety of psychological 

factors, we demonstrate the usability of PHARM by discovering association rules to predict 

mental illness based on scale scores of five psychological factors, including family 

functioning, social support, depressive symptoms, perceived empathic self-efficacy, and 

anxiety disorder. A summary score of each scale was used, and the mean and standard 

deviation (STD) of scores from 2,637 reports were calculated. Instead of using 

recommended cut-points provided by scales, we statistically defined disorder ranges. Cut-

points for disorder ranges were set to be the mean + STD if high scores imply disorders, 

otherwise, mean - STD. Table 2 provides a complete list of targeted psychological factors, 

scales, and disorder ranges. We set Suppmin= 1.5% since mental disorders are relatively rare 

in the healthy population, especially for those who have compounded disorders. Such 

threshold for Supp implies that each rule was mined from at least 40 records (out of 2,637 

records). We set Confmin = 80% as suggested by domain experts, to ensure the confidence of 

each rule. In Table 3, we list the final 12 rules that can predict potential mental illness that 

was measured by general mental health group in SF-36.

Our results provide important knowledge to (1) prevent the development of mental illness 

and (2) prioritize advice and action plans to reduce the risk of existing mental illness. 

According to Table 3, in general, rules with more antecedent items have lower support 

values because they represent more specific cases. On the other hand, specific cases tend to 

have higher confidence values. That is the reason why there is no confident rule with 1-item 

antecedent because people with only one psychological disorder are typically at low risk of 

mental illness compared to those with compounded disorders. However, we should pay more 

attention to prevent the development of compounded disorders even when a person is 

currently having only one psychological disorder. For example, if a person is currently 

having depressive symptoms (BDI), we may want to provide proactive advice to prevent the 

development of disorders especially in perceived empathic self-efficacy (PSSE, rule #10) 
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and family functioning (FAD, rule #12) because they are associated with mental illness risk 

if comorbid with BDI. On the other hand, we can also use these rules to prioritize the action 

plans to reduce the risk of existing mental illness.

For instance, according to the rule #1, individuals who have compounded disorders in social 

support (ESSI), depression (BDI), perceived empathic self-efficiency (PSSE), and anxiety 

(GAD7), are associated with the highest possibility (99.8%) of mental illness. Among these 

four factors, we should first focus and set action plans for disorders of social support (ESSI) 

because it can significantly (p=0.02 using %2-test) drop the risk from 99.8% to 82.1% by 

comparing rule #1 to rule #11.

iv. CONCLUSION

In this study, we researched and developed an interactive decision support system, called 

PHARM, to generate quantitative and objective rules in predictive health settings. By 

leveraging a predictive health dataset from 696 subjects, we adopted association rule mining 

to discover personalized health prediction rules. We utilized the system to investigate 

association rules to predict mental illness based on five psychological factors. Our results 

provide important knowledge to prevent the development of mental illness and prioritize 

advice and action plans to reduce the risk of worsening existing mental illness. Our future 

work will first include the temporal component of the CHDWB dataset and use association 

rule mining to provide temporal prediction rules. By doing so, we can more precisely predict 

and prevent chronic health conditions (or even diseases) within a specific timespan. Second, 

we will perform extensive validation (e.g., significance and actionable) on mined rules by 

combining ARM with other data mining techniques (e.g., classification).
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Fig. 1. 
The Rule Mining Window.
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Fig. 2. 
The New Item Window.
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