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Abstract.The new forms of networks labeled  IoT are relatively new and which 
become buzz in this decade. The network architecture lets any smart device 
loosely connect to the Internet under internet protocol. However, the other 
dimension of this network facilitates intruders to access the network with no 
critical efforts. The context of intrusions has been delineated as intrusion practices 
of other devices connected to an IoT network that are connected to external 
networks through a gateway. Vice versa, the compromised IoT network intends to 
communicate with external devices or networks to perform intrusion practices. In 
this regard, intrusion detection through machine learning demands significant 
feature selection and optimization techniques. This manuscript endeavored to 
demonstrate the scope distribution diversity assessment methods of traditional 
statistical practices toward feature selection and optimization in this regard, the 
contribution "Distribution Diversity Method of Feature Optimization (DDMFO) to 
Protect Intrusion Practices on IoT Networks” of this paper uses the Dice Similarity 
Coefficient procedure to pick the optimum characteristics for the training of the 
classifier. The classifier that has been adopted in this contribution is Naïve Bayes, 
trained by the features selected by the proposal. The experimental research 
concludes the significance of the taxonomy, which demonstrates substantial 
accuracy and minimal false alarm. 

Keywords: IoT, Feature Optimization, similarity coefficient, Distribution 
Diversity, Class Label Assessment. 

 

1. Introduction 

It is very clear that the Internet is widely available. The levels of its efficiency are high 

and, at the same time, versatile. Whereas the Internet has offered comfort in the lives 

and work of individuals, some of the main challenges presently being experienced 

include ensuring that the data pooled inside the network is highly secure. At the same 

time, the security of the equipment is of great concern to individuals.  

The number of hackers in the world has been rising. It is also worth pointing out 

that network security problems have made the United States of America lose over 10 
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billion U.S. dollars [1]. Other reports point out that theft of information has 

significantly risen at the rate of 250 percent, and 98 percent of well-known firms have 

in the past experienced attacks on their  

networks. As a result, much emphasis has been put on the way in which the network 

can be made to be highly secure. The industry has strived to ensure that there are 

various kinds of measures in place which are aimed at enhancing the level of security 

of the networks. The academia has also strived to come up with various strategies 

which can be implemented to ensure that safety issues are handled in the right way. 

The industry has also not been left behind, as they have strived to invent various kinds 

of technologies that are aimed at helping in the detection of network attacks [2], [3]. 

IoT is generally a concept that was developed in the past years. Practically, it has 

been used in sensors, processors as well as in wireless communication modules 

embedded. It has also been used widely in railways, power grids, tunnels, bridges, 

buildings, and highways, as well as in other kinds of objects that are mutually 

connected. In the year 1999, MIT developed an automatic identification technology 

center, which was involved in the conception of the IoT concept founded on RFID. 

They developed the model of electronic product code. EPC system is capable of 

tracking goods in real-time. On the same note, they can optimize the entire supply 

chain to ensure that the users are supported. This has played a major role in promoting 

the rapid development of automatic identification technology. At the same time, it has 

been in a position to result in significant improvements in consumers’ quality of life 

[4]. Intrusion behavior includes several things, including attempts to disrupt 

confidentiality, integrity, and access to the targeted resources. The security defense 

mechanisms, like authentication as well as encryption, are generally passive. 

Regardless of how the updates are done, they are often exposed to various kinds of 

attacks.  

Detection of attacks is a new security technology that just erupted in the recent 

past. It can be of great significance when it comes to detecting network security attacks. 

With it, it is possible for people to adopt measures that are aimed at ensuring that 

changes are made to prevent intrusions. It also compensates for the challenges, which 

are associated with conventional security defense technology [5]. 

Denning developed a model for detecting intrusion [6]. He indicated that the 

detection of attacks ought to be founded on the collection of network packet 

information and a thorough analysis of the information which has been collected. At 

the same time, he indicated that the ability of attacks to take place should be 

determined, and the management ought to be informed in time for them to be in a good 

position to develop various kinds of strategies in order to deal with the attacks. As a 

result, a good system for detecting intrusions ought to include at least the requisite 

functions like gathering information regarding attacks, analyzing the given information, 

detecting the attacks in time, and alerting the management for them to be in a position 

to develop strategies to deal effectively with the attacks.  

2. Related Work 

IoT is generally exposed to numerous threats. As a result, there is a need to make sure 

that the technologies that are supposed to be used for detecting intrusions should not be 

compacted, should provide real-time information, and should be very accurate. This 

section offers a description of the most recent technologies which are being used for 
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detecting intrusions in the area of IoT.The models that are presently used for detecting 

attacks and for preventing attacks employ various kinds of statistical approaches [7] 

like the Hidden Markov Model [7], Bayes theory [8], cluster analysis [9], signal 

processing [10] as well as distance measuring [11] for the detection of activities, The 

techniques used for anomaly detection is divided into supervised learning, as well as 

unsupervised learning [12]. In the supervised anomaly detection techniques, a system’s 

normal behavior or the networks is generally constructed through the use of datasets, 

which are labeled [13]. Unsupervised models work on the assumption that the normal 

node behaviors are generally more frequent and, as a result, this model is developed 

based on this viewpoint; therefore, there is no need for training data [14]. 

The work [15] suggested unsupervised NIDS founded on the clustering of 

subspace. He pointed out that their technique has a better performance against 

unknown intrusions. The work [16] developed a feature section filtering technique that 

uses PCA and FDR for filtering any kind of noise. 

On the other hand, it has a very high false-positive rate. The work [17] suggested 

an unsupervised framework that was founded on the "Optimum-path forest algorithm” 

as well as the "K-Means clustering model”. These context models malicious as well as 

typical behavior of the networks. 

The work [18] suggested a two-level method of detecting attacks that commences 

with the identification of abuse and thereafter adopts the KNN algorithm to reduce 

false alarms. 

The work [19] suggested a multi-classification intrusion technique that consists of 

support vector machines as well as a BRICH hierarchical clustering model for the 

extraction of important characteristics from the KDD99 dataset. This model has a very 

high rate of detection for DoS, as well as for Probe attacks. However, it is generally not 

highly effective against R2L as well as U2R intrusions.  

The work [20] suggested a model for detecting DoS, which utilizes “multivariate 

correlation analysis (MCA)”for improving the characterization's accuracy of network 

traffic. The work [21] developed a two-layer classification technique for the detection 

of U2R as well as R2L intrusions. It has a low computational complexity because it has 

an optimized feature reduction. The work [22] suggested “an ensemble-based multi-

filter feature selection technique” for the detection of distributed DoS intrusions within 

the cloud environments through the use of four filter techniques for the achievement of 

optimum selection above. "NSL-KDD dataset”. The work [23] suggested intrusion 

taxonomy aimed at cloud services. He proposed a cloud-based system for detecting 

intrusions. 

The work [24] suggests a communal data-based intrusion detection system that 

chooses optimal attributes for classification using a "feature selection algorithm." The 

technique was analyzed through the use of Kyoto 2006+, NSL-KDD as well as KDD 

Cup 99). 

Industrial control systems make use of the systems for attack detection for them to 

be in a position to manage their security issues [25] better. The work [26] suggested a 

systematic as well as an automated technique for building “a hybrid intrusion detection 

system” that studies sequential state-based stipulations aimed at “electric power 

systems” to be in a position to precisely distinguish between ordinary control 

operations, disturbances, as well as cyber-attacks. The work [27] suggested filtering 

intrusions from actual errors, using a multi-method driven intrusion detection system 

and industrial anomaly oriented on the "Hidden Markov Model." 
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One of the main issues, which has significantly reduced the adoption of IoT 

devices, is mainly security issues [28]. The work [29] illustrated that a wide array of 

tools are capable of helping in the mitigation of cyber threats, which mainly target IoT 

systems. The work [30] proposed various leveled validation architectures for the 

arrangement of mysterious information transmission inside the IoT Networks. The 

work [31] Suggests the significance of ghost attacks on ZigBee oriented on IoT 

devices. The contribution [32] suggested an “autonomic model-driven cyber security 

management” technique for the IoT systems that may be employed for estimating, 

detecting, and responding to cyber-attacks with minimal or with no human interference. 

The work [33] suggested a scheme for preventing insider intrusion within the IoT 

networks through crosschecking the transformation of data of all IoT nodes. 

3. Feature Optimization by Distribution Diversity 

The method portrayed is a machine learning approach that functions in a sequence of 

learning and detection phases. The proposal's objective is to defend against intrusion 

practices that are switching by the external networks linked to the target IoT network. 

The learning phase of the proposed method uses the given records of the network 

transactions labeled either as positive or negative, which indicates the prone to 

intrusion or not in respective order. Further, the learning phase applies set theory. It 

identifies all possible unique subsets of the attributes, which represent the values in the 

given network transactions that fall in either of the class labels, positive or negative. 

Further, these subsets are sorted in ascending order of their size. Afterward, for each of 

these subsets, the values projected in different network transactions, both class labels 

are collected as a set such that each entry of this set is the pattern of values representing 

attributes of the corresponding subset. Later, the learning phase verifies the 

significance of these patterns in the records of both labels. This is done by the 

statistical method that assesses the distance between the values obtained for the set of 

attributes from the records named as positive or negative. Suppose the distance 

between the corresponding values obtained from the records labeled as positive and the 

pattern of values obtained from the records labeled as negative is observed as more 

than the given distance threshold. In that case, the corresponding pattern of attributes is 

identified as the optimal feature to train the classifier. In regard to measuring the 

distance, we opted for the statistical method called dice similarity coefficient. 

A. The Features 

The features used by the training phase of the proposed method DDMFO are the 

pattern of values projecting the pattern of attributes. In this regard, the phase that 

determines the features is as follows. 

Let the given set NT  of network transactions that are labeled either as positive or 

negative, which represents either prone to intrusion or not in respective order. Find the 

attributes as a set A , which represent the values of each record{ }r r NT   of the 

set NT . 
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Find all possible unique subsets of the attributes listed in the set A , which are listed as 

a set AS , such that each entry of the set AS  is a unique subset s s AS s A     of 

the set A . Let the map F  which is having a setVS  mapped by a 

subset s s AS s A    , and each entry e e VS e r     of the setVS  is the set of 

values projected in each record{ }r r NT   for the attributes of the corresponding 

subset s . Hence, an entry{ }s VS  in the map F  is the key s -valueVS  pair; here, the 

valueVS  is a set, and each entry e  of this setVS  is the pattern of values representing 

the attributes found in s the key in the corresponding sequence of attributes. 

Further, it performs the following to enable the dice similarity coefficient can identify 

the optimal features from the map F  

1. For each entry of the map F  having a subset s  of the attributes A  as key,  

Begin 

a. let the setVS  that mapped to key s ,  

b. List unique entries of the setVS  as setUVS  

c. Add the subset s  and setUVS as key and value pair to the mapUF  

End 

2. Let partition the records given as input to the training phase in to 

sets ,NT NT
   such that these sets represent the records labeled as positive and 

negative in respective order.  

3. For each subset s s A    

Begin 

a. For each set { }UVS s UVS UF    that mapped to set s  as key in a map F  

b. For each record r r NT
  

   of the set NT


 Begin 

c. Move the index i  of an entry  e e UVS e r


    that exists in both setUVS s 

and record r
  to the set

s
V

 . This is the index of “pattern of values" in the set UVS  

representing the attributes of the set s  in the record r   

End 

 

 

 

4. For each record r r NT
  

   of the set NT


  

Begin 

a. Move the index i  of an entry  e e UVS e r


    that exists in both in 

setUVS  and record r
  to the set

s
V

 . This is the index of "pattern of values" in the set 

UVS  representing the attributes of the set s  in record r   

End 
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B.   Dice similarity coefficient 

This model version is identified as a powerful method to find whether diversified or not 

for the given two vectors. According to previous statistical values, this method is 

optimal for two different values from the same distribution [34]. This method is 

adapted for the training set, which consists of positives and negatives and produces 

optimal features. The diversity of values in given two vectors
1 2
,v v  denoted by Dice 

Similarity Coefficient dsc  is estimated by using the following equation. 

1 2

1 2

2* | |

| | | |

v v
dsc

v v




∩
 

          In the equation above 
1 2

| |,| |v v denotes the degree of the given vectors
1 2
,v v , and 

the notation
1 2

| |v v∩  denotes the degree of the intersecting values of the given 

vectors
1 2
,v v .

 

The dsc analysis that the two vectors are different if it is less than the given DSC 

threshold dsct (usually 0.7 1dsct  ). 

 

C.  Optimal Feature Selection 

The features selected from the network transactions given as input to the training phase 

are listed as the sets    ,
s s

V s A and V s A
 

    for each subset of attributes. The 

dice similarity coefficient is used further to identify the distribution diversity between 

the respective set   ,
s s

V s A and V s A
 

    , and if diversity is observed, then the 

subset s  represented by the values from positive and negative records of the training set 

is considered optimal to classify the unlabelled network transactions. 

 

D.  Class Label Assessment 

Each record is being processed for a given set of test records, t which extracts the 

pattern of values for all possible subsets of exists in the set AS . Further, the probability 

of both class labels for each corresponding pattern will be estimated. Then the fitness 

of the given test record towards the positive label will be estimated, which is the 

absolute difference of the average of the probabilities identified for all of the 

corresponding patterns toward the positive label and their deviation error. Similarly, the 

fitness of the given test record towards a negative label is also being estimated. This is 

the absolute difference of the average of the probabilities identified for all of the 

corresponding patterns toward negative label and their deviation error.      Further, the 

test record will be labeled as positive if the fitness of the corresponding record t  toward 

the positive label is greater than the fitness of the corresponding record t  toward the 

negative label. If not, the fitness of the record towards the negative label is greater than 

the fitness of the record toward the positive label, and then the record will be labeled as 

unfavorable. In another case, if both fitness values respective to positive and negative 

labels are approximately equal, then the record will not be labeled and recommended 

for administrative decision. 
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4. Experimental Study 

An IoT sentinel comprises million records approximately which are labeled as positive 

(prone to intrusion) or negative (no intrusion). The experimental study is carried out on 

a dataset named IoT Sentinel. For the experimental study, amid million records, 

190000(negative: 90000, and positive: 100000) records are taken into consideration. 

The learning phase of the proposed model DDMFO is trained with the75% of the 

positive and negative label records among the given input dataset were used. The rest, 

25% of positive and negative records, were used to assess the performance of the 

classification process in regard to accuracy and false alarming. The inputs given and 

outcomes obtained for the different statistical metrics often used in classifier 

performance assessment are listed in table1. 

Table 1: The inputs and outcomes of the label prediction phase 

Positives (training) 75000 

Negatives (training) 67500 

Positives (testing) 25000 

Negatives (testing) 22500 

True Positives 22558 

True Negatives 20070 

False Positives 2430 

False Negative 2442 

precision 0.903 

Negative Predictive Value 0.892 

Accuracy 0.897 

Sensitivity 0.9023 

Specificity 0.892 

False Positive Rate (Fall-out) 0.0977 

 

The suggested model utilizes 47500 (benevolent: 22500, and malevolent: 25000) 

records in the prediction stage. The accurately predicted records were 44541 from the 

outcomes of predictive analysis. Of these 19853 are accurately labeled as negative. And 

24688 are accurately labeled as positive. Therefore sensitivity which is defined as "true 

positive rate," is 0.9023(It is the ratio of true positives (TP) contrary to actual 

positives), and the specificity, which is defined as "true negative rate," is 0.892 (It is 

the ratio of true negatives (TN) contrary to actual negatives). And 2959 records is the 

amount of falsely predicted records. Amid these, the total number of falsely labeled 

records is 2647, which are considered malevolent (positive), and the total number of 

312 falsely labeled records is considered as benevolent (negative). The "positive 

predictive value" is 0.903 (It is the ratio of TP against the aggregate of TP and FP), and 

the "negative predictive value" is 0.892 (It is the ratio of TN against the aggregate of 
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TN and FN). And 0.897 is the complete predictive accuracy which is the ratio of an 

aggregate of TP and TN against to the number of records utilized in predictive 

analysis). The analysis reveals that the suggested heuristics to measure the malevolent 

and benevolent extent of IoT network dealings are significant in distinguishing IoT 

network traffic defined as malevolent and benevolent with an accuracy of 89.7%. The 

represented sensitivity of the suggestion (sensitivity: 90%) signifies that the miss rate is 

low. Since the specificity is approx. 89%, fall out is also considerably high, which is 

9%. In Figure 1, the metric values are shown: 

 

Figure 1: The metric values observed from the experimental study 

5. Conclusion 

The proposed system is a feature selection and optimization technique built over the 

statistical method called Dice similarity Coefficient. The proposal is intended to select 

optimal features from the set of IoT network transactions labeled as positive or 

negative to prone the intrusion practices. The contribution is considered significant and 

robust to selecting and optimizing the features in regard to training the classifier that 

depicts the given IoT network transaction that is vulnerable to intrusion or not. The 

output of the proposed model was scaled through the classifier called naïve Bayes. The 

Experimental investigation points out that the suggested method is highly significant. 

However, the false-positive rate of benevolent record forecast is generally very high. 

On the other hand, Extreme protection against intrusion inside sensitive IoT networks 

can be tolerated.  
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