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Abstract
Parallel corpora are central to translation studies and contrastive linguistics. How-
ever, training machine translation (MT) systems by barely using the semantic aspects 
of a parallel corpus leads to unsatisfactory results, as then the trained MT systems 
are likely to generate target sentences that are semantically and pragmatically dif-
ferent from the source sentence. In the present work, we explore the improvement 
in the performance of an MT system when pragmatic features such as sentiment are 
introduced during its development. The language pair used for the experiments is 
English (source language) and Bengali (target language). The improvement in the 
MT output, before and after the introduction of sentiment features, is quantified by 
comparing various translation models, such as SMT, NMT and a newly developed 
translation model SeNA, with the help of automated (BLEU and TER) and manual 
evaluation metrics. In addition, the propagation of sentiment during the translation 
process is also studied extensively. We observe that the introduction of sentiment 
features during the system development process helps in elevating the translation 
quality.

Keywords  Machine translation · Sentiment analysis · Parallel corpus · Neural 
networks

1  Introduction

Machine translation (MT)-related research has been carried out over several dec-
ades. MT has become capable of mimicking human translations for many language 
pairs. However, for many language pairs the quality is still poor as MT systems fail 
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to capture the semantic and pragmatic issues involved during translation. This holds 
true for both resource-rich as well as resource-scarce languages. Training an MT 
system often requires a large, good quality parallel corpus (Resnik 1998, 1999). 
However, training an MT system using only a parallel corpus leads it to learn at best 
the syntactic nuances of the participating languages. Hence, translation quality takes 
a hit as such systems do not learn to avail of any semantic or pragmatic information 
during translation. This leads to poorer quality translations where the source and the 
translated sentence differ in meaning and sometimes in sentiment too (Lohar et al. 
2017) (Table 1).

MT output is difficult to judge from pure linguistic perspectives only and should 
involve more cognitive, pragmatic and psycholinguistic aspects (Doherty et al. 2010; 
Joshi et al. 2010; Pal et al. 2014). It has often been observed in MT that sentiment 
preservation between the source and target sides of the language pair under con-
sideration can replace the need for automatic post-editing (Pal et al. 2014). Given 
this, we were eager to investigate whether translation quality improves if pragmatic 
features such as sentiment are augmented during the MT system training phases. To 
answer this question, we followed two approaches.

The first approach deals with introduction of sentiment features in the raw paral-
lel corpus itself and subsequently modifying the corpus, so that sentences become 
parallel to each other based on their meaning as well as sentiment. This is a super-
vised approach that uses Statistical Machine Translation (SMT) and Neural Machine 
Translation (NMT) based on the Transformer architecture  (Vaswani et  al. 2017), 
trained using an English–Bengali parallel corpus tagged with sentiment features. In 
other words, as well as having the default semantic alignment, the training sentences 
of the parallel corpus are also aligned from a pragmatic perspective. This strategy 
is considered in the current paper, as parallel data has a major impact on the perfor-
mance of an MT system and augmenting features directly into it can lead to gains in 
performance. We name the two systems �������� and �������� , respectively.

The second approach does without this overhead, and learns to generate target 
sentences based on the sentiment of the source sentence. We build a semi-super-
vised character-based NMT system, that generates target sentences which are passed 
through a sentiment inference system, the output of which is then compared with 
the sentiment of the source sentence and the error calculated. Back-propagation uses 
this error to recalculate the weights of the intermediate nodes accordingly. We name 
this system Sentiment-assisted NMT Architecture (SeNA).

Table 1   Problems in translation quality when pragmatic-level information is not considered during train-
ing
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Furthermore, to test the effectiveness of the two approaches, we prepared two 
baseline systems ( ������� and ������� ), which were trained using a general, non-
sentiment-tagged English–Bengali parallel corpus. The results after comparison 
were quantified using the standard evaluation metrics BLEU (Papineni et al. 2002), 
Translation Edit Rate (TER) (Snover et  al. 2006), fluency and adequacy [cf. Way 
(2018)]. Finally, we checked the amount of propagation of sentiment through the 
MT pipeline, i.e., we quantified the instances where the sentiment of the source and 
translated sentences matched/mismatched and the observations regarding the same.

In addition, we recognized that MT systems work better when trained using sim-
ple sentences only (Mahata et al. 2018). Given that observation, we were interested 
to check whether the statement holds true for sentiment-tagged simple sentences. In 
this regard, we prepared two additional sentiment-tagged parallel corpora: one com-
prising of only simple sentences, and another consisting of “Other” (complex and 
compound) sentences. The translation models were also trained using these corpora, 
and the results were documented.

When testing our models, we observed that MT systems trained using sentiment-
tagged parallel data outperformed the baseline systems trained using data not tagged 
for sentiment. Moreover, our semi-supervised approach outperformed both our 
supervised and baseline systems and upon manual evaluation, showed greater pres-
ervation of sentiment between the source-translated sentence pairs.

The paper is organized as follows. Section 2 describes a brief survey of the work 
done in this area to date. Section 3 describes the methodology of data collection, 
segmenting the same according to complexities and preparation of the sentiment-
augmented parallel data. Section 4 describes the various MT systems that were used 
in our experiments. Section  5 discusses the results and compares the sentiment-
augmented models against the baseline systems. This is followed by our concluding 
remarks in Sect. 6.

2 � Related work

To the best of our knowledge, relatively little work has been attempted so far that 
uses text simplification as a pre-processing tool for MT and quantifies its use in 
improving the quality of translation output. Tyagi et al. (2015) developed a classi-
fier-based Text Simplification Model for English–Hindi MT using Support Vector 
Machines and Naïve Bayes classifiers. Similarly, Štajner and Popovic (2016) experi-
mented with English-to-Serbian translation and showed that the use of more aggres-
sive text simplification methods (which not only simplify the given sentence but 
also discard irrelevant information, thus producing syntactically simple sentences) 
also improves meaning preservation (adequacy) of the translation output. They used 
three state-of-the-art simplification approaches, namely lexical simplification, syn-
tactic simplification, and content reduction. In contrast, Poornima et al. (2011) used 
rule-based techniques to simplify complex sentences based on connectives like rela-
tive pronouns, coordinating and subordinating conjunction. Punctuation marks were 
used as delimiters to split the sentences, and the simplification was done based on 
connectives. They claimed this method was useful as a pre-processing tool for MT.
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However, all the previous work described here used simplification methods 
based either on machine learning methods or semi-syntactic rules. Our method 
differs in the fact that we have not used any text simplification algorithms to 
improve performance. Instead, we have incorporated sentiment as an additional 
attribute to improve the quality of MT. In addition, we used the full parse struc-
tures to classify the sentences, without having to simplify them sentences into 
simple, complex and compound categories using deep learning methods.

Similarly, the use of sentiment analysis to improve the quality of MT is a 
field that is not well explored and very little work has been done so far. Some 
research involved the development of sentiment lexicons and cross-lingual sen-
timent identification. Banea et  al. (2008) generated resources for subjectivity 
augmentation in Spanish and Romanian using English corpora. Afli et al. (2017) 
built an Irish sentiment analysis system called SentiWordTweet for the analysis of 
Irish language tweets for the Irish General Election, using Senti-Foclóir, the first 
sentiment lexicon created for Irish. In the context of Indian languages, Das and 
Bandyopadhyay (2010) showed the development of a Bengali sentiment lexicon 
using an English-to-Bengali MT system. Similarly, Joshi et al. (2010) developed 
a Hindi sentiment lexicon using an English-to-Hindi MT system. Kanayama et al. 
(2004) developed a high-precision sentiment analysis system by making use of an 
existing transfer-based MT engine. Pal et al. (2014) showed how sentiment analy-
sis can improve translation quality by incorporating the roles of sentiment hold-
ers, sentiment expressions and their corresponding objects and relations.

Work done by Lohar et  al. (2017, 2018) focuses on developing multiple MT 
models according to different sentiment for translation of English tweets to Ger-
man, which is adapted in Lohar et al. (2019) for the translation of English IMDb 
user movie reviews into Serbian. In contrast, our novel work concerns the devel-
opment of a sentiment-augmented parallel corpus with sentences of various com-
plexities and its deployment to improve translation quality by producing senti-
ment-preserved translations.

3 � Data preparation

The present work has two main objectives. The first is to confirm whether sim-
ple sentences improve the quality of MT, and the second is to check whether the 
addition of sentiment enhances translation quality. In this regard, we obtained 
various versions of our parallel corpus in different stages.

The methodology of developing the sentiment-augmented parallel corpus is 
shown in Fig.  1. The first step consisted of the data collection process and the 
subsequent development of the English–Bengali parallel corpus. Thereafter, a 
stacked recurrent neural network (RNN)-based classifier was developed that 
groups the English sentences into simple, complex or compound sentences. Cor-
responding to the English sentences of various complexities, their Bengali coun-
terparts were also organized to develop parallel corpora of different complexi-
ties. Later, sentiment analysis models for both the English and Bengali sentences 



1 3

Investigating the roles of sentiment in machine translation﻿	

were developed, which tagged the parallel sentences based on their sentiment and 
finally led to the development of the sentiment-augmented parallel corpus. All 
these steps are discussed in detail in the following sections.

3.1 � Parallel corpus

For preparation of the initial English–Bengali parallel corpus, we collected 49,999 
parallel sentences from the resource developed by Technology Development for 
Indian Languages Programme (TDIL).1 Since having a large collection of paral-
lel data is often crucial in improving MT performance, we collected an additional 
57,985 English sentences from the resource of the Machine Translation in Indian 
Languages (MTIL) shared task,2 organized by Amrita University. Thereafter 
the English sentences from MTIL were translated to Bengali, using the Google 
Translate API3 for Python. The translated sentences were then checked manually 
and resulted in the formation of an English–Bengali parallel corpus consisting of 
107,984 aligned sentences. For simplicity, we name this corpus ����� , and the cor-
responding monolingual corpora PC_ENGen and PC_BNGen for English and Ben-
gali, respectively.

3.2 � Sentence complexity identification

To ratify our objective of classifying the raw parallel corpus into three subsets, 
based on sentence complexity (simple, complex and compound), a stacked RNN-
based deep learning system was developed, as manual annotation identifying the 
complexity of sentences was not feasible.

Fig. 1   Model for development of sentiment-tagged parallel corpus

1  http://​tdil.​meity.​gov.​in/.
2  http://​nlp.​amrita.​edu/​mtil_​cen/.
3  https://​pypi.​org/​proje​ct/​googl​etrans/.

http://tdil.meity.gov.in/
http://nlp.amrita.edu/mtil_cen/
https://pypi.org/project/googletrans/


	 S. K. Mahata et al.

1 3

To train the classifier, a training dataset consisting of 3222 simple, 23,207 com-
plex and 7548 compound sentences was developed by two linguists who were pro-
ficient in the English language. The Fleiss’ Kappa (Fleiss and Cohen 1973) for the 
inter-annotator agreement, came to 0.932.

Subsequently, we POS-tagged the sentences using the Natural Language Tool 
Kit4 (NLTK). A simple sentence is defined as a sentence that contains only one 
independent clause and has no dependent clauses. Generally, whenever two or more 
clauses are joined by conjunctions (coordinating and subordinating), it becomes a 
complex or a compound sentence. Accordingly, to handle cases involving conjunc-
tions, we shallow-parsed the English sentences using the Stanford Parser5 to extract 
phrase information: NP (Noun Phrase), VP (Verb Phrase), PP (Prepositional Phrase), 

Fig. 2   Phrase structures of simple, complex and compound sentences

5  https://​nlp.​stanf​ord.​edu/​softw​are/​lex-​parser.​shtml.

4  http://​www.​nltk.​org/.

https://nlp.stanford.edu/software/lex-parser.shtml
http://www.nltk.org/


1 3

Investigating the roles of sentiment in machine translation﻿	

ADJP (Adjectival Phrase) and ADVP (Adverbial Phrase). An example of the phrase 
structures of sentences with different complexities is shown in Fig. 2.

We avoided POS tagging and shallow parsing the Bengali sentences 
��_����� , as no standard library was available for the same. We hypothesized 
that parallel English–Bengali sentences should have the same complexity. An 
example of POS tagging and shallow parsing is shown in Table 2.

Since the training data had an unequal number of simple, complex and com-
pound sentences, we assigned weights to the classes using the sklearn6 package. 
Our model took as input the words of the sentences, the POS tags of the words 
and the phrase structure of the sentence. The respective embeddings were concat-
enated and the tensors passed to a stacked bidirectional Long Short Term Mem-
ory (LSTM) layer (Hochreiter and Schmidhuber 1997). The complexity labels 
were then mapped to the output of the LSTM layer through a Dense layer. A sche-
matic diagram of the model is shown in Fig. 3. Other parameters of the model are 
as follows:

–	 Activation function: softmax
–	 Optimizer: adam
–	 Loss function: sparse categorical cross-entropy.
–	 Embedding dimension: 100

1000 sentences were used to test the model. An accuracy of 98.15% and F1 score 
of 0.97 were generated. The output was also tested by the same linguists and an 
agreement score using Fleiss’ Kappa was calculated as 0.98.

We ran the source part PC_ENGen of the general corpus through this set-up 
and extracted 16,654 simple, 45,091 complex and 46,239 compound sentences, 
respectively. The classified sentences were again ratified by the same linguists. 
and the subsets were named PCSimple, PCComplex and PCCompound, respectively.

We assumed the corresponding Bengali sentences in PC_BNGen to have the same 
complexity. We merged the complex and compound sentence corpus and named 

Table 2   Example of POS tagging and shallow parsing

Sentence POS tagging Shallow parsing

The enemy soldiers surrendered to us (‘The’, ‘DT’), (‘enemy’, ‘NN’),
(‘soldiers’, ‘NNS’),
(‘surrendered’, ‘VBD’),
(‘to’, ‘TO’), (‘us’, ‘PRP’), (‘.’, ‘.’)

S (NP (DT The)
(NN enemy)
(NNS soldiers))
(VP (VBD surrendered)
(PP (TO to)
(NP (PRP us)))) (. .))

6  https://​scikit-​learn.​org/​stable/​modul​es/​gener​ated/​sklea​rn.​utils.​class_​weight.​compu​te_​class_​weight.​
html.

https://scikit-learn.org/stable/modules/generated/sklearn.utils.class_weight.compute_class_weight.html
https://scikit-learn.org/stable/modules/generated/sklearn.utils.class_weight.compute_class_weight.html
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it PCOther. Having done all this, we needed to annotate the data with sentiment as 
well, and we turn to this next.

3.3 � Sentence sentiment identification

Sentiment analysis refers to the use of NLP to systematically identify, extract, quan-
tify, and study affective states and subjective information. In case of sentiment, we 
planned to annotate both the English and Bengali corpus for the following reasons: 

	 (i)	 To check whether sentiment is propagated ‘as is’ during translation, and
	 (ii)	 If so, whether any sentiment clue exists to help us link the source and target 

sentences.

Both our approaches (supervised and unsupervised) need the sentences in English 
and Bengali to be annotated with their sentiment. For this, we developed a sentiment 
analysis system that takes as input the words of the sentences, extracts the embed-
ding using the embedding layer and then subjects the tensors to a bidirectional 

Fig. 3   Model for predicting complexity of a sentence
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LSTM layer. The output is mapped through a dense layer to its respective sentiment 
labels. Other parameters of the developed system are as follows:

–	 Activation: softmax
–	 Optimizer: adam
–	 Loss function: categorical cross-entropy
–	 Embedding dimension: 100

A schematic diagram of the developed sentiment analysis system is given in Fig. 4. 
For the sentiment analysis of the English language, the IMDB dataset7 was used. 
The model was tested on 1000 sentences and it returned an accuracy of 86.184%. 
The tags were also checked by a linguist and an agreement score using Fleiss’ Kappa 
was calculated as 0.926.

For the sentiment analysis of the Bengali language, we collected 24,802 polar-
ity-tagged Bengali sentences from Kaggle,8 Github9 and Mendeley.10 We collected 

Fig. 4   Sentiment analysis system

7  https://​ai.​stanf​ord.​edu/​~amaas/​data/​senti​ment/.
8  https://​www.​kaggle.​com/​tazim​hoque/​benga​li-​senti​ment-​text.
9  https://​github.​com/​socia​nltd/​socian-​bangla-​senti​ment-​datas​et-​label​ed.
10  https://​data.​mende​ley.​com/​datas​ets/​n53xt​69gnf/3.

https://ai.stanford.edu/%7eamaas/data/sentiment/
https://www.kaggle.com/tazimhoque/bengali-sentiment-text
https://github.com/socianltd/socian-bangla-sentiment-dataset-labeled
https://data.mendeley.com/datasets/n53xt69gnf/3
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another 50,000 sentiment-tagged sentences from the work by Das and Bandyopad-
hyay (2013). After training, the model was tested using 1000 test sentences and an 
accuracy figure of 82.95% was returned. The output tags were also tested by a lin-
guist and the agreement score using Fleiss’ Kappa was calculated as 0.882.

Thereafter, both the PC_ENGen and PC_BNGen data were run through the respec-
tive sentiment analysis system and tagged with their respective sentiments. This step 
generated two separate corpora: ��_�������

���
 and ��_�������

���
 . For building the sen-

timent-augmented parallel corpus �������
���

 , we considered only those parallel English 
and Bengali sentences which had the same sentiment tags. Similarly, we ran the 
PCOther and PCSimple corpora through this system to generate four monolingual cor-
pora: ��_�������

�����
 , ��_�������

�����
 , ��_�������

������
 and ��_�������

������
 . Two parallel cor-

pora were generated: �������
�����

 and �������
������

 . A quantitative analysis of the data 
derived from the data preparation module is presented in Tables 3, 4 and 5.

Table 3   Statistics of general 
corpus data derived from the 
data preparation module

*‘Not parallel’ in this case means that the source–target sentence 
pairs do not have the same sentiment

Corpus: PCGen

No. of sentences: 1,07,984

Particulars �������
���

��_�������
���

��_�������
���

Positive 46,579 46,579 48,591
Negative 39,246 39,246 42,111
Neutral 17,282 22,159 17,282
Not parallel* 4877
Total 107,984

Table 4   Statistics of simple 
corpus data derived from the 
data preparation module

*‘Not parallel’ in this case means that the source–target sentence 
pairs do not have the same sentiment

Corpus: PCSimple

No. of sentences: 16,654

Particulars �������
������

��_�������
������

��_�������
������

Positive 7494 7521 7494
Negative 6398 6398 6494
Neutral 2666 2735 2666
Not parallel* 96
Total 16,654
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4 � Experiments

To reiterate, with our supervised approach, we wanted to test the effect of introduc-
ing sentiment features in the parallel corpus on the quality of the MT output. For 
this, we trained two sets of MT models: 

	 (i)	 SMTBase and character-level NMTBase, using the general, simple and other 
non-sentiment-augmented corpus and

	 (ii)	 SMTSenti and character-level NMTSenti, using the general, simple and other 
sentiment-augmented corpus.

For the semi-supervised NMT model, we trained a character-level NMT system, that 
took as input the characters of the source and target sentences, and mapped them to 
two outputs: the characters of the target sentence, and the sentiment of the source 
sentence. All the models are discussed in detail in the following sections.

4.1 � Supervised approach

4.1.1 � Statistical machine translation

Moses (Koehn et  al. 2007) is a statistical MT system that allows us to automati-
cally train translation models for any language pair, making use of a parallel corpus 
of translated sentences. Once the model has been trained, an efficient beam search 
algorithm quickly finds the most probable translation. To train the SMT system, the 
corpus was tokenized, truecased and cleaned. Afterwards, a Language Model was 
built using the target side of the parallel data to ensure fluent output. KenLM (Heaf-
ield 2011), which comes bundled with the Moses toolkit, was used for building this 
model. Finally word alignment using GIZA++ (Och and Ney 2004) was performed 

Table 5   Statistics of other 
corpus data derived from the 
data preparation module

*‘Not parallel’ in this case means that the source–target sentence 
pairs do not have the same sentiment

Corpus: PCOther

No. of sentences: 91,330

PCOther PCComplex: 45,091 
PCCompound: 46,239
Total: 91,330

Particulars �������
�����

��_�������
�����

��_�������
�����

Positive 41,097 41,651 41,097
Negative 35,617 36,207 35,617
Neutral 13,472 13,472 14,616
Not parallel* 1144
Total 91,330
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which created a phrase table and a translation table. Using both these tables, Moses 
scores the phrases for a given source sentence and produces the highest-scored 
phrases as output.

4.2 � NMT based on transformer architecture

RNNs typically read one word at a time and perform multiple operations before gen-
erating output. However, Bahdanau et al. (2015) show that the bigger the number of 
steps, the harder it is for the network to learn how to make decisions. Note too that 
RNNs are sequential in nature, and hence taking advantage of parallel computing 
offered by state-of-the-art computing devices is a problem.

In contrast, the Transformer model (Vaswani et  al. 2017) relies heavily on the 
instrument of self-attention, thus eliminating the concept of recurrence found in 
RNN-based architectures. In its absence, a positional encoding is added to the input 
and outputs to mimic the idea of time-steps in a recurrent network. This positional 
information thus provides the Transformer network with the order of input and out-
put sequences.

NMT systems based on the Transformer model comprise of two parts, an encoder, 
and a decoder, where the encoder is composed of uniform layers, each built of two 
sub-layers, i.e., a multi-head self-attention layer and a position-wise feed-forward 
network layer. The multi-head attention sub-layer enables the use of multiple atten-
tion functions.

Instead of computing a single attention, this stage computes multiple attention 
blocks over the source, concatenates them, and projects them into space with the ini-
tial dimensionality. The feed-forward network sub-layer is a fully connected network 
used to process the attention sub-layers, by applying two linear transformations on 
each position and a ReLU activation. The decoder operates similarly, but generates 
one word at a time, from left to right. The first two steps are similar to the encoder 
where only the past words are attended to. The third stage is multi-head attention 
that attends to these past words, in addition to the final representations generated 
by the encoder. The fourth stage constitutes another position-wise feed-forward net-
work. Finally, a softmax layer allows the mapping of target word scores into target 
words. The schematic diagram in Fig. 5 shows the architecture of the Transformer 
model.

Other parameters of the developed system for training are as follows:

–	 Batch size: 32
–	 No of encoder and decoder: 2
–	 Attention heads: 4
–	 Hidden dimension: 128
–	 Dropout: 0.05
–	 Optimizer: adam
–	 Loss function: sparse categorical cross-entropy
–	 Embedding dimension: 32
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4.3 � Semi‑supervised approach

Apart from training SMT and NMT systems with parallel sentences obtained from 
our developed corpora, we wanted to use a semi-supervised approach in which the 
NMT system learns to mimic the sentiment of the source sentence when trying to 
generate the output sentence. We name this system Sentiment assisted NMT Archi-
tecture (SeNA).

The developed system is essentially a character-based NMT (CNMT) system, 
based on RNNs, where the encoder takes as input the characters of the English sen-
tence. The decoder takes as input the characters of the Bengali language, and maps 
them to characters of the Bengali sentences, which are offset by one timestep. For 
the sentiment inference system, we mimic the sentiment analysis system discussed 
earlier. This system maps the generated sentence of the decoder to a sentiment vec-
tor, after passing through two bidirectional LSTMs and a Dense layer. The sentiment 

Fig. 5   NMT based on the transformer model
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vector produced is then compared with the sentiment vector of the source sentence, 
where the source sentence sentiment vector is calculated using the English senti-
ment analysis system discussed earlier. This system essentially forces the decoder 
to generate a target sentence that is similar to the source sentence with respect to 
meaning and sentiment. This system was developed to eliminate the overhead of 
developing a sentiment-tagged parallel corpus and then training MT systems using 
the same corpus.

For the SeNA model, the other parameters are as follows:

–	 Batch size: 64
–	 Epochs: 100
–	 Activation: softmax
–	 Optimizer: rmsprop

Fig. 6   Schematic diagram of the sentiment-aided NMT architecture (SeNA)

Table 6   Results of automated evaluation performed on the developed translation models

↑ and ↓ shows considerable improvement in BLEU and TER scores, respectively

Corpus ⇒ PCGen PCSimple PCOther

Metric ⇒ BLEU TER BLEU TER BLEU TER

������� ⇒ 8.68 89.67 3.48 95.09 6.37 91.48
������� ⇒ 13.22 74.13 6.96 ↑ 89.56 ↓ 10.11 85.89
�������� ⇒ 8.96 89.55 2.94 98.23 8.06 89.09
�������� ⇒ 13.77 71.61 5.26 91.98 11.01 85.12
SeNA ⇒ 13.96 ↑ 71.53 ↓ 5.42 91.85 10.98 ↑ 84.57 ↓
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–	 Loss function: sparse categorical cross-entropy
–	 Learning rate: 0.001

The architecture of the SeNA model is shown in Fig. 6.

5 � Evaluation

In this section, we evaluate the performance of our supervised and semi-supervised 
systems against two baseline models. We conduct our evaluation of translation qual-
ity using the well-established metrics BLEU, TER, Fluency and Adequacy. We sub-
sequently examine the extent to which the sentiment is propagated through the MT 
pipeline. A test data of 5000 sentences was prepared to test the trained systems.

5.1 � Translation quality at semantic level

The quality of the MT output as measured using the automated metrics is shown 
in Table  6. The translation quality was also judged manually, by two linguists 
who were native speakers of Bengali. The evaluation criteria were Adequacy and 
Fluency. Adequacy measures how much of the source meaning is expressed in 
the target translation. Fluency measures to what extent the translation is well-
formed grammatically, is intuitively acceptable and can be sensibly interpreted by 
a native speaker. The linguists were asked to rate the translation in the range of 
1–5, where ‘1’ is the lowest and ‘5’ is the highest level of quality. Table 7 shows 
the results of the manual evaluation, using the average of the scores from both 
linguists.

From the results in Tables 6 and 7, we can clearly see that for the corpus �������
���

 
and �������

�����
 , where there is a considerable amount of data, both the  �������� and 

�������� systems are better compared to the baseline models. Moreover, when 
compared against each other, �������� produces better quality translations than 
��������.

Table 7   Results of the manual evaluation performed on the developed translation models, where ‘1’ is 
the lowest and ‘5’ is the highest level of quality

Scores shown are the average of the scores produced by two linguists

Corpus ⇒ PCGen PCSimple PCOther

Metric ⇒ Adeq. Flue. Adeq. Flue. Adeq. Flue.

������� ⇒ 1.88 1.86 1.06 1.29 2.40 2.03
������� ⇒ 3.54 3.42 2.28 1.81 3.19 3.14
�������� ⇒ 3.06 2.16 0.63 1.07 2.95 2.72
�������� ⇒ 4.09 3.73 2.02 1.96 3.22 3.25
SeNA ⇒ 4.15 ↑ 3.81 ↑ 2.29 ↑ 2.07 ↑ 3.42 ↑ 3.31 ↑
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For the corpus �������
������

 , where the amount of data is less, we see that both 
SMT systems ( ������� or �������� ) are better than the NMT models ������� 
and �������� . NMT produces much more natural and fluent outputs when the 
amount of training data is high, which is not the case in our experiments.

Finally, we also observe that the SeNA system produces better outputs in gen-
eral, as it takes into account the sentiment of the source sentence and tries to 
match the same sentiment when predicting the target sentences.

Table 8   Agreement analysis of sentiment tags of source sentence and translated sentence trained using 
the ������� system

System: �������

Corpus: �����

Source Target

Pos. Neg. Neu.

Pos. 980 373 224
Neg. 373 1076 460
Neu. 368 426 720
F-score 0.5527

System: �������

Corpus: ��������

Source Target

Pos. Neg. Neu.

Pos. 366 698 513
Neg. 699 378 832
Neu. 678 507 329
F-score 0.2154

System: �������

Corpus: �������

Source Target

Pos. Neg. Neu.

Pos. 940 400 237
Neg. 471 1026 412
Neu. 400 442 672
F-score 0.5257
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5.2 � Translation quality at sentiment level

We wanted to check whether enriching the parallel corpus with sentiment features 
leads to the propagation of sentiment through the MT pipeline, e.g. if the polarity 
of the source sentence is positive, the polarity of the translated system should be 
positive too. If this statement holds, we can say that the translation is likely to be 
of good quality which, in turn, should greatly reduce post-editing effort.

For scoring the translations concerning their pragmatic quality, we used the 
English and Bengali sentiment analysis system, shown in Fig. 4. The source and 
the translated sentences from all the developed models were tagged with their 
sentiment, using the developed English and Bengali sentiment analysis sys-
tem, and agreement analysis was examined. There were five MT models where 

Table 9   Agreement analysis of sentiment tags of source sentence and translated sentence trained using 
the ������� system

System: �������

Corpus: �����

Source Target

Pos. Neg. Neu.

Pos. 1067 345 165
Neg. 365 1106 438
Neu. 320 390 804
F-score 0.5933

System: �������

Corpus: ��������

Source Target

Pos. Neg. Neu.

Pos. 348 729 502
Neg. 712 360 837
Neu. 691 511 312
F-score 0.2066

System: �������

Corpus: �������

Source Target

Pos. Neg. Neu.

Pos. 1011 367 199
Neg. 387 1065 427
Neu. 358 424 732
F-score 0.5633
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the baseline systems were trained using three parallel corpora: ����� , �������� 
and ������� . The agreement analysis of sentiment tags over source and tar-
get sentences using these systems are shown in Tables  8 and 9. The MT sys-
tems �������� and �������� were trained using �������

���
 , �������

������
 and �������

�����
 . 

The agreement analysis of sentiment tags over source and target sentences using 
these systems is shown in Tables 10 and 11. Finally, the SeNA system was trained 
using ����� ,  �������� and  ������� parallel data sets. The agreement analysis of 
sentiment tags over source and target sentences using this system are shown in 
Table 12. A graph comparing the F-measures of the agreement is shown in Fig. 7.

From Tables  8, 9, 10, 11, 12 and Fig.  7, we observe that, for �������
���

 and 
�������

�����
 corpora, the models �������� and �������� produce better results than 

the baseline models, when the sentiment matching of the source–target sentence 

Table 10   Agreement analysis of sentiment tags of source sentence and translated sentence trained using 
the  �������� system

System: ��������

Corpus: �������
���

Source Target

Pos. Neg. Neu.

Pos. 1078 327 172
Neg. 342 1136 431
Neu. 325 379 810
F-score 0.6035

System: ��������

Corpus: �������
������

Source Target

Pos. Neg. Neu.

Pos. 379 675 523
Neg. 682 391 836
Neu. 651 507 356
F-score 0.2263

System: ��������

Corpus: �������
�����

Source Target

Pos. Neg. Neu.

Pos. 953 396 228
Neg. 398 1050 447
Neu. 370 447 697
F-score 0.5376
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pair is taken into consideration. Note too that the NMT models outperform the 
SMT models in the larger training data set-up. As SMT is phrase-based in nature 
and generally phrases tend to overlap, this reduces the size of the phrase table 
so the decoder can produce relatively fewer candidate translations. NMT does 
not suffer from this restriction, so in general produces better output. Moreover, 
for the the corpus �������

������
 , which has a smaller amount of training data, the 

SMT systems perform better than the NMT systems, when the pragmatics of the 
source–target sentence pair are considered.

Finally, we see that the SeNA architecture performs much better this time, as sen-
timent was considered as a deciding factor when training the system.

Table 11   Agreement analysis of sentiment tags of source sentence and translated sentence trained using 
the �������� system

System:  ��������

Corpus: �������
���

Source Target

Pos. Neg. Neu.

Pos. 1132 285 160
Neg. 338 1172 399
Neu. 264 321 929
F-score 0.6466

System: ��������

Corpus: �������
������

Source Target

Pos. Neg. Neu.

Pos. 360 720 497
Neg. 701 376 832
Neu. 688 497 329
F-score 0.2133

System: ��������

Corpus: �������
�����

Source Target

Pos. Neg. Neu.

Pos. 1035 352 190
Neg. 362 1095 452
Neu. 310 397 807
F-score 0.5833
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6 � Conclusions

In this paper, we discussed how we built a sentiment-augmented parallel corpus. 
In addition, we separately created two resources, namely a sentiment-augmented 
parallel corpus with only simple sentences, and another containing more complex 
sentences. We can see from the automated and manual evaluation that when trained 
using a sentiment-tagged parallel corpus, the �������� model performs significantly 
better in terms of both BLEU and TER when compared to the baseline systems. 
Moreover, we can see that our SeNA model also performs better than the other sys-
tems when the sentiment of the source sentence is considered during error calcu-
lation when training the NMT system. We also see that the baseline SMT system 

Table 12   Agreement analysis of sentiment tags of source sentence and translated sentence trained using 
the SeNA system

System: SeNA

Corpus: �����

Source Target

Pos. Neg. Neu.

Pos. 1176 271 130
Neg. 297 1235 377
Neu. 182 245 1087
F-score 0.7013

System: SeNA

Corpus: ��������

Source Target

Pos. Neg. Neu.

Pos. 367 679 531
Neg. 692 381 836
Neu. 656 511 347
F-score 0.2200

System: SeNA

Corpus: �������

Source Target

Pos. Neg. Neu.

Pos. 1112 289 176
Neg. 339 1150 420
Neu. 255 323 936
F-score 0.6402
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performs well in the case of simple sentences, as NMT systems really only work 
well with huge amounts of data, which was not the case here (i.e., using only 16,654 
parallel sentences). Furthermore, when we tested the sentiment matching score of 
the source–target pair, models using sentiment-tagged data or where sentiment was 
included performed much better, as seen in the F-Measure graph. Therefore, we can 
say with confidence that sentiment does play a role in improving MT output quality.

We also hypothesized that if the English sentences belonged to a certain com-
plexity, the Bengali counterparts would automatically belong to the same complex-
ity. While this was done for the English sentences, it was not done for Bengali, as 
there was no standard lexicon available for POS-tagging and shallow parsing the 
sentences in this language, so we leave this for future work.

We also saw that although the size of the simple sentence corpus was low, the 
automatic and manual evaluation results did not show a huge difference when com-
pared to systems that were trained using a much higher number of training sen-
tences. This leads us to believe that if all the sentences in the developed parallel 
corpus were simple sentences, the results would have been different and the overall 
quality of the translations would have been higher. As an avenue for future work, 
we would also like to investigate the fact that a complex compound sentence can be 
transformed into two or more simple sentences, and how converting the whole cor-
pus to simple sentences only would affect the overall translation quality.
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Fig. 7   Comparison of the F-measures when matching the sentiment of the source–target sentences pro-
duced by different MT models
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