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ABSTRACT 
This paper deals with an approach to upper limbs therapy that uses virtual reality technologies. The previous methods and 

subsequent improvements of these procedures by means of a skeletal model of the upper limb in a virtual environment are presented 
here. So, main focus of the paper is on the description of calculation related to the bone rotation system within appropriate skeletal 
model. The therapist can add either more virtual upper limb objects or more virtual training objects to the virtual environment and 
thus expand/change the scene or the therapy complexity. The functions used in the limb movement calculations are useful for creating 
additional animations with various objects. With this system, the patient can be stimulated under the supervision of a therapist to 
practice certain rehabilitation procedures. Due to the use of collaborative web-based virtual reality, the therapy can be also applied 
in a remote form. The way in which the underlying idea of rehabilitation process is implemented and it is also described. In the 
conclusion are the some notes about system testing and evaluation including description of a therapist interface.  

Keywords:  upper limbs rehabilitation, inverse kinematics, A-frame, virtual reality 

 

1. INTRODUCTION 

According to [1], rehabilitation represents “all methods 
that help to restore and regenerate the patient's original state 
using various methods and techniques. Comprehensive 
rehabilitation is an interrelated, coordinated and targeted 
process that has its specialists, diagnostics and established 
procedures”. Thus, its goal is to improve the course of the 
disease, reduce the deficit and ensure that the patient 
returns to the ordinary life in the best condition possible. 
After rehabilitation under professional supervision, the 
patient usually continues with domestic rehabilitation. 
Home rehabilitation should be regular and honest in order 
to increase the speed and quality of the patient's return to 
the original state. However, in many cases it is 
compromised by laziness, disinterest or the fact that 
rehabilitation exercises are considered boring. What if 
patients could use virtual reality in home rehabilitation, 
together with remote professional supervision? It may 
become more entertaining and in some cases also more 
effective. 

Virtual reality (VR) affects a person's perception and 
thus his or her nervous system. Development of VR and 
related technologies, in recent years, allows its application 
in areas where it was previously difficult or not possible at 
all, especially in human-machine interaction [2] [3]. One 
such area is the area of neurorehabilitation. Many people 
developed impaired motor pathways in the brain due to 
head injuries or diseases, leading to physical disabilities. 
One of the most common causes of physical disability for 
adults is stroke. A stroke involves the reduction of blood 
flow and insufficient oxygenation of the brain tissue, which 
can cause failure or loss of function of the affected brain 
area. Often, this results in an inability to move one or more 
limbs on one side of the body (hemiparesis). Also, a person 
may not be able to understand speech, may have memory 
impairments or a loss of vision to one side. Previous 
research of the Institute of Measurement Science  of Slovak 

Academy of Sciences (SAS) and the Centre for Cognitive 
Science Comenius University of Bratislava (CCS). 
(cooperating organizations within the project solved in the 
authors' home laboratory LIRKIS) shown that 
neurorehabilitation helps to achieve beneficial results in the 
treatment of patients with paresis. Technologies such as 
Mirror Boxing or BCI-RAS robotic arm (Robo-Arm) [17] 
system were used in the research together with EEG. Until 
now, however, virtual reality technologies have not been 
used in this research phase.  

As part of the project, the VR system was developed in 
the LIRKIS laboratory to support this rehabilitation process 
(from IT point of view). Its initial versions used fixed 
animations of the upper limbs movement including the grip 
of virtual training objects. The change to the use of inverse 
kinematics in the skeletal structure of the limb (described 
below) brings much more flexibility to the virtual 
environment and subsequently to the whole therapeutic 
process. 

2. RELATED WORK 

Virtual reality can help patients who recover from 
serious injuries or operations. According to [4], it can 
improve rehabilitation at home. It is usually based on 
performing simple tasks and trainings, thanks to which the 
patient is able to re-learn various movements, regain new 
abilities and skills. 

In the field of medical applications, the VR and related 
technologies offers a variety of interaction techniques 
rendering effective for treatment and rehabilitation of 
human movement disorders [5] [6]. Upper limb 
rehabilitation process [7], practiced using head mounted 
displays with other equipment based on the rehabilitation 
needs [8] can serve as a commendable example. In a virtual 
environment, it is possible to simulate different conditions 
of a virtual hand, visualize different situations for the user 
and assign them tasks to perform utilizing virtual hands [9], 
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[10]. Due to the pandemic situation, it is difficult to perform 
personal rehabilitation and training of patients [11]. Novel 
science-based treatments are considering remote therapy 
options, where a therapist can communicate with a patient 
and oversee the training process [12]. In order to the 
standard VR applications, web-based VR can provide 
sharing of virtual content and user collaboration in the real-
time [13]. A widely used rehabilitation application is a 
Kinect based rehabilitation from Microsoft called 
REMOVIEM [14]. It is created for people with multiple 
sclerosis who need to practice the movement of the whole 
body. The application offers several exercises that the 
patient can practice on their own. The patient needs a 
Kinect device and a computer with a monitor, which shows 
a virtual environment for exercise. In addition to the fact 
that the patient can exercise without the therapist's 
supervision, the therapist is able to control his or her results 
and adapt the program plan to the patient. Another example 
is the IREX (Interactive Rehabilitation and Exercise 
Systems) project from GestureTek [15]. Unlike the 
previous one, this project seeks to disconnect people from 
the reality of lengthy and boring rehabilitation. Each part of 
rehabilitation is given in the form of simple games 
(gamification), in which both children and adults have fun. 
The application contains several games that deal with 
balancing, rotating, bending or lifting things. There are 
several games for a given exercise, so the patient can 
choose the one that suits him. The available games are, for 
example, football, drumming and volleyball. 

Health problems caused by stroke include inability to 
move one or more limbs on one side of the body 
(hemiparesis) [16]. Neurorehabilitation is one of the main 
therapies of stroke treatment. The basic pillar used in 
neurorehabilitation is neuroplasticity, which is brain 
property. Due to this property, it is possible that after 
damage to the brain area, another area that was not 
originally used for the given function will partially take 
over the function of this area.  

Previous experiments (mainly based on the Mirror Box) 
of cooperating partners (SAS, CCS) were performed as a 
series of exercises on healthy volunteers and on patients 
after a stroke [17]. The experiment consisted of several 
steps: 

 

 relaxation phase 
 motion observation 
 performing and observing movement in a mirror 

box 
 

During the exercises, brain activity was constantly 
recorded using ten electrodes placed above the 
sensorimotor area and one electrode above the occipital 
area of the brain. The test result was changes in the 
oscillating rhythms in the relaxed state compared to the 
state in motion. After several exercises with the Mirror-
box, the patient was able to switch to the BCI-RAS robotic 
arm exercises (Fig. 1). Follow-up technique used in the 
research is rehabilitation using motoric projection (MP). 
The patient has the idea of the movement of his limb, but 
the movement itself is not performed. Although the 
combination of MP and classical rehabilitation is more 
effective, it also has its disadvantages. The movement of a 
limb performed by a therapist does not have to correspond 
with the patient's intention. 

From the previous experiment, it was possible to predict 
when the patient realistically imagines the movement of the 
hand using the resulting values from the EEG. As in the 
previous test, the patient was in a state of relaxation when 
instructed to imagine hand movement. When the oscillating 
rhythms changed, a robotic arm was started, which moved 
the wrist up and down. The goal was to aid with patient 
movement through the robotic arm. Neurorehabilitation 
consists of the functional replacement of a damaged brain 
area with another area of the brain that was not originally 
intended for it. This goal cannot be achieved with classical 
rehabilitation, where the movement of the affected limb is 
performed by a therapist. In robot-assisted rehabilitation, 
the movement of the limb is performed by a robotic arm. 
The robotic arm individually and optimally adjusts the 
training and evaluates the progress of the patients based on 
results from EEG. The goal of the MP-BCI system is to use 
patient mental activity associated with the movement of the 
robotic arm and thus return him the lost ability to move the 
limb. However, it requires a great concentration on the 
activity. The connection with robotic arm was also used in 
our system. 

 

Fig. 1  Robotic arm BCI-RAS [17] 

3. SYSTEM DESIGN 

A virtual reality system, introduced here, was created to 
help with neurorehabilitation of a patient with upper limb 
paresis. It is based on the LIRKIS G-CVE (Global 
Collaborative Virtual Environments) [18] a development of 
the authors’ home laboratory. The system was divided into 
a subsystem for the patient and a subsystem for the 
therapist. An important part of the application is the 
simulation and visualization of the movement of the 
patient's upper limb, including gripping of various objects. 
In principal, animations can be used in two ways. The first 
one is to use pre-rendered animations, where the 
corresponding movement or a set of movements is 
animated in the same way in all cases. The second way is 
to use 3D objects, which contain data that allow them to be 
animated in real time according to the current situation. We 
have chosen the second way and because we need to 
animate limb movement, where the limbs are used to grab 
and move objects, the data needed for the animations are 
about bones of the limbs.  

When designing the system, we followed the 
requirements of collaborators from SAS. The idea of the 
final product was established, together with an agreement 
that in addition to software testing, the requirements will be 
modified if necessary. The project was developed as a part 
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of the LIRKIS G-CVE platform, which utilizes the A-
Frame and Three.js software libraries. Thanks to this, the 
system can be run on any computing device with a web 
browser that supports the WebXR web framework. As 
WebXR is becoming more and more common, these 
include virtually all current standard web browsers. The 
system also runs on VR headsets that have a browser, such 
as MS Hololens or Oculus Quest. For testing and evaluation 
purposes it is currently hosted at the glitch platform 
(https://glitch.com/). As it was mentioned before, the 
system interface consists of two parts: 

 
 the therapist interface to set rehabilitation 

parameters and visualization (Fig. 10) and 
 the patient interface - for visualization only. 

 
The basic parts of both interfaces have been 

implemented. As the development progressed, new 
requirements for animation and test parameters setup, 
including communication with the BCI-RAS system, have 
been added. Furthermore, the system is able to perform a 
sequence of animations, which are aimed at supporting the 
coordination of the movement of the upper limbs. After 
entering the parameters and starting the system, a sequence 
of a certain number of hand animations is performed. Other 
scenarios should be completed continuously, such as lifting 
a pen or holding a ball. 

3.1. The rehabilitation process implementation design 

The rehabilitation is implemented as a sequence of 
several scenarios with animations (Fig. 2). The therapist is 
able to enter the number of given scenarios. The time 
between scenarios is to serve as a time to relax (e.g. just 
look ahead without any activity). A scenario takes some 
time to set up. At the beginning of the scenario, an object 
(e.g. a cup, a key etc.) will appear, which serves as an 
auxiliary object for animation (for example, when grabbing 
a cup, the object will be the cup itself). There are two ways 
to end the scenario: 

 
 scenario timeout or 
 the external command (impulse) to perform the 

animation is recognized (from Robo-arm or 
interface). 
 

When the command is received and the animation is 
run, then the scenario time resets. When the animation 
ends, the system switches to the relax state and the object 
will be hidden (not displayed). The whole sequence ends if: 

 
 the therapist resets the sequence from his interface 

or 
 all scenarios have been already completed. 

Sequence 
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Scenario 
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Object 
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scenario timeout 
Animation 
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end
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+ 

+ 

- 

- 
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Fig. 2  Rehabilitation process implementation 

4. BONE ANGLES CALCULATION 

Each animation has its own calculations, although they 
are very similar. Even the grip of a real hand also differs 
depending on the object it is about to grab. The core of the 
application for this part is the processing of the hand 
movement based on the skeletal model (Fig. 3). A-frame 
can recognize bones and manage them. Every bone has an 
axis of its own according to the previous one. The position 
of bones is not recommended to change, because previous 
bone do not change with it. As in the real world, human 
needs to change rotation of previous bones to get desirable 
position of target bone. 

Before performing the animation, the final rotations of 
all parts of the hand are calculated. Subsequently, the 
application only adjusts the rotation of the bones in the 
model to get to the end positions. The positions of the bones 
are most interchangeable. When one of the bones is moved, 
the whole skeleton moves with it. Therefore, if we, for 
example, want to change the position of the wrist, it is 
necessary to change the rotation of the previous joints, as 
well as in the real world. The calculations of the rotations 
of the parts of the hand work on the principle of inverse 
kinematics. A target is determined and algorithms calculate 
bone angles in the hierarchy to get to the end position with 
each movement. As the end positions are counted, you can  
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move objects as needed. But if the target objects are not 
within the reach of the hand, the animation will not 
perform. In terms of hierarchical joint structure, the end 
positions of the fingers are understood as leaves. On the rest 
of this section, we describe the calculation on an example 
of an animation with a key and a lock. The animation can 
be described as “a hand picks up a key, inserts it into the 
keyhole of the lock, rotates it and returns to the starting 
position”. 

 

Fig. 3 Used skeletal model of the limb 

4.1. Inverse kinematics 

The problem, which inverse kinematics is solving, is to 
find out rotations of every part of object to reach some point 
in environment. Inverse kinematics is mostly used with 
robots with more joints to reach some point [19]. It is 
acceptable for robots to move in each direction, but not with 
human arm, which has limits. The biggest issue with 
normal calculation of rotations is that there is a lot of 
possible solutions for each bone. At the end of the 
calculations, rotations can be unnatural for a human body. 

 
Configuration 1 

Configuration 2 

End 
effector

 

Fig. 4  Inverse kinematics in 2D with two joints [20]. 

4.2. Angle calculation 

A point of environment to reach (the key) and current 
rotations of every bone in arm are defined. It is sufficient to 
make calculation with only two joints of arm. The basic 
joint represents shoulder, which in these animations does 
not move, only rotates. The next joint represents elbow, 
which moves because rotation of the previous bone changes 
and rotates itself to change the position of wrist, the last 
joint in calculation. In this case, all we must do is to find 
out the location of the wrist in the environment. 
Unfortunately, there are infinite possibilities, where it can 
be. To be more specific, there is a whole circle of potential 
positions. Therefore, a little different solution was used. 

The principle of this solution lies in the division of the 
axes into separate ones. Then the axis to zero value is reset. 
Simply, we put all the points into 2D space for each axis, 
except one. It is the axis that represents the bone rotation 
itself (in appropriate node) and it has no effect on the 
position of the next bone. 

 

Fig. 5  Calculation of angles in 2D triangle 

An ordinary 2D triangle is thus defined (Fig. 5). It is 
easy to calculate each angle in this triangle using the 
following formula: 

 (1) 

where: 
 a - distance between the shoulder position (B) and 

position of the key (C); 
 b - distance between the elbow position (A) and 

the wrist position (C); 
 c - distance between the shoulder position (B) and 

the position of elbow (A). 
The distance can be easily obtained using the Three.js 

function Vector3.distanceTo (Vector3), where the vectors 
are the positions of the selected bones. 

When the calculation is done in all three axes, the 
rotations of the appropriate triangles (meaning: the hand 
holds the key) are obtained, but the results need to be 
adapted to the actual rotations of the arm. Therefore, the 
same calculations are needed, but in a slightly different 
triangle, to find the differences between the actual and 
desired rotations. It was only necessary to change one 
variable: b - distance between elbow’s position (A) and 
position of key (C); 

 

 

Fig. 6  Calculation of desired rotations for shoulder 
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As shown in Fig. 6, the green triangle is the desired one, 
which is already defined by the previous calculation. The 
red one is representing the actual positions of bones. These 
two triangles were used to find the angle at which the bone 
rotates. After inserting the results into the following 
formula (2), the rotations of the arm were obtained in the 
actual state: 

β = β’’ – β’ (2) 

For calculations of the elbow rotation, a similar 
principle was used, with the same desired triangle.  Another 
angle in it was calculated only. As it is shown in Fig. 7, it 
is needed to reduce the angle from 180° to get the desired 
angle. 

 (3) 

 

Fig. 7  Calculation of desired angle for elbow 

Finally, it should be noted that this calculation 
calculates the wrist position equal to the key. But that was 
not our intention. In the real world, when a hand has to pick 
up a key, the target position of the hand is slightly above 
the key. To incorporate this, it was only needed to change 
the target position slightly higher in the Y-axis. 

4.3. Picking up the target 

The rotation of the fingers is set statically to the key 
lifting position. In this part, we focused mainly on the 
rotations and positions of the key. The key was added as a 
child to the thumb. This means that the world given to the 
descendant depends on the parent. If a parent is moved then 
a descendant would move with it at the same time. It is not 
necessary to constantly change position of all the 
descendants, their position and rotation is calculated from 
the position of the parent as the base of the object world. 
There are two ways to assign a descendant to a parent, as it 
is shown in Fig. 8: 

 
 Object3D.add(Object3D) – its local position stays 

the same, so it moves to the position based on new 
parent 

 Object3D.attach(Object3D) – its global position 
does not change and local position is calculated 
based on new parent, so it looks like nothing 
changes on the outside 
 

The first method was implemented, because it was 
needed to calculate position of the key one way or another. 

 

Fig. 8  Difference between add() and attach() methods 

4.4. Movement to the lock 

The same principle as in the next section was 
implemented for the movement to the lock and into the 
lock, just with different target.  A rotation of the key aimed 
at the center of the lock for more realistic impression of 
animation was added. 

4.5. Rotation around pivot 

Fig. 9 shows the principle of rotation around a pivot 
other than the center of the object, using the following 
entities (implemented as cubes): 

1. the center of gravity of the lock; 
2. the center of gravity of the wrist transferred to the 

local space of the lock with the zero X-axis; 
3. target position of the 2nd cube; 
4. position of the 2nd cube transferred to the local 

space of the wrist with zero X-axis;  
5. the center of gravity of the wrist before moving 

the wrist to the 4th cube position. 
 

The 2nd and 3rd cubes are descendants of the 1st cube and 
the 4th cube is a descendant of the 5th cube.  

From the first three cubes, it is possible to calculate the 
angle by which the hand should turn around the lock. The 
cubes 1 and 5 will rotate at the same angle simultaneously 
with the rotation of the wrist on the Y-axis. Their 
descendants will also rotate with them. The position of the 
wrist is moved to the new position of the 4th cube with each 
change. Since the key is still a descendant of the wrist, it 
will rotate with it. 

 

Fig. 9  Rotation according to the specified pivot 

5. ANIMATION MANAGEMENT 

Rotations at the end of each part of the animation were 
calculated in previous section. It was needed to get the 
bones and the objects to the target coordinates. A system of 
components in A-Frame, which contains the function called 
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tick(), was used. This function is called in every frame, so 
the rotation of the bones is continuous in this method (not 
in method using clock measurements). 

For performance optimization, we decided to calculate 
how many frames each animation part takes. Thus, it was 
possible to calculate the rotation for one frame. This value 
is based on frames per second in the currently used device. 
To detect rotation in one frame, rotation at the beginning 
and end of the animation part was needed. 

 

 (4) 

 
When one part of animation is done, the next one 

follows till the end of whole animation. An enumeration 
type was used in management of the animation part. This 
contains all parts and one variable that stores the actual one. 
Almost all parts of animations are calculated on this base, 
but the rotation in a lock is calculated in real time according 
to the methods in previous section, because just the position 
at the end of part is not enough. 

6. SYSTEM TESTING AND EVALUATION 

The system was tested (Fig. 10) with already completed 
parts of the application during implementation. Initially, 
the animations (fixed) were exported from Blender. These 
animations included all types of the desired movements, as 
well as at the end of the animation: gripping the cup, 
moving the cube to another location, and gripping the key 
and turning it in the lock. Due to the volume complexity, 
the system was therefore implemented with the support of 
the inverse kinematics, described above. Despite the 
reduction in the quality of the object movement, this step 
facilitates the completion of animations in the future. The 
animations do not need to be created separately and then 
imported into the application. The system has implemented 
functions to automatically complete the movement, i.e. 
touching/approaching virtual training objects if they are 
within range of the end effector after animation using the 
described inverse kinematics. Thus, only minimal changes 
are required also for individual grips when creating a new 
type of a grip. In addition, the animations are more 
versatile. The animation will be performed / completed 
even after moving the virtual training object, if it is within 
range of end effector.  

The evaluated rehabilitation process, implemented in 
the virtual reality system for the upper limbs therapy 
proceeds as follows. After setting up the rehabilitation 
parameters, the patient is notified that the training will 
begin. For training purposes, it is essential that the patient 
sits at the table and perceives the 3D hand model (Fig. 10). 
After the training starts, several hand animations are 
performed. If the patient feels uncomfortable, the therapy 
process is stopped and then continues later. Given that each 
patient can perceive the 3D hand differently, we decided to 
extend the system by customized user profiles. These 
profiles store data on training, hand configuration in space, 
and its color. 

  

Fig. 10  Real therapy scene with a patient 

Due to the pandemic situation, the system was tested 
only in the initial phase of its implementation. After 
redesign (the code and the animations), the application was 
checked only by therapists. The patients, who were 
involved in the project, were not allowed to leave their 
home and this experiment requires visits at least twice a 
week. Although the system is built on a collaborative online 
platform, the patient needs to have the equipment at home 
and needs someone to help him or her with it from the 
beginning. Therefore, it was more advantageous to go to 
the environment where the experiment was performed. 

Along with the addition of the key and lock objects, the 
option to switch the animation to the next one should be 
added if the patient has a problem with the current 
movement difficulty. Another added requirement was for 
animations with copies of objects so that the patient could 
see what to imagine. However, the given implementation 
can confuse the patient and therefore we would like to give 
the possibility to turn off such animations in the future. 
From the beginning, the application was set up in a 
collaborative environment so that the therapist could see 
what the patient saw and could communicate with him orf 
her if they are not in the same room. At the end of the first 
testing phase, a requirement was added to control the 
experiment from the therapist's virtual environment, not 
just at the beginning of the process (Fig. 11). Although the 
requirement has been met, due to the short implementation 
time, it is necessary to turn on the environment with 
parameters controlling the sequence. After alleviating the 
pandemic situation, it is planned to perform experiments 
with the given system together with the completion of the 
collaborative environment and greater possibilities of 
controlling the therapeutic process from the virtual 
interface of the therapist. 

Fig. 11  Therapist interface 
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6.1. Therapist interface with parameters 

The therapist's option is to go to the interface where the 
parameters of the rehabilitation process are set, which we 
can see in Fig. 11. The interface is divided into several 
parts: 

 the visualization of the virtual environment in 
which the patient is located, 

 the configuration of the 3D hand position, 
 rehabilitation parameters and the necessary 

sequence control and 
 a control to show or hide Oculus helmet 

controllers. 
The therapist can set several parameters before starting 

the sequence: 
 Number of movements in a sequence - determines 

the total number of animations in one sequence 
 Hand display length - determines the time in 

seconds that the program waits for the impulse that 
starts the animation 

 Pause length between views - between hand 
views, all objects except the hand are hidden for a 
given number of seconds 

 Confirmation that the impulse can also be sent 
from the application environment, not only from 
the Robo-arm 

The therapist can interrupt the sequence with the 
"RESET" button and change the settings at any time. The 
parameters can no longer change during the sequence. The 
impulse to start the animation is provided by Robo-Arm, 
but the therapist can also choose to send a command using 
the "SEND IMPULSE" button. The sequence starts after 
pressing the "START" button. After receiving a socket 
instructing to start the sequence, an animation is randomly 
selected. The therapist can also control the basic activities 
in a virtual environment. 

7. CONCLUSIONS 

As this paper has shown, virtual reality and related 
technologies affect a person's perception and thus his or her 
nervous system. It could be possible to positively influence 
the progress of neurorehabilitation, by providing a suitable 
virtual environment. This was also the main motivation of 
the presented work and it creates the preconditions for its 
development in the future. 

The use of VR technologies mainly creates the patient's 
visual sensations. This improves the mental perception of 
movement in the brain and thus speeds up the rehabilitation 
process. The described solution significantly improves the 
naturalness of the limb movement and simplifies handling 
the limb model. In addition, this procedure is safe for the 
patient and, using collaborative VR environments, it allows 
the therapist's avatar to participate as in reality. Several 
patients can also take part in one therapy, regardless of their 
physical location. This also increases the potential 
socialization of patients and reduces the cost of therapy. 

It is possible to use this system not only for the 
rehabilitation of the upper but also the lower limbs in the 
future. The advantage of this system is also the 
independence of technical means only by means of web-
browsers. Another advantage is the possibility to perform 
some rehabilitation procedures for patients in the 

environment of their home without the intensive need to 
visit a therapist but under his supervision. 
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