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ABSTRACT
Empirical methods are means to answering methodological questions of empirical sciences by
statistical techniques. The methodological questions addressed in this book include the prob-
lems of validity, reliability, and significance. In the case of machine learning, these correspond
to the questions of whether a model predicts what it purports to predict, whether a model’s
performance is consistent across replications, and whether a performance difference between
two models is due to chance, respectively. The goal of this book is to answer these questions by
concrete statistical tests that can be applied to assess validity, reliability, and significance of data
annotation and machine learning prediction in the fields of NLP and data science.

Our focus is on model-based empirical methods where data annotations and model
predictions are treated as training data for interpretable probabilistic models from the well-
understood families of generalized additive models (GAMs) and linear mixed effects models
(LMEMs). Based on the interpretable parameters of the trained GAMs or LMEMs, the book
presents model-based statistical tests such as a validity test that allows detecting circular features
that circumvent learning. Furthermore, the book discusses a reliability coefficient using variance
decomposition based on random effect parameters of LMEMs. Last, a significance test based
on the likelihood ratio of nested LMEMs trained on the performance scores of two machine
learning models is shown to naturally allow the inclusion of variations in meta-parameter set-
tings into hypothesis testing, and further facilitates a refined system comparison conditional on
properties of input data.

This book can be used as an introduction to empirical methods for machine learning in
general, with a special focus on applications in NLP and data science.The book is self-contained,
with an appendix on the mathematical background on GAMs and LMEMs, and with an ac-
companying webpage including R code to replicate experiments presented in the book.

KEYWORDS
empirical methods, measurement theory, validity, bias features, circularity, general-
ized additive models, deviance, nullification, reliability, experimental design, vari-
ance components, linear mixed models, orthogonal estimators, significance, likeli-
hood ratio



xi

To Sabine and Janna & Ida.



xiii

Contents
Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Empirical Methods in Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Scope and Outline of this Book . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Intended Readership . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Validity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1 Validity Problems in NLP and Data Science . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.1 Bias Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.2 Illegitimate Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.3 Circular Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 Theories of Measurement and Validity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.1 The Concept of Validity in Psychometrics . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 The Theory of Scales of Measurement . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.3 Theories of Measurement in Philosophy of Science . . . . . . . . . . . . . . 15

2.3 Prediction as Measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.1 Feature Representations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.2 Measurement Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.4 Descriptive and Model-Based Validity Tests . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.1 Dataset Bias Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.2 Transformation Invariance Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.3 A Model-Based Test for Circularity . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.5 Notes on Practical Usage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3 Reliability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.1 Untangling Terminology: Reliability, Agreement, and Others . . . . . . . . . . . . 55
3.2 Performance Evaluation as Measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3 Descriptive and Model-Based Reliability Tests . . . . . . . . . . . . . . . . . . . . . . . . 57

3.3.1 Agreement Coefficients for Data Annotation . . . . . . . . . . . . . . . . . . . 57



xiv
3.3.2 Bootstrap Confidence Intervals for Model Evaluation . . . . . . . . . . . . 61
3.3.3 Model-Based Reliability Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.4 Notes on Practical Usage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4 Significance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.1 Parametric Significance Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.2 Sampling-Based Significance Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.2.1 Bootstrap Resampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.2.2 Permutation Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.3 Model-Based Significance Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.3.1 The Generalized Likelihood Ratio Test . . . . . . . . . . . . . . . . . . . . . . . 102
4.3.2 Likelihood Ratio Tests using LMEMs . . . . . . . . . . . . . . . . . . . . . . . 104

4.4 Notes on Practical Usage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

A Mathematical Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
A.1 Generalized Additive Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

A.1.1 General Form of Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
A.1.2 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
A.1.3 Parameter Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

A.2 Linear Mixed Effects Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
A.2.1 General Form of Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
A.2.2 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
A.2.3 Parameter Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

A.3 The Distribution of the Likelihood Ratio Statistic . . . . . . . . . . . . . . . . . . . . . 126
A.3.1 Score Function and Fisher Information . . . . . . . . . . . . . . . . . . . . . . . 126
A.3.2 Taylor Expansion and Asymptotic Distribution . . . . . . . . . . . . . . . . 127

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

Authors’ Biographies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147



xv

Preface
There is a particular book that accompanied the first author since his days as doctoral student:
Paul R. Cohen’s textbook Empirical Methods for Artificial Intelligence [Cohen, 1995]. The book
was introduced to him by Mark Johnson, with the recommendation that it contained essential
information for an empirical researcher that is not easily available in a comparably concise form
anywhere else. This assessment of Cohen’s book is still valid today.

Myriad books on machine learning, deep learning, and artificial intelligence have been
published since Cohen’s book appeared in 1995. With rare exceptions such as Hardt and Recht
[2021], however, questions about data practices, the concepts of validity and reliability, or tech-
niques of exploratory data analysis are not mentioned in contemporary books on machine learn-
ing. A discussion of confirmatory techniques for statistical hypothesis testing and their rele-
vance for practical machine learning research is also not integrated in most machine learning
textbooks. For these topics, Cohen’s exposition of exploratory and confirmatory techniques of
empirical science is still the to-go textbook. However, Cohen’s book has not been updated since
its publication date.

The goal of our book is to extend and update Cohen’s book using model-based techniques
to address the questions of validity, reliability, and significance in empirical machine learning
research. In our book, these techniques are based on interpretable probabilistic models as de-
scribed in Wood [2017]. These models are not necessarily more recent than Cohen’s book, but
they possess the necessary expressiveness to model experimental data from data annotation and
machine learning prediction experiments, and they are associated with proven statistical proper-
ties for drawing inferences about the parameters and models. The goal of our book is to provide
the reader with an instrument in the form of model-based statistical tests that enables assessing
the methodological questions of validity, reliability, and significance. We showcase our tech-
niques on examples from the authors’ areas of expertise—NLP and medical data science—and
hope that the proposed techniques will also be of use to readers from other areas of machine
learning and artificial intelligence.

Stefan Riezler and Michael Hagmann
November 2021



xvii

Acknowledgments
This book would not have been possible without the help of several people who are actively
involved in empirical machine learning research, and who were willing to read early drafts of
our book and comment on its relevance to their own work.

Firstly, we would like to thank the students at the departments of computational linguistics
and computer science who participated in two iterations of a seminar class on the topics of the
book, and who detected and corrected many mistakes in earlier versions of the book. We are
indebted to Nathan Berger for proofreading our writing as a native speaker of American English
and for comments on the intelligibility of the contents as a Ph.D. student in computer science.
We would like to thank Michael Staniek for his critical comments on the coherence of our
argumentation and the usefulness of the presentedmethods for a Ph.D. student in computational
linguistics. We are indebted to Mayumi Ohta for testing our R scripts and for contributing to
the experimental material that illustrates our statistical tests.

We thank Artem Sokolov for patiently going over several early versions of the book, for
a great many discussions on all aspects of our work, and for serving as an endless source of
recommendations on related work.

Last, we would like to thank Graeme Hirst and Michael Morgan for giving us the chance
to publish this book in the first place and for selecting two excellent reviewers. We thank the
anonymous reviewers for providing feedback on all levels of detail of the book and for giving
invaluable guidance on how to present our material in a clear and appealing form.

Clearly, various errors and shortcomings remain, and we would be grateful if readers could
point them out to us so that they can be corrected.

Stefan Riezler and Michael Hagmann
November 2021


	Copyright
	Title Page
	Contents
	Preface
	Acknowledgments



