
UvA-DARE is a service provided by the library of the University of Amsterdam (http://dare.uva.nl)

UvA-DARE (Digital Academic Repository)

The interplay between subjectivity, statistical practice, and psychological science

Rouder, J.N.; Morey, R.D.; Wagenmakers, E.-J.

Published in:
Collabra

DOI:
10.1525/collabra.28

Link to publication

Creative Commons License (see https://creativecommons.org/use-remix/cc-licenses):
CC BY

Citation for published version (APA):
Rouder, J. N., Morey, R. D., & Wagenmakers, E-J. (2016). The interplay between subjectivity, statistical practice,
and psychological science. Collabra, 2, [6]. https://doi.org/10.1525/collabra.28

General rights
It is not permitted to download or to forward/distribute the text or part of it without the consent of the author(s) and/or copyright holder(s),
other than for strictly personal, individual use, unless the work is under an open content license (like Creative Commons).

Disclaimer/Complaints regulations
If you believe that digital publication of certain material infringes any of your rights or (privacy) interests, please let the Library know, stating
your reasons. In case of a legitimate complaint, the Library will make the material inaccessible and/or remove it from the website. Please Ask
the Library: https://uba.uva.nl/en/contact, or a letter to: Library of the University of Amsterdam, Secretariat, Singel 425, 1012 WP Amsterdam,
The Netherlands. You will be contacted as soon as possible.

Download date: 05 Oct 2020

https://doi.org/10.1525/collabra.28
https://dare.uva.nl/personal/pure/en/publications/the-interplay-between-subjectivity-statistical-practice-and-psychological-science(a49144c1-4dfd-46be-983f-fcdb8be15680).html
https://doi.org/10.1525/collabra.28


Rouder, J N et al 2016 The Interplay between Subjectivity, Statistical Practice, and 
Psychological Science. Collabra, 2(1): 6, pp. 1–12, DOI: http://dx.doi.org/10.1525/collabra.28

Psychological science is facing a crisis of confidence. This 
crisis is fueled by the suspicion that many empirical phe-
nomena may not replicate robustly [1–5], by the recent 
publication of implausible findings on extra-sensory per-
ception [6–7], and by several instances of outright fraud 
(for an overview, see [8]). The crisis is not new (e.g., [9–12]), 
but the current incarnation has led to much reconsidera-
tion of methodological practice. Indeed, we have a new 
set of terms to consider, such as p-hacking, researcher’s 
degrees of freedom [13], and questionable research prac-
tices [14].

One benefit of the crisis is a call for increased transpar-
ency throughout the research process, as reflected for 
instance in the preregistration of experiments and the 
public sharing of data [15–19]. Another is a call to re-
examine how statistical evidence is reported. The target 
of this critique is the practice of performing significance 
tests and reporting associated p-values. This call to re-
examine significance tests is widespread: it has been made 
in hundreds of publications (selective examples include 
[9, 20–22]) and a number of journal editorials [23–26]. 
Indeed one journal, Basic and Applied Social Psychology 
has recently banned significance tests altogether [27]. 

There are a number of critiques, but one common one 
is that in practice people can use significance test in 
a mindless fashion and, as a consequence, are prone to 
over-interpret the results (e.g., [28]). This general critique 
has spawned a series of concrete recommendations for 
change in design and analysis. Some of these recommen-
dations are to run experiments with better power [29, 9], 
to report effect sizes and confidence intervals [30], and 
to provide informative graphical displays about the vari-
abilities in data [12].

In contrast, Bayesian psychologists have provided far 
more disruptive critiques and recommendations (e.g., [22, 
31–34]). The Bayesian approach requires an overhaul of 
the relations between models, data, and evidence. A key 
difference between Bayesian and conventional testing is 
the role of subjectivity. A fully Bayesian approach centers 
subjectivity as essential for principled analysis. This view 
of subjectivity runs counter to trends in psychological 
science where it is viewed as undesirable and unecessary. 
For example, Simmons et al. [13] write, “Bayesian statis-
tics require making additional judgments (e.g., the prior 
distribution) on a case-by-case basis, providing yet more 
researcher degrees of freedom.” (p. 1365). Our goal here 
is to show just the opposite. The subjectivist perspective 
provides a principled approach to inference that is trans-
parent, honest, and productive.

The Bayesian-subjective approach advocated here has 
been 250 years in the making. It reflects the insights of 
statisticians, mathematicians, and physicists including 
Thomas Bayes, Simon Laplace, Bruno de Finetti, Harold 
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Jeffreys, Leonard Savage, Dennis Lindley, Edwin Jaynes, 
and James Berger. We discuss the core elements and 
sketch the implications for psychological science. We have 
broken the perspective into six basic elements that follow 
from one to the next.

The Elements
Element #1: Models Connect Theory to Data
The goal of a scientific theory is to explain phenomena. 
In psychology, scientific theories are usually expressed in 
a verbal form, and they lead to verbal statements about 
the world. For example, the theory of automatic stereo-
type activation [35] leads to the statement that people will 
identify weapons more quickly and accurately following 
the presentation of an African American face than a Cau-
casian one [36–38]. Such a statement is plausible, but so is 
the null statement that object identification is unaffected 
by such face primes. It is desirable to assess the evidence 
for such statements with data. Yet, these statements make 
no reference to noise, variability, or probability. Without 
reference to variability or probability, the theories can-
not be tested, and they remain disconnected from data. 
The same disconnect holds for theories that are expressed 
as mathematical equations. The Fechner-Weber law (see 
[39]), for example, is a simple mathematical law relating 
the visibility of a stimulus to its brightness and the bright-
ness of the background. Missing from the Fechner-Weber 
law, however, are considerations of noise, that is, how 
real-world data may deviate from the idealized law. The 
disconnect between theory and data is not problematic. 
In fact, it is appropriate and reasonable—theories should 
be general and abstract, and they should not be designed 
to account for sources of noise in measurement in specific 
contexts.

Models are devices that connect theories to data. A model 
is an instantiation of a theory as a set of probabilistic state-
ments. Only after theories have been instantiated into mod-
els does statistical analysis becomes possible. If the models 
do a good job of instantiating theory, then evidence for or 
against a model may interpreted as evidence for or against 
a theory. This notion that theories are instantiated as mod-
els and that inference on models is interpreted as inference 
on theories places an under-appreciated responsibility 
on researchers. Models must be carefully constructed to 
appropriately capture theoretically-meaningful constraint. 
If the models do a good job of instantiating theory, then 
interpreting inference on models as statements about 
theories is justified. Conversely, if the models do a poor 
job, then the interpretation may be unjustified. Through 
consideration of models, we encounter the first element 
of subjectivity. Subjectivity enters through model specifica-
tion [40, 41], and as we will show, this subjectivity plays a 
central role in analysis.

Element #2: Use Relative Model Comparisons Rather 
Than Absolute Statements
Once models are specified, there remains the thorny prob-
lem of evaluating the evidence for them from the data. In 
significance testing, a single model –the null hypothesis– 
is specified, and its predictions are used to quantify, by 

means of the infamous p value, the extremeness or unu-
sualness of the observed data under the null hypothesis. 
Small p values are then interpreted as evidence against 
the null hypothesis [42], following what is known as Fish-
er’s disjunction: confronted with a low p value, there are 
two possibilities: either an exceptionally rare event has 
occurred, or the null hypothesis is false.

Unfortunately, Fisher’s disjunction does not provide 
a logical basis for casting doubt on the null hypothesis 
[43]. Consider, for instance, the tragic case of Sally Clark 
whose two children died as babies. Clark was tried for 
murder in part as follows: The prosecutor took the death 
of two babies by natural causes as the null hypothesis. He 
then argued that two such deaths by natural causes were 
exceedingly rare, hence, we should reject the hypothesis. 
The jury did indeed convict her. Yet, several academic stat-
isticians argued that this rejection was logically fallacious 
and a miscarriage of justice [44–46]. The argument was 
that murder-by-mother is also quite rare. So, we cannot 
just reject one hypothesis without considering the likeli-
hood of its complement. Using the same logic of the pros-
ecutor, it could be argued that mothers very rarely murder 
their children, and had this hypothesis served as the null, 
we could have concluded that the deaths must be from 
natural causes. Instead, we must consider the relative rar-
ity of the events under both the murder-by-mother and 
the natural-causes hypotheses. Sally Clark was later freed 
on appeals, and passed away shortly thereafter.1

The mistaken idea that models may be rejected with-
out considering alternatives stems in part from the notion 
that models are either true or false. To us, however, mod-
els are neither true nor false [47]. They are designed to 
capture theoretically important positions without neces-
sarily capturing the totality of the situation. An analogy 
for thinking about models is a subway map. Subway maps 
are useful abstractions because they capture the ordering 
of stations and the intersection of different subway lines. 
These are the key constraints that are critical for subway 
riders to navigate from one part of the city to another. 
Subway maps, however, do not capture the distances 
between stops, indeed these distances are often distorted 
(to make the maps easier to read). Likewise, subway maps 
distort the color of the lines; the physical tracks are not 
bright red, brilliant green, or intense purple. Though maps 
are useful and capture important constraint, the subway 
map itself is neither true nor false. The key point here is 
that models are mathematical abstractions designed to 
capture limited sets of constraint rather than true-or-false 
real-world objects [48]. Whether the constraints captured 
in a model holds empirically is the critical question, but 
addressing this question is more nuansced than deciding 
if a model true or false.

The important question in statistical analysis is whether 
the critical relations specified by the model hold for the 
data in hand. Assessing whether the critical relations 
hold, however, requires having alternative models where 
the critical relations are violated. Consider a particular 
subway map that specifies a certain ordering of stations 
and certain intersection points and colors the tracks with 
certain colors. We can construct two alternatives: one has 
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a different ordering of stations and different intersec-
tion points but the same colors, and the other has the 
same orderings and intersections but different colors. Of 
course, the first alternative is the correct one for assess-
ing the suitability of the subway map because the critical 
relations are about the orderings and intersection and not 
about the colors. Statistical analysis entails the compari-
son of a model against one or more carefully specified 
alternative models. Good inferential statements are about 
the improved quality or usefulness of some model over 
alternatives, and it is this comparison that is then inter-
preted as evidence for theoretical positions. By appro-
priately choosing alternative models, researchers can 
highlight those relations in the data which are theoreti-
cally important. Again, subjectivity enters the process of 
choosing appropriate alternative models, and it provides a 
way of specifying what parts of the model are theoretically 
important.

Element #3: Use Predictions To Quantify Evidence
A useful aspect of significance testing is the emphasis on 
prediction. There are many uses of the word prediction, 
but perhaps the most intuitive is that if a model predicts 
data, it provides a set of probability statements about 
where the data will lie, and does so before the data are 
observed. In significance testing, the predictions of one 
model –the null hypothesis– are specified, and these pre-
dictions are compared to the observed data. Although the 
logic of using a single model or hypothesis is faulty, the 
consideration of a hypothesis’ predictions is logical and 
desirable. Such consideration may be expanded as follows: 
Suppose two competing models each make predictions 
about where the data will lie. If so, data may be collected, 
and the question of relative evidence is answered by see-
ing how much better one model predicts the observed 
data than another. Hence, comparing models consists 
of two steps: first, gathering the predictions for the data 
from each model; and second, assessing the relative accu-
racy of these predictions.

The approach may be illustrated by considering the 
evidence for race-based face priming on weapons identifi-
cation. Suppose the question is considered by four differ-
ent research teams, called Team A through Team D, who 
instantiate four different models to address the question. 
All four teams start with the same general setup in which 
a set of 20 participants identify weapons and tools follow-
ing African American and Caucasian faces, and all four 
teams define the same measure of weapons bias. Let xi 

denote the race-based difference in identification bias for 
the ith person, where positive xi denotes a greater weap-
ons bias following African-American face primes than fol-
lowing Caucasian face primes. All four teams model xi as 
being normally distributed; i.e., xi ~ Normal(µ,σ2), where 
µ and σ2 denote a theoretical mean and variance for the 
data. The teams follow the common path of considering 
effect size, denoted δ, where δ = µ/σ.

Each team considers two statements: that there is a 
race-based effect and there is no race-based effect. The 
statement that there is no effect is the easier one to 
instantiate. All four teams do so by setting δ = 0.2 This 

model is denoted Model M0 and is shown in Figure 1A as 
the arrow. This model makes predictions for the observed 
effect size, the sample mean divided by the sample stand-
ard deviation. This prediction is shown as the solid line 
in Figure 1B, and all that is needed is the sample size 
of the intended experiment, which in this case was set 
to 20 participants. This prediction leads to probabilistic 
statements, for example the probability that the observed 
effect size is between —1 and 1 may be computed as the 
area under the curve on this interval, and in this case, it 
is .5 in value.

The next step is to specify an alternative model that 
instantiates an effect. One may be tempted to specify that 
δ ≠ 0, which is the conventional alternative hypothesis. 
The problem with this specification, however, is that it 
makes no predictions. Before seeing the data, the value 
of δ is unconstrained, and so is the prediction. Indeed, in 
the conventional approach, to make predictions the data 
must first be used to estimate δ. And this fact stretches the 
notion of prediction. The solution is to specify alternatives 
that also predict data. Good alternatives should be able 
to make probability statements about intervals where the 
sample effect lies. All four teams in our example follow 
this advice to specify models that make bona-fide pre-
dictions. They indeed instantiate the theory that there 
is an effect, but they do so differently. We consider the 
approach of Team A first:

Team A used three criteria in choosing a model for a 
race-based effect. First, they were agnostic as to the direc-
tion of the effect. Second, they thought effects larger 
than 2.0 in magnitude were highly unlikely. Third, they 
thought smaller effect sizes were more likely than larger 
effect sizes, which in fact is typical of effect sizes in the 
literature. After careful consideration, Team A chooses to 
instantiate a model with a race-based effect by placing a 
distribution on δ as shown in Figure 1A, dashed lines. 
This notion of placing a distribution on parameters such 
as δ arises from the Bayesian framework, and is helpful in 
generating flexible models that predict data. We refer to 
the model with this distribution as Ma, where the a is for 
Team A. Model Ma is a the default alternative introduced 
by Jeffreys [49], discussed by Rouder et al. [34], and imple-
mented by Morey & Rouder [50]. The three criteria are met 
as follows: First, the agnosticism about the direction of the 
effect is reflected in the symmetry of the model around 
zero. Second, effect sizes larger than 2.0 are attenuated 
through the choice of a characteristic scale. Third, the cri-
terion that smaller effect sizes are more likely than larger 
ones is reflected in the shape of the model. By discussing 
these criteria, Team A can document how and why their 
specification is judicious.

The predictions for this model for an experiment with 
a sample size of 20 people are shown as the dashed-line 
Figure 1B. As can be seen, this model predicts lower prob-
ability of very small effect sizes than the null model and 
higher probability of more moderate and even large effect 
sizes. By instantiating theory as specific models, Team A is 
adding expertise to the research endeavor. Of course, there 
are other instantiations of the theoretical statements, and 
we shall discuss them subsequently.
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Figure 1: Models, predictions, and evidence. A. The models on true effect size for Team A. The arrow on δ = 0 depicts an 
invariance of performance across the race of the face prime. The dashed line shows an alternative with mass on small 
and large effect sizes. B. The corresponding predictions of the two models for an experiment with a sample size of 20 
observations. The filled and open points show the densities for observed effect-size values of .2 and .5, respectively. 
The ratio of the densities serve as the relative evidence for the models from the data. C–D. The models and predic-
tions, respectively, for Team B. The alternative model stresses moderate effect sizes more so than small or large values. 
E–F. The models and predictions, respectively, for Team C. Team C used two alternatives, one in which participants 
consciously overcompensate (Mn) and second with automatic priming in the expected direction (Mp). The model Mn 

is not shown in Panel E to reduce clutter. G–H. The models and predictions, respectively for Team D. The alternative 
model in this case is too assumptive and arbitrary to be persuasive.
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Once models make predictions, it is surprisingly easy to 
compare them. We illustrate the comparison for Team A, 
whose models and corresponding predictions are shown 
in Figure 1A–B. Suppose an experiment yielded an 
observed effect size of .2. The filled circles in Figure 1B 
show how well each model predicted this result. The pre-
dicted density of this result is .261 for the no-effects model 
(M0), and it is .086 for the effects model (Ma). The ratio of 
these value is 3-to-1, and, consequently, we may state the 
evidence from the data as 3-to-1 in favor of M0 relative to 
Ma. The panels show the case for a second, different hypo-
thetical experimental result, one with an observed effect 
size of .5 (see the open circles). For this effect size, the 
predicted density values are .038 and .066, and the ratio is 
1.7-to-1 in favor of Model Ma.

These evidence ratios are simply the probability of the 
data under one model relative to that under another, 
and are called the Bayes factor [49, 51, 52]. Following W. 
Edwards et al. [20], many authors have advocated Bayes 
factors for inference in psychological research (e.g., [22, 
32, 34, 53]). Bayes factors can be interpreted as providing 
an updating factor for relative beliefs (e.g., [54, 55]). Here 
we see that the Bayes factor may be interpreted without 
reference to specific beliefs about the plausibility of one 
model or the other, as the evidence from data for two 
competing models.

Perhaps the least familiar element in this approach is 
the notion that models predict data [56]. Conventional 
models treat parameters as fixed quantities that are 
unknown before data collection. Consequently, there 
are no predictions before data are collected, and model 
comparison is complicated. With predictions, in contrast, 
model comparison is simple. Models yield predictions 
when appropriately constrained. This constraint, like all 
constraint in model specification, is subjective to some 
degree. Bayesians simply follow the subjective viewpoint 
to a logical endpoint—the point at which predictions are 
possible. Without this subjectivity, evidence remains an 
informal and difficult concept.

Element # 4: State Evidence
Much of today’s statistical landscape derives from the 
ideas of Neyman and Pearson, who framed statistical anal-
ysis as an exercise in decision making [57, 58]. In their 
view, analysts make decisions according to certain rules, 
and readers, reviewers, and editors are passive bystanders 
who check that the pro-forma rules for decision-making 
were followed. However, the whole of the decision-
making enterprise may not be necessary or helpful. As 
an alternative, researchers should be able to state finely 
graded measures of evidence from data for or against 
models. This view that evidence should be measured and 
reported without recourse to decisions has a long his-
tory in analysis. Perhaps the most famous proponent was 
Fisher [59] who considered the size of the p-value a meas-
ure of evidence against null. Hacking [60], A. Edwards 
[61], and Royall [62] have argued that likelihood ratios be 
used to measure the relative support for one model vs. 
another. In Bayesian statistics, the evidentiary view comes 
from Laplace (see [63, 64]) who argued that researchers 

should hold beliefs about the plausibility of models in 
the form of odds ratios, for example, a 10-to-1 odds ratio 
meant that the researcher believed that one model was 
10 times as plausible as the other. Rozenboom [11] clearly 
lays out the case for the evidential viewpoint in psychol-
ogy, writing:

“The null-hypothesis significance test treats 
‘acceptance’ or ‘rejection’ of a hypothesis as though 
these were decisions one makes. But a hypothesis 
is not something, like a piece of pie offered for 
dessert, which can be accepted or rejected by a 
voluntary physical action. Acceptance or rejection 
of a hypothesis is a cognitive process, a degree of 
believing or disbelieving which, if rational, is not 
a matter of choice but determined solely by how 
likely it is, given the evidence, that the hypothesis 
is true.” (p. 422–423)

If evidence were stressed over decisions, researchers 
would be free of pressure to reach particular decisions, 
and instead could concentrate on reporting the continu-
ous evidence that the data provide for the hypotheses 
under consideration. Indeed, in this manner, all resulting 
evidence values from well run experiments could poten-
tially be of interest. Those researchers who are interested 
in decision making can combine the measure of evidence 
in the data with utilities that are specified for expected 
action-outcome pairs, choosing the action that maximizes 
the expected utility [65].

Consider Team A’s analysis of the two different hypo-
thetical experimental outcomes. For each case, the team 
may simply state their assessment of the evidence, which 
is 3-to-1 for the null and 1.7-to-1 for an effect, respec-
tively. Most researchers would not be impressed with the 
1.7-to-1 support for an effect.

Team A’s equivocal result, 1.7-to-1, may seem prob-
lematic if only because the researchers went through all 
the effort of running an experiment and did not obtain 
a firm answer. In conventional frequentist frameworks, if 
Team A wishes a more decisive answer, they would need 
to start from scratch and run a new experiment. In fact, 
collecting data and then deciding whether to continue 
or stop—known as optional stopping—is known to artifi-
cially increase Type I error rates and is a prime example 
p-hacking [66]. This unfortunate property, however, does 
not hold for the Bayesian evidence approach advocated 
here. In fact, it is a straightforward consequence of Bayes’ 
rule that the Bayes factor interpretation of evidence does 
not depend on researchers intent [20, 67]. Rouder [68] 
explored this property in simulation and examined how 
Bayes factors changed with optional stopping. He showed 
that the nominal value of the Bayes factor tracked the true 
value across several different optional stopping scenarios. 
The interpretation of evidence as the ratio of predictive 
accuracy holds regardless of the sampling plan (or lack 
thereof). Therefore, Team A is free to run more subjects 
and combine them with the original sample. Matzke et al. 
[69] leverage this property when they recommend moni-
toring evidence on an observation-by-observation basis 
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and stopping when the evidence is deemed sufficient to 
draw a conclusion.

Element #5: Analysis Requires Substantive Expertise
For most researchers, statistical analysis stands apart from 
other aspects of science in two important ways. First, sub-
stantive researchers are inclined to view analysis as the 
domain of experts with special statistical skills. This treat-
ment stands in contrast to other aspects of scholarship in 
psychological science including the evaluation of theory, 
the choice of experimental manipulations, or the interpre-
tation of results, which are thought of activities for sub-
stantive psychologists. Second, analysis is seen as objec-
tive, an activity that must be carried out in accordance 
with the fixed rules set forth by the experts. In contrast, 
other aspects of research are seen as creative, insightful, 
synergistic, and scholarly. It is in this context that analysis 
is often done pro forma as a set of bureaucratic regula-
tions that must be followed en route to publications [28, 
70]. This view that analysis is a set of objective procedures 
developed by specialists without regard to substantive 
issues is counterproductive and unprincipled.

To perform productive and principled analyses, research-
ers should approach statistics much as they do the other 
research activities in psychological science. Analysis is 
a subjective activity that must be thoughtful and trans-
parent. Researchers add value through the specification 
and interpretation of models and model comparisons. It 
takes substantive expertise to choose models and their 
alternatives and to interpret evidence for these models as 
evidence for theoretical statements. Although substantive 
researchers may consult with statisticians on how to ana-
lyze various models, assuredly the bulk of the responsibil-
ity for statistical thinking must reside with the substantive 
researchers themselves, much as it does for all other 
aspects of research. Moreover, as there are many different 
ways of specifying models, the research community needs 
to embrace intellectual diversity in analysis.

A concrete example is helpful to show how intellec-
tual diversity might be manifest in practice. Suppose that 
three additional teams, Team B, Team C, and Team D are 
analyzing the same race-based priming data. They seek to 
add expertise by carefully specifying models, but they do 
so differently than Team A as follows:

Team B: After careful consideration, Team B comes up 
with one additional criteria, a stress on moderate effect 
sizes. Team B first studied comparable priming effects 
where they are known to occur, such as in other object-
priming effects (e.g., [71; 72]), and race effects in similar 
implicit tasks (e.g., [73]). This study revealed that effect 
sizes tended to cluster between .2 and .8. They specify 
the distribution shown in Figure 1C on δ as an alterna-
tive to the no-effect model. This model, referred to as Mb, 
makes the same a priori commitment that it is equally 
likely for positive and negative race-based effects, but it 
makes an additional commitment that true effect-sizes 
are more likely to be moderate rather than big or small. 
The predictions for this model are shown as the dashed-
line Figure 1D; more moderate values of effect sizes are 
emphasized.

Team C: Team C has a dilemma; the members do not 
agree on the appropriate model. One member of Team C 
worries that people will consciously overcompensate for 
any automatic effects. The result, according to this mem-
ber, may be a reverse bias where tools are identified more 
accurately following African American faces. After much 
back-and-forth, the team decides on using three rather 
than two models: Model M0, the equal-performance 
model, as well as Models Mn and Mp, models that instanti-
ate the overcompensated and undercompensated priming 
effects, respectively. Model Mp is shown in Figure 1E, and 
here the effect size is constrained to be positive. Model Mn 
mirrors that on Mp for negative effect sizes, but is omitted 
in the plot for clarity. The predictions for all three models 
are shown in Figure 1F.

Team D: Team D decides to use Cohen’s notion of a 
small effect size to set the alternative. They assume that 
if there is an effect, it would be positive and small, and 
consequently set δ = .2. The specifications and predictions 
of this model are shown as dashed lines in Figure 1G–H, 
respectively.

All four teams are now in the position to state evidence 
for their models. They may compare predicted densities at 
observed effect sizes and compute evidence ratios as Team 
A did. Table 1 provides the results for the two hypotheti-
cal experimental outcomes.

Figure 1 and Table 1 show a diversity of models and 
results. Different teams reach different numerical values 
of the evidence they provide for theoretical statements 
and these vary appreciably. Some readers may under-
standably feel such variation is undesirable. To see why 
this variation is reasonable, and indeed desirable, con-
sider the following interrelated points: 1. It is necessary to 
instantiate theory as a set of competing models, and this 
instantiation is a creative, innovative, value-added activity. 
A diversity of models even for the same theory should be 
embraced as part of an intellectual richness rather than 
be the subject of some arbitrary homogenization under 
the euphemism of convention. If we accept such diver-
sity in modeling, then model-comparison results will also 
necessarily vary, much as they do in Table 1. There is no 
reason to fear such diversity so long as researchers are 
explicit and transparent about their modeling choices. 2. 
Evidence, while interpreted as assessment of theory, must 
be understood in the context of specific models. Evidence 
is not an objective property of data; rather it is also a func-
tion of the models, which in turn depend on the questions 
being asked and the context in which they are considered 
[53]. Evidence is neither unitary nor objective, and expec-
tations to this effect are fruitless. 3. Variation in modeling 

Evidence for M0 to alternative model

Team A Team B Team C Team D

δ� = .2 3.0-to-1 4.0-to-1 1.9-to-1* 1-to-1.5

δ� = .5 1-to-1.7 1-to-2.6 1-to-3.9* 1-to-4.2

Table 1: Bayes factors (evidence ratios) from the four 
teams for two hypothetical data sets.

* Evidence is M0 to Mp, the best alternative.



Rouder et al: Subjectivity in Analysis Art. 6, page 7 of 12

is no different in kind than variation in all other aspects 
of research. For example, it is expected that no two labs 
would operationalize a theory exactly the same way or 
select the same exact design or even test the same number 
of participants. This variation is not considered problem-
atic in general, and we as a scientific community continu-
ally evaluate the appropriateness of one another’s choices. 
This type of evaluative process may be practiced just as 
effectively for modeling choices. Analysis should be prac-
ticed and evaluated like all other aspects of research, as a 
subjective expertise-added endeavor upon which reason-
able people may show variation.

Element #6: Readers Evaluate Results
One aspect of modern practice of statistics in psychology 
is that it entails almost no formally-defined responsibility 
for readers. Because models are not often discussed, and 
because readers are forced by conventional rules to honor 
researchers’ decisions assuming that they are made in 
accordance with the rules, readers have little to do other 
than note rejection and fail-to-reject decisions. Readers of 
course exercise judgment, but they do so outside the rules 
of statistical analysis.

In our framework, readers have a formal role of active 
evaluation of the statistical analyses. Researchers add 
expertise by instantiating theories as models, compar-
ing target models against carefully chosen alternatives, 
and by reinterpreting the evidence for one model relative 
to another as statements about the plausibility of theo-
ries. Readers should actively evaluate all of these steps, 
say, whether the models well instantiate the theory and 
whether the alternative models offer a suitable contrast. 
Moreover readers should form their own opinion about 
the impact and interpretation of the evidence.

As readers, we would find the choices of Team A, B, and 
C broadly defensible and appropriate, and, consequently, 
find the reported evidence values interpretable and rel-
evant to the evaluation of the theory. By the same token, 
we find the alternative used by Team D to be inappropriate 
and unjustifiable. The problem is that there is no theoreti-
cal defense for specifying an effect to be at a single point 
with a seemingly arbitrary value. The model provides overly 
rigid constraint on the data, and in this regard, it is not judi-
cious. As a consequence, we would find the evidence to be 
less interpretable for the evaluation of theory. As readers, 
we would also form our own opinion of the Bayes factors. 
In the case of the results above which were obtained in a 
within-subjects design, we would not be content with the 
relatively small values. We would hope that follow-up work 
focuses on providing clearer results, especially considering 
that data of this type are relatively easy to obtain.

Critiques
We consider two critiques of the Bayesian/subjectivist 
approach:

Critique 1. Researchers rarely have enough background 
knowledge to specify models that predict data. In prac-
tice, their models may be too arbitrary, and the resulting 
evidence values are too subjective for the assessment of 
theory.

We think such a critique is overstated for the following 
reasons:

 I.	 Researchers, reviewers, and readers have much 
background knowledge they may bring to bear [53]. 
In the examples in this paper, for instance, models 
are specified on an effect-size parameterization. The 
community of researchers has much insight into 
the size of effects (on the effect-size metric) should 
they occur. For example, effect sizes frequently fall 
between .1 and 1, and we can call this a common 
range. An effect model that did not put much pre-
dictive mass on this range and instead favored a 
different range, say one with effect sizes between 
10 and 20, would be difficult to justify. This type 
of background knowledge exists for several depend-
ent measures (RT, ERP voltages, fMRI signals) and 
across numerous domains.

II.	 To help researchers with the task of specifying alter-
native models, we recommend a set of default mod-
els that are broadly applicable for many situations, 
especially ones where the researcher may have little 
guidance to make stronger commitments. Team A in 
Figure 1A uses the default model originally recom-
mended by Jeffreys [49] and advocated by Rouder 
et al. [34]. We do not recommend a single default 
model, but a collection of models that may be tuned 
by a single parameter, the scale of the distribution 
on effect size. Figure 2, left side, shows the default 
model with four different settings of scale, from  
10 (upper left) to .02 (lower right). Settings of scale 
over 1 seem unnecessarily wide as then encompass 
too much mass on impossibly large effect sizes, say 
those of 10. Likewise, settings smaller than .2 are unec-
essarily narrow as they do not give enough credence  
to effect sizes normally observed in well-executed 
behavioral-psychology experiments. Values of scale 
between .2 and 1.0 seem appropriate for many com-
mon experiments. The value used by Team A in Figure 
1A, .707, is perfectly reasonable in most contexts. The 
right panel of Figure 2 shows the effect of the choice 
of scale on the resulting Bayes factor. There certainly is 
an effect of scale. The largest effects occur for t = 0, and 
changing the scale from .2 to 1.0 increases Bayes fac-
tors from 5-to-1 for the null to 10-to-1 for the null. This 
factor characterizes the top of the range of variation 
we may expect from different reasonable specifica-
tions at moderate sample sizes. Perhaps more impor-
tantly, Bayes factors depends far less on reasonable 
variation in scale than it does on the observed t-value. 
Differences in observed t-value affects the Bayes factor 
by orders of magnitude, and this range dwarfs that for 
variation in scale (see also [52]).

		  In summary, variation in inference from model 
specification is expected and, in our opinion, rela-
tively modest for reasonable choices. In our opinion, 
not only is this variation acceptable and appropriate, 
it is less than variation from other subjective aspects 
of research including the choice of procedures, 
materials, and subject pools.
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III.	Researchers may explore a number of models of 
the same theory without penalty. For example, we 
could have constructed a “big effect” alternative, 
say with a scale of 1.0, and a “small effect” alterna-
tive, say with a scale of .2. The evidence for these 
models can serve as brackets on the range of evi-
dence from the data. Models are simply models, and 
many may be used to understand the evidence for 
a phenomena (see [74], for a related perspective).

IV.	 Although analyses would be considerably simpler 
if one could somehow avoid specification of alter-
native models, we believe the only path to princi-
pled inference is to consider multiple models that 
predict data. Methods that consider only a null 
model, such as significance testing, overstate the 
evidence for effects because they cannot appropri-
ately account for the flexibility of having an alterna-
tive that makes no predictions against a null that 
makes firm predictions [20, 22, 75, 76]. It is these 
overstatements which have contributed in part to 
the current methodological crisis.

 V.	 We believe that psychological scientists can rise to 
the challenge of constructing models that predict 
data, and can cogently defend these constructions 
with recourse to theory, previous results, and com-
mon sense. Not only can we do it, we have peer 
review to check that individual authors have done a 
good job constructing and defending their models.

Critique 2. It seems difficult to compute the predictions 
of models. Computation of predictions involves integrat-
ing out all the parameters, and such a task becomes dif-
ficult in high-dimensional models. Indeed, the compu-
tation of Bayes factors is a difficult and topical area of 
Bayesian statistics [77]. Many researchers might not have 
the skills to integrate out any parameters much less those 
in high-dimensional space. In contrast to, say, sums-of-
squares computations, computation of model predictions 
may be formidable.

It is with these computational difficulties in mind that 
we have proposed default models. As all default choices, 
they may not be appropriate for all possible cases, and we 
look forward to new choices in future development [53, 
78]. But the default priors work well in the usual types of 
experiments, especially if the scale parameters are tuned. 
At the time of this writing, we have proposed default mod-
els for t-tests [54, 34], ANOVA [79, 80], regression [81], 
and correlations [82]. For these default models, conveni-
ent algorithms for the Bayes factor evidence ratios exist 
and are implemented in easy-to-use software. These are 
Rouder’s website for t-tests and regression pcl.missouri.
edu/bayesfactor; Morey and Rouder’s Bayes factor pack-
age for R (BayesFactor Package, Morey & Rouder, 2014); 
and the new SPSS clone, JASP (JASP Team, 2016, jasp-stats.
org. Development of these tools is ongoing, and they are 
now sufficiently rich to support inference in wide variety 
of common experimental settings. Hence, with a modest 
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amount of time and effort, it is possible to compute Bayes 
factors across a wide variety of settings.

Conclusion
An integrated, comparative modeling viewpoint provides 
a principled and transparent approach to statistical prac-
tice. This approach is intellectually far more satisfying and 
honest than current significance-test approaches based 
on the myopic consideration of one hypothesis in isola-
tion [83]. Emphasis is placed on models as theoretically 
motivated statements of constraint in data. The main ana-
lytic activity is model comparison in which evidence for 
one model over another is stated as a relative quantity, 
and this evidence is defined as how well one model pre-
dicts observed data relative to another model. If a model 
and its alternatives are appropriate instantiations of theo-
ries, then statements of relative evidence about models 
may be interpreted as statements of relative evidence 
about theories. The critical and innovative part of the 
endeavor is in specifying appropriate, compelling models 
that are sufficiently constrained to predict structure in 
data. These specifications will necessarily be subjective, 
and the subjective element is informed by expertise and 
common sense rather than being formulaic and bureau-
cratic. Scrutinizing how well models instantiate theories 
is part of the reader’s responsibility, and they are invited 
to do so through the lens of their expertise and common 
sense as well.
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Notes
	 1	 The Wikipedia entry, en.wikipedia.org/wiki/Sally_Clark 

provides an overview Sally Clark’s case.
	 2	 The point null of δ = 0 is not the only instantiation 

of a no-effects model. One could take δ on a small 
interval around zero as the null. The general approach 
works similarly, and the details are provided in Morey &  
Rouder [54].
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