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Although much is known about the psychoacoustics 
of pitch and loudness, the auditory perception of sound 
quality is relatively poorly understood. Our insufficient 
information about how listeners assess the quality of a 
given acoustic signal is a particular problem in the study 
of voice. Voice quality has been implicated as a percep-
tual cue in studies of lexical access and spoken word 
recognition (Goldinger, Pisoni, & Logan, 1991; Nygaard 
& Pisoni, 1998), many aspects of prosody (e.g., Cutler, 
Dahan, & van Donselaar, 1997), and animal communica-
tion (e.g., Fitch, Neubauer, & Herzel, 2002; Volodina, 
Volodin, Isaeva, & Unck, 2006). A clinician’s judgments 
about voice quality are also essential in caring for pa-
tients with voice disorders (e.g., Colton, Casper, & Leon-
ard, 2005; Gerratt, Till, Rosenbek, Wertz, & Boysen, 
1991). However, our ability to elucidate the role played 
by the voice in these functions is limited by a lack of un-
derstanding of the psychoacoustic nature of voice qual-
ity. Most studies rely on correlations between acoustic 
measures and listeners’ ratings of voices on scales for 
attributes such as breathiness and roughness (e.g., Kemp-
ster, Gerratt, Verdolini Abbott, Barkmeier-Kraemer, & 
Hillman, 2009; Kreiman, Gerratt, Kempster, Erman, & 
Berke, 1993; Shrivastav, 2003), but this approach is un-
dermined by concerns about listener reliability, by lack 
of evidence concerning the psychological reality of the 
rating scales, by lack of theoretical models motivating 
the choice of acoustic measures, and by the inability 
of such experiments to demonstrate that changes in the 
acoustic parameter actually cause the correlated changes 
in voice quality.

Speech synthesis offers a means of directly testing hy-
potheses about the relationship between acoustic param-
eters and voice quality perception; thus, it provides one 
possible solution to these difficulties. Synthesis software 
typically provides control over some aspects of the voice 
source. For example, the well-known Klatt synthesizer 
includes parameters that control fundamental frequency 
( f 0), the amplitudes of voicing pulses and of aspiration 
noise, the percentage of time during which the vocal folds 
are open during a phonatory cycle, and overall spectral tilt 
(Klatt, 1980; Klatt & Klatt, 1990), with additional param-
eters (FL, DI) controlling cycle-to-cycle variations in f 0 
and/or amplitude. However, the limited number of fixed 
parameters controlling the shape of the individual source 
pulses in such systems (five in the Liljencrants–Fant [LF] 
source model, Fant, Liljencrants, & Lin, 1985; six in the 
KGLOTT88 source model, Klatt & Klatt, 1990) in turn 
limits their ability to capture many of the details of natu-
rally occurring vocal sources (Bangayan, Long, Alwan, 
Kreiman, & Gerratt, 1997; Henrich, d’Alessandro, & 
Doval, 2001). Alternative synthesis approaches using 
vocoders (e.g., the Straight analysis–synthesis system; 
Kawahara, 1997) have the flexibility to capture fine 
acoustic details, but at the cost of a very large number of 
parameters that are hard to interpret acoustically, physi-
ologically, or perceptually. The present article describes 
the UCLA voice synthesizer, a tool for analysis and syn-
thesis of voice quality that addresses these theoretical and 
methodological concerns. This description presupposes a 
basic knowledge of the variables involved in speech anal-
ysis and synthesis and is aimed primarily at researchers 
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Technical Details
UCLA voice analysis and synthesis software comprises 

three separate but integrated programs: an interactive in-
verse filter, an interactive formant synthesizer with ex-
tensive source-manipulation capabilities, and an acoustic 
analysis program featuring a wider-than-usual selection of 
measures of voice. When a new case is inverse filtered, the 
software automatically estimates starting synthesis values 
for the source and vocal tract models and creates all of 
the needed input files and directories, along with the ap-
propriate subdirectories for the voice in question. This in-
tegrated approach to analysis and synthesis distinguishes 
this software from other programs that parameterize the 
voice source but do not synthesize (e.g., TKK Aparat; 
Airas, 2008), or that synthesize but require the user to es-
timate and input parameter values (e.g., KLSYN; Klatt & 
Klatt, 1990).

The software operates under Windows (XP or later, 
although the C  code could also be compiled to run 
under Mac OS or Linux) and requires a sound card. Only 
the inverse filter and voice synthesizer are described here. 
The acoustic analysis program is documented (along with 
additional details of the inverse filter and synthesizer) in 
the manual available on the software Web site. 

During software development, a number of standard 
validation studies were undertaken to ensure accuracy. 
These included reverse-analyzing synthetic voice signals 
to recover the input source pulse shapes and spectra, for-
mants, and bandwidths, f 0 and amplitude contours, and 
noise spectra. When possible, output was compared with 
results from comparable algorithms in MATLAB. In sev-
eral other studies, natural voice samples were copy syn-
thesized to form the best possible matches to the original 
tokens. These synthetic samples were presented to listen-
ers, who were unable to distinguish the natural and syn-
thetic tokens in a same/different (A/X) task (Gerratt & 
Kreiman, 2001; Kreiman & Gerratt, 2005), confirming 
the validity of the analysis–synthesis process. Additional 
studies demonstrating the synthesizer are described in the 
Application Examples section at the end of this article.

THE ANALYSIS AND  
SYNTHESIS PROCESSES

Recording Voice Samples for Inverse Filtering
Voice recording for inverse filtering must preserve 

phase relationships among the different spectral compo-
nents in order to recover the shape of the glottal pulse 
(or its derivative, referred to as the flow derivative) ac-
curately in the time domain. Voices for our own studies 
are transduced with a 0.5-in. Brüel and Kjær condenser 
microphone (model 4193; Norcross, GA) and directly 
digitized. Signals are sampled at 20 kHz, with 16-bit res-
olution. They are subsequently downsampled to 10 kHz 
for analysis (all algorithms currently assume a 10-kHz 
sample rate). However, signals may also be recorded using 
a pneumotachographic mask and a differential pressure 
transducer, as described by Rothenberg (1973, 1977). This 
method has a poor high-frequency response, but provides 

studying voice, speech, and other vocal behavior. Exten-
sive tutorial descriptions of these variables and functions 
are included in the user’s manual that accompanies the 
software.

The synthesizer provides two approaches to paramet-
ric source modeling: a low-dimensional time-domain ap-
proach and a spectral-domain approach, whereby users 
can define as many or as few parameters as are needed to 
achieve the desired result. The latter functionality is, to 
our knowledge, unique among currently available voice 
synthesizers. Further, because the synthesizer operates in 
near real time, it can easily be applied in studies that as-
sess the importance of specific acoustic parameters to per-
ceived voice quality, either in method-of-adjustment tasks 
(Gerratt & Kreiman, 2001) or as a tool for creating series 
of stimuli for testing just-noticeable differences (JNDs). 
The software is provided as open-source freeware. C  
code, executable files, documentation (including tutorial 
material on voice acoustics, analysis, and synthesis), and 
two sample voices (one male and one female) are avail-
able for free download at the Psychonomic Society sup-
plemental archive or at www.surgery.medsch.ucla.edu/
glottalaffairs/.

OVERVIEW OF THE  
ANALYSIS–SYNTHESIS PROCESS

The UCLA voice synthesizer is a formant synthesizer, 
specialized for accurately modeling a wide range of voice 
qualities, including matching of personal quality. This 
synthesizer differs from other formant synthesizers in 
the precision with which the source can be modeled and 
in the integration of analysis and synthesis functions. It 
also differs from other synthesizers in that it is limited at 
present to modeling vowels with steady-state resonances, 
although details of the vocal source function and its insta-
bilities can be modeled in great detail.

The synthesizer is based on the source/filter theory of 
speech production (Fant, 1960). In source/filter theory, 
vibrations of the vocal folds (the glottal source) excite the 
resonances of the vocal tract above the vocal folds (often 
modeled as an all-pole filter, shaping the input glottal 
source). The resulting voice signal is radiated outward 
from the lips (modeled by a differentiator, which increases 
the output sound energy level by 6 dB/octave). Following 
this model, synthesizing a voice requires an estimate of 
the glottal source and the vocal tract resonance frequen-
cies (with associated bandwidths) as input. To recover the 
glottal source from a recorded audio signal, the vocal tract 
transfer function is canceled by applying an all-zero filter 
to the speech signal (the inverse of the vocal tract model; 
hence the name inverse filtering). This process removes 
the effects of the transfer function from the signal, leav-
ing behind an estimate of the glottal-flow derivative. If the 
acoustic effects of sound radiation from the lips are also 
canceled by integration, an estimate of the actual glottal 
pulse shape is generated. These parameters are estimated 
in the inverse-filter program and then exported to the syn-
thesizer program, as described below.
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the source and vocal tract parameters. There is no way 
to know with certainty that the inverse-filtering process 
has recovered the “true” or “correct” shape of the glot-
tal pulses, even when conventional criteria for success 
are met. However, the main purpose of this process is to 
generate preliminary parameter estimates for the synthe-
sizer. In that context, accuracy (however defined) is not 
a primary concern. Pulse shapes can be manipulated in 
the synthesizer, so the synthetic voice sample matches the 
target voice in quality, but the relationship of these percep-
tually validated pulses to underlying physiological vocal 
function remains unknown. 

Synthesizing a Voice
Overview. Figure 2A shows the synthesizer interface, 

and Figure 2B shows details of the toolbar. The process 
of generating the initial synthetic version of a voice is 
nearly automatic and takes less than 1 min. The first step 
is to smooth and parameterize the glottal waveform that 
has been imported from the inverse filter. This is accom-
plished by fitting an LF model to the output of the inverse 
filter (“A” in Figure 2A). Next, f 0 is tracked on the natural 
voice sample, and the track is imported to model slow 
changes in f 0 and amplitude (the pitch contour; vibrato or 
tremor). The spectral shape of the inharmonic part of the 
source (the noise excitation) is then estimated and mod-
eled. Sliding cursors controlling these values are labeled 
“D” in Figure 2A. Finally, parameters are combined with 
an initial vocal tract model (imported from the inverse 
filter) to synthesize a preliminary version of the voice. 
The vocal tract model is labeled “B” in the figure, and 
the voice spectrum is labeled “C.” All the synthesizer pa-
rameters can then be adjusted as needed to improve the 
acoustic and perceptual match of the synthetic token to 
the original voice. Each of these steps is described in more 
detail in the following sections.

Modeling the harmonic vocal source. Because ac-
curate modeling of the voice source is an essential part of 
accounting for variations in voice quality (e.g., Anantha-
padmanabha, 1984; Karlsson, 1991), the voice synthesis 
process begins by generating an estimate of the harmonic 
vocal source. If the goal is to model a specific voice, this 
can be accomplished through inverse filtering the target 
voice sample, as described in the previous section. A 
source can also be imported from outside the program 
(for example, as a list of values in a text editor). Alterna-
tively, one of the supplied sample voices can be opened in 
the synthesizer, and its source can be edited (as described 
below) until it has the desired characteristics. 

Despite an experimenter’s best efforts at inverse filter-
ing, the recovered glottal flow waveform often includes 
ripples, bumps, and other theoretically undesirable—but, 
in practice, unavoidable—features. One common ap-
proach to coping with this situation is to fit the output of 
the inverse filter with a theoretical model of the glottal 
flow pulse. In practice, substituting the modeled flow for 
the experimentally derived flow eliminates errors, wig-
gles, bumps, and excess high-frequency formant ripple 
and attendant high-frequency distortion, while preserv-

accurate information about low-frequency components of 
the airflow that arise when the glottis fails to close com-
pletely. In our experience, loss of high-frequency infor-
mation from flow-mask data and resulting difficulties 
estimating vocal tract resonance frequencies have proven 
to be far more problematic than is contamination by low-
frequency noise in microphone signals. For this reason, 
we will not discuss flow-mask data any further here, al-
though procedures for analyzing such data are described 
in the software manual.

Inverse Filtering the Voice Signal
The inverse-filtering protocol uses the method de-

scribed by Javkin, Antoñanzas-Barroso, and Maddieson 
(1987). Formant frequencies and bandwidths are esti-
mated by using linear predictive coding analysis. Because 
a successful result depends mostly on correctly specify-
ing values for formant frequencies and bandwidths, the 
inverse filter features an interactive process whereby users 
can manipulate resonances by clicking and dragging the 
peaks on the spectral display, by dragging sliding cursors 
to change resonance frequencies or bandwidths, or by typ-
ing new values into a table (Figure 1). Formants can also 
be added or deleted either by pointing to the desired loca-
tion in the spectral display and clicking or by typing the 
desired values into an empty cell in the table. In all cases, 
the impact of changes on the recovered glottal pulse is 
apparent in real time as manipulations are made, so that 
it is easy to determine when the best possible outcome 
(usually defined as an output pulse with minimal residual 
formant ripple and a smoothly decreasing source spec-
trum conforming to theoretical expectations; Fant, 1979) 
has been achieved. 

Figure 1 illustrates this process. Figure 1A shows pre-
liminary analysis results based on automatic measures of 
formant frequencies and bandwidths. The trace labeled 
“A” represents the glottal waveform, “B” is the glottal-
flow derivative, and “C” shows the spectrum of the flow 
derivative. This result is not very satisfactory: A large 
amount of ripple remains in the flow derivative, and the 
flow derivative spectrum does not decrease as smoothly 
as one would expect. An examination of the formant val-
ues in the top left panel of the figure (“D”) shows the 
reason for this: A resonance has incorrectly been placed 
at 441 Hz, below the true first formant (F1) at 837 Hz. 
Excess ripple like this is nearly always caused by the pres-
ence of a spurious low-frequency resonance in the vocal 
tract model. Such large errors can also be identified based 
on phonetic knowledge (a typical F1 value for the vowel 
/ / is about 700–800 Hz). In addition, a vowel synthesized 
with these formant frequencies will have an obviously in-
correct vowel quality. When this resonance is deleted (by 
double right-clicking), the result improves dramatically 
(Figure 1B). Other examples of such manipulations are 
included in the software manual.

When the inverse filtering result is satisfactory, users 
can issue a “save” command, which creates the directo-
ries needed by the synthesizer and saves files containing 
the original voice sample and preliminary estimates of 
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A

B

Figure 1. The inverse-filtering process. (A) Initial output of the analysis. (B) When the spurious low-frequency resonance is removed, 
the inverse-filtering result improves significantly. In each panel, the curve labeled “A” is the glottal waveform; “B” is the glottal-flow 
derivative; “C” shows the spectrum of the flow derivative; and “D” shows the resonance and bandwidth frequencies used to construct 
the filter.
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Many time-domain source models have been proposed 
to model patterns of glottal opening and closing or to 
characterize changes in airflow through the glottis over 
time (for reviews, see Fujisaki & Ljungqvist, 1986; Ní 
Chasaide & Gobl, 1997). The present synthesizer uses a 

ing most of the important features of the pulse shapes. 
Experiments with synthetic voices have further shown 
that smoothing with a theoretical model increases the 
accuracy with which various parameters of the glottal 
source can be estimated (Strik, 1998).

A

B

Figure 2. The synthesizer interface. (A) The work window. (B) Detail of the toolbar. Time-domain source manipulations are accom-
plished by clicking and dragging the different Liljencrants–Fant parameters, which are plotted with dots on the flow derivative pulses 
in the middle right frame in the synthesizer window (labeled “A” in Figure 2A). “B” shows the vocal tract model, and “C” shows the 
superimposed spectra of the natural and synthetic voices. Adjustments can be made to vocal tract resonances and bandwidths, the 
noise-to-signal ratio, jitter level, and/or shimmer level, either by sliding the appropriate cursor or by typing the desired value into the 
appropriate cell in the table, labeled “D.” See the text for more discussion.
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shimmer with a harmonics-to-noise ratio or with a bundle 
of measures representing the relative noise components 
in different frequency bands (e.g., Michaelis, Gramss, & 
Strube, 1997; Yumoto, Gould, & Baer, 1982).

In the synthesizer, the inharmonic part of the source 
(the noise excitation) is estimated through application of 
a cepstral-domain comb filter (i.e., a lifter, like that de-
scribed by de Krom, 1993; see also Qi & Hillman, 1997). 
Cepstral analysis is performed on a 204.8-msec segment of 
the original voice sample. The f 0 is estimated using an al-
gorithm based on Pearson correlations between successive 
cycles and is used to construct a lifter to remove the “rah-
monics” (the cepstral-domain equivalent of harmonics). 
This process filters out the periodic energy in the voice, 
leaving only the noise. The residual signal is transformed 
back into the frequency domain, producing the spectrum 
of the noise component of the voice. Finally, the estimated 
noise spectrum is smoothed and fitted with a piecewise 
linear approximation, the number of pieces being speci-
fied by the user. A 100-tap finite impulse response filter is 
synthesized for the noise spectrum, through which white 
noise is passed to create a spectrally shaped noise time 
series. It is also possible to import a specific desired noise 
spectrum, or to copy the noise spectrum from one voice 
to another. Other currently available synthesizers do not 
allow users similar control over the noise spectrum. For 
example, KLSYN models the inharmonic source via the 
parameter AH, which controls the level of spectrally flat 
noise added to the harmonic source.

Jitter (in percent) is modeled using a shape-preserving 
interpolation algorithm that expands or contracts the glot-

slightly modified version of the popular LF model (Fant 
et al., 1985), which parameterizes the derivative of the 
glottal-flow waveform.1 Modeling glottal pulses in the de-
rivative rather than in the time domain has the advantage 
that acoustically important rapid changes in pulse shape 
around the time of glottal closure are emphasized. In par-
ticular, the rate and moment of glottal closure and the tim-
ing of peak airflow are easy to specify in this model. The 
LF model is fitted to the output of the inverse-filter by it-
erative least-squares minimization performed on major 
features of the time-domain LF curve (Figure 3). The 
spectrum of the LF-fitted pulse is calculated and displayed 
(shown as “A” in Figure 3), along with the raw output of 
the inverse filter and the LF-fitted pulse (shown as “B”). 
These data serve as starting values for source modeling.

Modeling the inharmonic voice source. Because the 
human voice is not perfectly periodic, accurately mod-
eling the voicing source requires modeling of both har-
monic (periodic) and inharmonic (noise) components of 
the glottal excitation. Noise components contribute sub-
stantially to acoustic excitation of the vocal tract and are 
an important part of a complete source model.

Traditionally, two sources of spectral noise have been 
distinguished. The first is noise related to irregularities 
in vocal-fold vibration ( jitter and shimmer, representing 
random variability in the period and amplitude of glottal 
pulses, respectively; see, e.g., Baken, 1987, for a review). 
Noise also emerges due to turbulence generated during the 
open phase of the glottal cycle and/or flow through a per-
sistent glottal gap (especially for female and pathological 
voices). Noise is often measured separately from jitter and 

Figure 3. The Liljencrants–Fant (LF) model fitting process. The spectrum of the LF-fitted pulse is calculated and displayed (shown 
as “A”) along with the raw output of the inverse filter and the smooth, LF-fitted pulse (“B”).
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pulse. A glottal pulse is then generated and upsampled 
by a factor chosen by the user; the default is 4, resulting 
in a sampling rate of 40 kHz. This pulse is stretched or 
compressed according to the f 0 desired for that cycle. The 
process repeats until the complete f 0 time series has been 
calculated, at which point it is downsampled to 10 kHz. 
(Pulses can also be downsampled, one by one, when it is 
important to preserve the exact location of LF features; 
see the manual for details.) The overall effect is equivalent 
to digitizing an analog pulse train with pulses of the exact 
desired frequencies at the fixed 10k sample rate.

The LF pulse train is added to the noise time series to 
create a complete glottal source time series. The ratio of 
noise to LF energy (the noise-to-signal ratio) is set to the 
default value of 25 dB. Finally, the complete synthesized 
source is filtered through the current vocal tract model 
to generate a preliminary version of the synthetic voice. 
At any point in this process, the synthetic and/or natural 
stimuli can be played individually or as a pair by clicking 
the appropriate “play” button (Figure 2B).

MODIFYING THE SYNTHETIC VOICES

After a synthetic voice has been created (or a case 
opened), the operator is able to adjust all parameters to 
modify the voice as desired. These modifications can 
serve a number of purposes, including creation of stimuli 
to test listeners’ sensitivity to different acoustic param-
eters and their assessment of the accuracy and validity of 
acoustic measurement techniques. Some of these applica-
tions are described later in the present article.

tal pulses to obtain the desired amount of random fre-
quency perturbation. The shimmer parameter varies the 
amplitude of each glottal pulse by applying a random gain 
to obtain the specified level of random amplitude pertur-
bation (in dB).

Modeling intonation and loudness contours. The 
third step in voice modeling is assessment of long-term pat-
terns of f 0 and amplitude modulation (i.e., pitch and loud-
ness variability). Several approaches are available. f 0 and 
amplitude can be tracked within the synthesizer, and the 
contours (labeled “A” and “B” in Figure 4, respectively) 
can be smoothed to a degree specified by the user. In most 
cases, this provides a very good match to the overall pro-
sodic shape of the natural voice sample. Alternatively, pitch 
and/or amplitude tracks can be imported from outside the 
synthesizer to create a specific desired contour, or users can 
model the contours using two synthetic tremor models (one 
that models sinusoidal modulations and one that provides 
more irregular pitch contours).

Modeling the vocal tract filter. Finally, users model 
the vocal tract response by specifying formant frequencies 
and bandwidths. Initial values are usually imported from 
the inverse filter or from a file created in a text editor.

Synthesizing the voice. Because the synthesizer sam-
pling rate is currently fixed at 10 kHz, the following pro-
cedure is applied to overcome quantization limits on mod-
eling f 0. First, a plot of f 0 versus time is generated for the 
duration of the 1-sec token to be synthesized, taking into 
account the desired pitch contour, tremor, jitter, and shim-
mer. For each successive glottal pulse, f 0 is determined 
by interpolating this curve at the starting instant for that 

Figure 4. Modeling f 0 (“A”) and amplitude (“B”) contours. The top frames show the unsmoothed output of the pitch and amplitude 
trackers, the middle frames show the smoothed pitch and amplitude tracks, and the bottom frame shows the residuals.



VOICE ANALYSIS AND SYNTHESIS SOFTWARE    1037

modeling voices, particularly when pathology is present, 
and is a major feature that differentiates this synthesizer 
from others that are currently available.

Figure 5 shows the procedure for manipulating the 
voice source in the spectral domain. The amplitude or 
slope of an individual harmonic or a group of harmonics 
is manipulated by first selecting the desired harmonics, 
which are then connected by a line segment (indicated by 
an arrow in panel A of Figure 5). Users then click and 
drag the line segment to raise or lower either endpoint, 
thus changing the slope of that group of harmonics. The 
resulting increase in the amplitude of the first harmonic in 
this example is indicated by an arrow in panel B. The slope 
of the line segment (in dB) will appear in the upper right 
corner of the synthesis window (labeled “C” in Figure 5). 
Alternatively, it is possible to change the slope of a seg-
ment to obtain a specific target value by typing the desired 
value into cell C and then clicking the line segment. Users 
can also raise or lower the segment as a whole to change 
the absolute amplitudes of all of the selected harmonics, 
while preserving their relative amplitudes. The same pro-
cedures apply when manipulating any number of harmon-
ics or the entire spectral slope at once. Any number of seg-

Modifying the Vocal Source
The synthesizer allows the source to be manipulated 

in both the time and spectral domains. Time-domain ma-
nipulations are accomplished by clicking and dragging the 
different LF parameters, which are plotted with dots on 
the flow-derivative pulses in the top right frame in the syn-
thesizer window (labeled “A” in Figure 2A). However, it 
is often desirable to edit the harmonic voice source in the 
spectral domain as well as (or instead of) in the time do-
main. Although theoretical correspondences between LF 
model parameters and details of source spectral shape have 
been investigated (Fant, 1995; Ní Chasaide & Gobl, 1997), 
in practice, it is quite difficult to manipulate combinations 
of LF parameters in the time domain to achieve a specific 
desired spectral change. Further, although the LF model 
can accommodate a wide variety of source functions, it 
is not so flexible that it can model the complete range of 
glottal pulse shapes that occur even among normal speak-
ers (Henrich et al., 2001; Shue, Kreiman, & Alwan, 2009). 
For these reasons, the synthesizer permits the source to be 
modified in the frequency (spectral) domain as well as in 
the time domain. This increased flexibility with respect 
to source shapes greatly improves accuracy and ease of 

Figure 5. Manipulating the voice source in the spectral domain. In this example, the first two harmonics have been selected, as indi-
cated by the line segment in panel A, and the amplitude of the first harmonic has been increased, as shown by the arrow. The increase 
in harmonic amplitude is indicated by a second arrow in panel B. Panel C shows the derivative of the glottal pulse corresponding to 
the spectrum in A. The slope of the line segment (in this case, 9.409 dB) appears in the cell labeled “Source Spectral Slope” in the up-
permost right corner of the synthesis window.
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partially to blame for this situation, but lack of a method 
for assessing the perceptual salience of specific acoustic 
parameters independent of other parameters has also im-
peded theoretical development. Because the voice synthe-
sizer allows manipulation of parameters in discrete steps 
of a specific size, it is ideal for creating stimuli for use 
in studies examining the perceptual importance of spe-
cific acoustic parameters, thus addressing both of these 
concerns. It is impossible for speakers to spontaneously 
produce such stimuli, because they cannot vary individual 
vocal parameters with any precision or without covarying 
something else; for example, untrained speakers are gen-
erally unable to modify pitch without changing loudness 
at the same time, or modify loudness without changing 
pitch.

The voice synthesizer provides two options for studying 
voice quality experimentally, both of which can provide 
direct evidence of listeners’ sensitivity to any parameters 
under study. First, users can create stimuli by systemati-
cally varying a parameter or parameters, saving the re-
sulting audio files, and then using these sounds to test 
listeners’ sensitivity, to compare the perceptibility of an 
attribute in different contexts, and so on. Eight sets of such 
stimuli (four representing a male talker, four representing 
a female talker) are included in the online supplementary 
materials database. Details of these stimuli are given in 
Table 1. For each sex, the first series demonstrates changes 
in relative amplitudes of the first two harmonics (H1–H2; 
four steps); the second demonstrates changes in the f 0 
contour (four different contours); the third demonstrates 
changes in the overall slope of the harmonic source spec-
trum (four steps); and the fourth demonstrates changes in 
the noise-to-harmonics ratio (four steps).

We have undertaken several experiments using this ap-
proach. For example, we asked native speakers of Guja-
rati (an Indo-Aryan language that uses such phonatory 
contrasts to signal different word meanings; Fischer-
 Jörgensen, 1967), Thai (which contrasts lexical tones, but 
not phonation types), Mandarin Chinese (which contrasts 
tones that are also characterized by allophonic changes in 
phonation; Belotel-Grenié & Grenié, 2004), and English 
(which uses neither contrast) to distinguish stimuli that 
differed only in H1–H2 (Kreiman, Gerratt, & Khan, 2010). 
We found that Gujarati and Mandarin speakers are sig-
nificantly more sensitive to these contrasts than are either 
English or Thai speakers, indicating that learning during 
language acquisition affects perceptual sensitivity with re-

ments can be created, including any number of harmonics, 
allowing precise control over the spectral details of the 
source excitation. To our knowledge, other synthesizers 
do not allow such precise modification of source spectra. 
For example, the TL parameter in KLSYN alters the over-
all spectral slope in units of dB down from 3 kHz.

Modifying the Inharmonic Voice Source
Adjustments can be made to the noise-to-signal ratio, 

jitter level, and shimmer level, either by sliding the ap-
propriate cursor or by typing the desired value into the 
appropriate cell (labeled “D” in Figure 2A). It is also pos-
sible to change the amount of smoothing applied to the 
noise spectrum by adjusting the number of segments used 
in the piecewise approximation fit to the noise spectrum 
(from 1, which gives a flat noise spectrum, to an arbitrarily 
large number; the default value of 25 provides a perceptu-
ally good match to the target voice in most cases).

Modifying the Vocal Tract Filter
Vocal tract resonances or spectral zeros in the synthetic 

voice can be added, deleted, or moved, using the tech-
niques described for the inverse filter. Bandwidths can be 
adjusted by dragging the appropriate sliding cursor or by 
typing the desired value into the appropriate cell.

Playing and Saving the Synthetic Tokens
At any point in the synthesis process, the user can play 

the synthetic speech, the original (target) voice sample, 
or the two together in the sequence original–original– 
synthetic–synthetic, by clicking the appropriate icon (Fig-
ure 2B). Synthesizer parameters and/or synthetic voice 
samples can be saved jointly or individually. All files are 
in ASCII format and can be imported into graphics, statis-
tics, or word processor programs for manipulation or visu-
alization. They can also be reopened in the synthesizer for 
additional editing, as desired, and they can be converted 
from ASCII to .wav format by using the integrated voice 
analysis package. This process is illustrated in detail in the 
software manual.

Application Examples
Example 1: Testing hypotheses about voice quality 

perception. As noted in the introduction, most evidence 
concerning relationships between acoustic parameters and 
perceived voice quality is correlational in nature. Lack of 
a theory describing how listeners perceive voice quality is 

Table 1 
Synthetic Voice Stimuli Created by Varying Individual Synthesizer Parameters  

Stimulus Series  File Names  Steps

H1–H2 H1h2male.wav 0, 5, 10, 15 dB
H1h2female.wav

f 0 contour F0male.wav natural contour, flat contour, sine 
F0female.wav wave modulation, irregular modulation

Spectral slope Slopemale.wav 12, 9, 6, 3 dB/octave
Slopefemale.wav

Noise-to-harmonics ratio NHRmale.wav 40, 30, 25, 20 dB
NHRfemale.wav

Note—All parameters except those indicated have been held constant across all stimuli.
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have been corrected, bandwidths can be adjusted. Selec-
tion of the correct bandwidth is an important step, because 
bandwidths directly influence the amplitude of harmonics 
near the associated resonance. Because of this interdepen-
dency between bandwidths and harmonic amplitudes in 
the synthesis process, it is impossible to unambiguously 
determine values for either parameter, unless one is con-
strained. Fortunately, empirical data exist describing the 
relationships across f 0, formant frequencies, and band-
widths (Hawks & Miller, 1995). Values for bandwidths 
are calculated by using the procedure described by Hawks 
and Miller, after which harmonic amplitudes are manipu-
lated in the synthesizer until both synthetic and natural 
spectra and voice qualities match precisely. At this point, 
harmonic amplitudes are both perceptually and acousti-
cally correct and can be measured directly from the syn-
thetic source spectrum, as described above. (See Kreiman, 
Gerratt, Iseli, et al., 2008, for more discussion.) In our 
experience, perceptually corrected values for H1–H2 can 
differ by as much as 27 dB from those calculated without 
perceptual validation. These values greatly exceed esti-
mated JNDs for H1–H2 of about 2.1–3.9 dB (Kreiman & 
Gerratt, 2010).

Limitations and Conclusions
Synthesizer development is ongoing, and new releases 

are planned to address current limitations. The version 
described here is available in the Psychonomic Society 
supplemental archive, and the most current release ver-
sion can be downloaded from the software Web site. The 
software currently does not allow users to vary formant 
frequencies over time, which limits its usefulness for mod-
eling connected speech or phonation contrasts in natural 
languages. However, interactive time-variant vocal tract 
modeling is under development and will be included in the 
next release version. The sampling rate is also currently 
restricted to 10 kHz. Although this is adequate to capture 
most important voice-quality details, future implementa-
tions that can accommodate higher sampling rates will 
produce an even better quality synthesis. Current plans 
also include developing a strategy for synthesizing period-
 doubled (subharmonic) phonation. This strategy will be 
based on acoustic modeling of a large sample of such 
phonation, and we hope it will provide a better match to 
the quality of these voices than does the DI parameter in 
KLSYN.

Despite present limitations, the UCLA voice analy-
sis and synthesis programs provide experimenters with 
a useful tool for creating and modeling voice signals. 
Natural voice samples can be examined by using the 
inverse- filtering software; supplied sample voices can 
be modified slightly or drastically in the synthesizer; and 
parameter files can be exported, manipulated, and reim-
ported, or they can be created completely from scratch. A 
user-friendly interface makes it possible to create and ex-
port stimuli or to implement method-of-adjustment tasks. 
Because users can quantify the vocal source by using as 
many or as few parameters as they desire, the synthesizer 
is not subject to limitations with respect to the glottal 

spect to voice quality. However, extra attention to f 0 alone 
(as occurs in Thai) is not sufficient to confer such benefit, 
despite the fact that f 0 is the time-domain equivalent of 
H1, and speaking a tone language has been shown to affect 
the central and peripheral processing of f 0 (e.g., Krishnan 
& Gandour, 2009).

Second, the synthesizer can be used to examine quality 
using a method of adjustment task. In this application, lis-
teners can manipulate a given parameter directly (e.g., by 
moving a sliding cursor) and can then immediately com-
pare the synthetic token to the target voice (which can be 
synthetic or natural), after which they may readjust the pa-
rameter until tokens match or until they just hear a differ-
ence between the tokens. In a study using this approach, 
we were able to demonstrate that listeners’ assessment of 
the extent of noise in a voice depends solely on the noise-
to-harmonics ratio and not on levels of jitter and shimmer, 
which do not appear to be perceptually salient, apart from 
the overall noise level (Kreiman & Gerratt, 2005).

Example 2: Validating acoustic measurements 
using analysis by synthesis. A second application of the 
voice analysis–synthesis system is in assessing the accu-
racy and validity of acoustic measures of voice. By syn-
thesizing a voice using a set of measured parameters, it is 
possible to determine the accuracy of those measurements 
by comparing the quality of the synthetic and target natu-
ral tokens. For example, when f 0 is high and the frequency 
of F1 is low (as in the vowel / / spoken by a woman or a 
child), many automatic formant-tracking algorithms will 
mistakenly identify the first harmonic (H1) as F1, leading 
to large errors in formant frequency measurements. Such 
errors are also common when the voice source is quasi-
sinusoidal or when the glottis fails to close completely 
during phonation, because these factors increase the 
prominence of the first harmonic in the voice spectrum 
(Shue et al., 2009). Because vocal tract resonances affect 
the amplitudes of harmonics near a resonance peak, errors 
in formant estimation can also have an impact on mea-
surement of harmonic amplitudes, thus adding error to 
parameters such as H*

1–H*
2 (the relative amplitudes of the 

first two harmonics, corrected for the influence of vocal 
tract resonances; Hanson, 1997; Iseli & Alwan, 2004) or 
H*

1–A3 (the corrected amplitude of H1, relative to the am-
plitude of the third formant). These measures are widely 
used as indices of phonemic voice quality contrasts (e.g., 
Andruski & Ratliff, 2000; Gordon & Ladefoged, 2001; 
Huffman, 1987) and in studies of prosody (Strik & Boves, 
1992), so issues of measurement accuracy have signifi-
cant cross-disciplinary importance.

After inverse filtering, the vowel token of interest to 
generate initial parameter estimates, the perceptual val-
idation process begins with adjustment of formant fre-
quencies in the synthesizer, so that the quality of the syn-
thetic vowel perceptually matches that of the target token. 
Because JNDs for formant frequencies are small (on 
the order of 10–30 Hz; Stevens, 1998), large errors like 
those that occur when H1 is mistakenly identified as F1 
are obvious and easy to detect by ear—the synthetic copy 
sounds like the wrong vowel. After formant frequencies 
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pulse shapes it can mimic, a significant innovation. Both 
source and vocal tract parameters can be modeled indi-
vidually or in concert with other parameters to examine 
interactions between acoustic attributes in determining 
perceived quality. Finally, because the software is avail-
able as open-source freeware, users can add or modify any 
features in any manner they desire. As a result of its power 
and flexibility, the synthesizer package offers the oppor-
tunity to test many hypotheses about the acoustic basis of 
voice quality perception, using experimental, rather than 
correlational, approaches.
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