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“Big data” is the computer-enhanced version of 

inductive reasoning

T
here is an exciting future for medicine where 

decisions are informed by precise patient-

specific data and risk models. Exploiting the 

“big data” in health care is one of the main engines 

working toward this future. We have learned from 

promising case studies, for example, the impor-

tance of access to the right source of evidence 

to select the right therapy for a pediatric lupus 

patient,1 but also from epic failures, such as the 

unmet expectation to predict seasonal flu from 

Internet searches.2 

 It is useful to conceptualize “big data” as an evo-

lution of traditional statistical methods, now able to 

harness the value of much larger and heterogeneous 

sources of information. As such, its ability to learn 

new biomarkers and predictors will always be sub-

ject to the same fundamental limitations of inductive 

reasoning: can we generalize the findings; are they re-

ally true? “Big data” is simply the computer-enhanced 

version of human inductive reasoning. The scientific 

method teaches us that the interplay between induc-

tive and deductive reasoning is the way forward. We 

need to build a hypothesis from the observations and 

then advance to make predictions and to run more 

experiments to verify them. 

 In this context, this article reviews the risks and 

potential pitfalls of our computer-enhanced ability to 

reveal the hidden patterns in the data that predict 

cardiovascular outcomes. It then sets out some rec-

ommendations to minimize the risks of spurious pat-

terns: here the main message is the need to examine 

the revelations through the lens of causality; do they 

make sense? We need to interpret the experimental 

findings and see if they fit our framework of a plau-

sible mechanistic explanation. 
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How to learn from data and how to fail in that 

endeavor

Our goal is to improve our future clinical decisions 

by learning from our past experiences, old-fashioned 

clinical observation. Our best tool to implement this 

collective knowledge is the use of clinical guidelines, 

the compendium of current best evidence mixed with 

opinion (class of evidence and level of recommenda-

tion). The future potential is to evolve and accelerate 

beyond this model by generating evidence using the 

“big data” that is becoming available. And this task is 

shared between humans and computers; there is a 

continuum between human and machine interactions 

to build predictive models.3

 The main pitfall is to take the generality of our findings 

for granted and assume past experience predicts events 

in other cohorts and future patients. This can only be 

verified with external validation, a new cohort of patients, 

ideally from different clinical centers and/or geographic 

regions with a different mix of patients. Unfortunately, 

most studies will not include this critical step.4,5 

 Methodologically, the risk is that of “garbage 

in, garbage out” (GIGO): the validity of our findings 

strongly depends on the quality of the data learned 

from. Confounding biases will lead to surprising asso-

ciations between health scores and risk factors that 

were actually driven by a lurking variable. Selection 

biases may lead to false conclusions and to ethical 

risks of models that create or exacerbate existing ra-

cial or societal biases in health care systems.6

 Beyond these traditional statistical risks, the nu-

merous comparisons and searches within the big 

data exacerbate other potential issues. We have 

many more chances of finding spurious correlations, 

such as the high-school basketball searches to pre-

dict seasonal flu burden.2 And we suffer from the “di-

mensionality curse”: the more variables you combine, 

the higher the chances of a spurious positive finding 

(eg, a false-positive of a dimension in which healthy 

and diseased subjects differentiate). 

 Big data is also characterized by three more fea-

tures7: its heterogeneity (where inferring the mixture 

model would be a challenge), noise accumulation 

(so, selecting features would be better than trying to 

include all), and incidental endogeneity (that would 

make variable selection quite challenging). The reader 

is referred to previous works8 for their detailed de-

scription.

Recommendations to avoid the pitfalls

The best attitude when reading “big data” studies is 

to be cautiously skeptical: a positive finding of the 

predictive value when working with thousands of vari-

ables is at best only a first step toward the right direc-

tion. The immediate next step is the preparation of 

the external validation tests.4,5

 When conducting research in this area, the obvious 

recommendation is to apply adequate techniques. 

Selection bias can be overcome by weighting. The 

high-dimensionality curse and its dire consequences 

can be addressed by dimensionality-reduction tech-

niques, where principal component analysis is the 

most common approach. And there are specific solu-

tions for each of the challenges of big data: penalized 

quasi-likelihood, sparsest solution in high-confidence 

set, or independence screening among others (see 

ref 8 for further details). 

 The main challenge of induction is the generality 

of the findings, especially hard given the difficulty to 

have stable and comparable measurements across 

cases and time. The subtle differences in the appear-

ance of an echocardiographic or magnetic resonance 

image across manufacturers is a well-known bottle-

neck in the imaging community. The homogenization 

of techniques and protocols is indeed one of the main 

strategies to alleviate this.5 

 As a community, the strongest recommendation 

in order to accelerate the generality of findings, and to 

eventually make an impact in patients, is the promotion 

of a culture of transparency2 and open research. The ef-

fort to recruit and follow up a cohort of patients is huge, 

as it is the development of the information infrastructure 

to allow the access to the electronic health record of a 

large population. There are indeed ethical and societal 

barriers to release this data for research purposes, but 

we must learn to give the adequate value and credit to 

these contributions so that clinicians and researchers 

do not feel they are losing a competitive advantage.

 The most difficult decision is when to include find-

ings in clinical guidelines. The minimum is to have the 

positive result subjected to external validation. Even 

here one can critically challenge the generality of find-

ings, and the recommendation is to take a practical 

sceptic approach: adopt while monitoring real-world 

results. 

 The challenge of generality will be only addressed 

by the formulation of the mechanistic hypothesis that 

Lamata  Heart Metab. 2020;82:33-35

Avoiding big data pitfalls



35

Heart Metab. 2020;82:33-35 Lamata
Avoiding big data pitfalls

offers a plausible explanation of the findings, closing 

the induction step of the scientific method. In this 

context, computers can also be used to enhance our 

deductive reasoning skills: they can make predictions 

based on mechanistic simulations of our cardiovas-

cular system.9 The opportunity is thus to exploit the 

synergy between mechanistic and statistical compu-

tational models that is the core of the vision of the dig-

ital twin10 and mimics the way clinicians have worked 

for millennia. L
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