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#### Abstract

Infrared divergences in the perturbative expansion of gauge theory amplitudes and cross sections have been a focus of theoretical investigations for almost a century. New insights still continue to emerge, as higher perturbative orders are explored, and high-precision phenomenological applications demand an ever more refined understanding. This review aims to provide a pedagogical overview of the subject. We briefly cover some of the early historical results, we provide some simple examples of low-order applications in the context of perturbative QCD, and discuss the necessary tools to extend these results to all perturbative orders. Finally, we describe recent developments concerning the calculation of soft anomalous dimensions in multi-particle scattering amplitudes at high orders, and we provide a brief introduction to the very active field of infrared subtraction for the calculation of differential distributions at colliders.
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## 1 Introduction

Students taking introductory classes in quantum field theory may be forgiven for believing, after perhaps the first half of their course, that they hold the keys for a full understanding of particle interactions and countless phenomenological applications. Granted that coupling constants are not too big, armed with the Feynman rules they have just derived, they may imagine that what lies ahead is largely to learn a set of technical tools, to speed up calculations that they already have a fair idea of how to perform. This delusion is of course soon to be shattered when they are faced with their first radiative corrections, and they realise that 'applying the rules' leads to apparently non-sensical results, uncovering serious conceptual problems, which need to be patiently and creatively addressed. This revelation strikes students, for example, when they reach Chapter 6 of Ref. [1], or Chapter 9 of Ref. [2]. Historically, the ultraviolet problem was indeed baffling enough that Nobel-Prize winning theoreticians went to their grave convinced that the entire edifice of quantum field theory should be discarded because of it [3].

A more constructive point of view could be described as follows. If we have reason to believe that a certain quantum field theory is relevant to physics, either because of its symmetry and aesthetic appeal, or because it is confirmed by experiment, and yet we find that our calculations yield infinite answers, the most likely explanation is surely that we made a mistake, and one of our approximations is failing. It pays to look for the mistake, and try to patch the approximation, lest we 'throw out the baby with the bath water'. As a matter of fact, finding, understanding and fixing such mistakes has invariably brought great progress, and a wealth of deeper physical understanding.

To illustrate this fact, consider a quantity $R$, that one assumes can be computed in perturbation theory, depending on some physical energy scale $Q$ and on a small dimensionless coupling $\alpha$. Our student would expect that increasingly precise approximations to this quantity would take the form

$$
\begin{equation*}
R(Q, \alpha)=R_{0}\left[1+\frac{\alpha}{\pi} c_{1}(Q)+\left(\frac{\alpha}{\pi}\right)^{2} c_{2}(Q)+\ldots\right] \tag{1.1}
\end{equation*}
$$

upon computing successive coefficients $c_{k}(Q)$. If the quantity $R$ really depends only on a single scale $Q$, one further expects that $c_{k}$ must be independent of $Q$, on dimensional grounds. As we know, these expectations fail drastically for almost all interesting theories, where one finds that the expressions for $c_{k}$ are given by ultraviolet divergent integrals and are thus meaningless. Artificially introducing an ultraviolet cutoff $\Lambda$ typically reveals that $c_{k} \sim \log ^{k}(\Lambda / Q)$. The question then is: what was our mistake? In this case, it was hybris, an excess of confidence: we assumed that our theory would remain applicable to arbitrarily large energy scales, and to arbitrarily small length scales; or, more precisely, we assumed that the effect of large-energy,
short-distance degrees of freedom would be negligible for our observable. This assumption is defeated by the rules of quantum mechanics, which require us to sum over all unobserved field fluctuations, including those that are far from classical - far off-shell. Such fluctuations are of course suppressed in the path integral, but it turns out that, in $d=4$ space-time dimensions, there are just too many of them. This fact looks dangerous indeed: if unknown Planck-scale physics significantly affects our low-energy laboratory experiments, we could be facing a complete loss of predictivity. Fortunately, we have a well-established solution to this problem, provided by renormalisation, and more generally by the idea of effective field theory (see, for example, [4,5]). We exploit the fact that ultraviolet contributions to our integrals correspond to highly localised fluctuations in space-time, which allows us to parametrise our ignorance of the UV completion of our theory by absorbing the unknown UV effects in the lagrangian couplings. Even when this is not sufficient (the theory is not renormalisable), in most cases we can still understand our theory in terms of a low-energy expansion, and increase the accuracy of our predictions by adding higher-dimensional operators to the Lagrangian. Operationally, we introduce a new scale $\mu$, which we may take to represent the boundaries of our current knowledge, and we promote Eq. (1.1) to

$$
\begin{equation*}
R\left(\frac{Q}{\mu}, \alpha(\mu)\right)=R_{0}\left[1+\frac{\alpha(\mu)}{\pi} c_{1}\left(\frac{Q}{\mu}\right)+\left(\frac{\alpha(\mu)}{\pi}\right)^{2} c_{2}\left(\frac{Q}{\mu}\right)+\ldots\right] . \tag{1.2}
\end{equation*}
$$

The perturbative coefficients now have a new, non-trivial scale dependence, but this is tamed by renormalisation group equations, enforcing the independence of physical observables on the artificial boundary set by $\mu$. Understanding our $U V$ mistake has paid off handsomely: we now see that unknown high-energy physics does not necessarily spoil predictivity, we have at our disposal the tools of the renormalisation group to study asymptotic behaviours, and the powerful arsenal of effective field theories allows us to tackle systematically many problems that defied earlier techniques.

A similar story can be told about another problem afflicting the naive expectations expressed by Eq. 1.1), a problem which many students may not meet in their early courses at all. For almost all interesting quantities, it is a well-known fact [6, 7] that the asymptotic behavior of the perturbative coefficients $c_{k}$ in Eq. 1.1) and in Eq. 1.2) for large $k$ is $c_{k} \sim k$ !, implying that the perturbative series is divergent - in fact, it has vanishing radius of convergence, and it is often not amenable to be handled with standard summation methods, such as Borel summation. It is not difficult to find evidence for this factorial growth in large-order Feynman graphs: first of all, the number of graphs grows factorially with the order, as illustrated in Fig. 1a; next, for example, evaluating graphs involving chains of fermion loops, such as the one shown in Fig. 1b, also results in factorial growth [8]. Once again, one may legitimately fear a loss of predictivity, and one may ask - assuming one believes in the consistency of the underlying theory - what was the mistake that lead to the problem. Once again the answers are rich with insights and discoveries: in this case, the underlying assumption was that non-perturbative effects would be negligible, or in some sense decoupled from the perturbative expansion. This, quite interestingly, turns out not to be the case. The factorial growth in the number of diagrams can be precisely related to the existence of non-trivial classical solutions - instantons - which are not accessible by means of a weak-coupling expansion [9, 10]; renormalon singularities, which can be detected by means of fermion-loop chains, reveal contributions to observables originating from vacuum condensates, in many cases matching the results of the operator product expansion [11]. Remarkably, perturbation theory seems to know about its own limitations, and can be used to infer the existence of non-perturbative effects and study their impact. While these insights are several decades old, new powerful techniques are currently being developed to refine existing tools and consolidate their mathematical foundations (see for example 12,14 ).


Figure 1: Examples of Feynman graphs representative of the factorial growth of perturbative coefficients at large orders.

Finally, we come to the subject of our review. Even after renormalisation, and even if we confine ourselves to perturbative effects, Eq. (1.2) is still 'wrong' for most interesting theories with massless particles (and in particular for unbroken gauge theories in $d=4$ ): expressions for the coefficients $c_{k}(Q / \mu)$ involve integrals that diverge at low energies (in momentum space) or at large distances (in coordinate space). Furthermore, if we attempt to compute the probability for the emission of one or more massless particles in connection with a hard scattering process, this will typically also diverge. This infrared catastrophe was actually the first problem to be clearly identified, among those we have discussed. Long before quantum field theory was fully developed, some of the earliest studies of the interactions of electrons with electromagnetic radiation showed that the frequency spectra of emitted photons behave like $d \nu / \nu$, and thus are not integrable at low frequencies. This emerged from analyses of electron scattering in a Coulomb field, when allowing for extra photon radiation [15, 16], with results subsequently refined in [17], where pair production in the Coulomb field was also considered.

Following the logic we proposed, we may ask one last time what was the mistake that led to this problem. The answer to this question has several layers of depth, that we will explore in the rest of this review, but it is interesting, and truly remarkable, that a precise understanding of the underlying physical problem was developed as early as 1937, with the seminal paper by Bloch and Nordsieck [18]. It is worthwhile to reproduce here the Abstract of that paper, which reads as follows.

Previous methods of treating radiative corrections in non-stationary processes such as the scattering of an electron in an atomic field or the emission of a $\beta$-ray, by an expansion in powers of $e^{2} / \hbar c$, are defective in that they predict infinite low frequency corrections to the transition probabilities. This difficulty can be avoided by a method developed here which is based on the alternative assumption that $e^{2} \omega / m c^{3}, \hbar \omega / m c^{2}$ and $\hbar \omega / c \Delta p$ ( $\omega$ =angular frequency of radiation, $\Delta p=$ change in momentum of electron) are small compared to unity. In contrast to the expansion in powers of $e^{2} / \hbar c$, this permits the transition to the classical limit $\hbar=0$. External perturbations on the electron are treated in the Born approximation. It is shown that for frequencies such that the above three parameters are negligible the quantum mechanical calculation yields just the directly reinterpreted results of the classical formulae, namely that the total probability of a given change in the motion of the electron is unaffected by the interaction with radiation, and that the mean number of emitted quanta is infinite in such a way that the mean radiated energy is equal to the energy radiated classically in the corresponding trajectory.

In essence, Bloch and Nordsieck argue that, in the soft photon limit, perturbation theory (in


Figure 2: A photon emission diagram in massless QED, possibly responsible for infrared divergences in soft and collinear configurations.
powers of $\left.\alpha=e^{2} /(\hbar c)\right)$ must be abandoned, and they advocate a different approximation scheme (what we now call eikonal approximation), valid when the photon energy is much smaller than the other energy scales in the problem (the electron mass and the momentum trasfer), and the photon wavelength is much larger than the classical electron radius $r_{e}=e^{2} /\left(m c^{2}\right)$. They then show that this approximation is semiclassical, in that the classical result for the mean radiated energy is recovered, but this entails the radiation of an infinite number of low-energy photons.

The Bloch and Nordsieck paper is truly remarkable because it engineers the cancellation of divergences between virtual corrections and real-radiation contributions, long before the treatment of virtual corrections could be formalised, and furthermore it provides the first example of an all-order summation of perturbation theory. In the following decades, it received several refinements, which proved the complete generality of the results, placed it squarely in the context of (renormalised) QED [19, 20], and significantly streamlined the proof $[21]$. We will briefly summarise the argument, in modern language, in Section 1.1. We still need, however, to properly diagnose the mistake that lies at the origin of the problem: in this regard, there are two complementary viewpoints.

First, one can argue that the problem is the proper definition of an observable. In a theory with massless particles, in any scattering process one can produce particles with infinitesimal energy, as well as particles with infinitesimal angular separation; on the other hand, every physical detector has finite energy and angular resolutions. Quantum mechanics prescribes that we sum over all configurations we do not observe, so, in principle, an arbitrary number of low-energy or collinear particles must be included in a proper definition of an observable cross section. When this is done, the result is expected to be finite, as it corresponds to a truly measurable quantity. This line of reasoning led to the most general theorem concerning the cancellation of infrared singularities, the KLN theorem 22, 23]. In particular, Ref. 23] shows that the cancellation is a completely general property of any quantum-mechanical system whose Hilbert space contains sets of energy-degenerate states. We will sketch a proof of the KLN theorem in Section 1.2. Before we continue, however, we need to make the argument a little sharper: in principle, the probability for emission of soft or collinear particles could be small, and the effect on the cross section negligible. In order to understand the physics of infrared enhancements, consider a diagram for the emission of a photon from an external fermion leg in massless QED, shown in Fig. 2. The QED Feynman rules give an expression of the form

$$
\begin{equation*}
e \bar{u}(p) \gamma^{\mu} \frac{\not p+\not k}{(p+k)^{2}+\mathrm{i} \eta} \mathcal{M} \tag{1.3}
\end{equation*}
$$

where $\mathcal{M}$ represent the rest of the scattering process, which may involve many external legs and virtual corrections as well. If the photon is emitted in the final state, so that $k^{2}=p^{2}=0$, the denominator of the fermion propagator reads $2 p \cdot k+\mathrm{i} \eta=E_{p} \omega_{k}\left(1-\cos \theta_{p k}\right)+\mathrm{i} \eta$, where $E_{p}=|\mathbf{p}|$ and $\omega_{k}=|\mathbf{k}|$. While the $\eta$ prescription protects from an outright singularity, one must expect enhancements from three sources: the soft photon limit $\omega_{k} \rightarrow 0$, the soft fermion limit $E_{p} \rightarrow 0$,
and the collinear limit $\theta_{p k} \rightarrow 0$. Whether these enhancements translate into actual divergences will depend on the specific observable one is computing, and more generally on the theory one is considering. To this end, one will need to develop appropriate power-counting techniques (discussed here in Section 3), similarly to what is done for ultraviolet enhancements; for example, we can anticipate that the soft fermion limit never leads to divergences in renormalisable theories, thanks to an extra power of the energy arising from the wave functions of massless spinors. Note also that, in case the fermion were massive, the collinear singularity would be regulated by the fermion mass, since the angular factor in the denominator would read $\left(1-|\mathbf{v}| \cos \theta_{p k}\right)$, with $|\mathbf{v}|<1$ the velocity of the fermion.

That being said, the origin of the enhancement is apparent: in the limits considered, the fermion propagator reaches the mass shell, $(p+k)^{2}=0$; furthermore, since we are working in covariant perturbation theory, all four momentum components are conserved at each vertex; thus, the intermediate fermion with momentum $p+k$ is a physical state in our theory, and can propagate freely for any length of space and interval of time. When deriving the momentumspace Feynman rules, we have formally integrated over the position of the photon emission vertex in spacetime, under the assumption that emission at long distances should be sufficiently suppressed. Unfortunately, it is not, a consequence of the fact that QED (like all unbroken gauge theories) has long-range interactions. The same conclusion is reached, perhaps in an even more transparent way, if one uses Time-Ordered Perturbation Theory (TOPT) (see, for example, Ref. [2] for a detailed discussion): within that framework, all particles in intermediate states are on the mass shell; energy, on the other hand, is not in general conserved at the vertices, which forces the interactions to take place in a finite time. For soft or collinear emissions, the energy deficit at the emission vertex vanishes, so that once again late-time emissions are unsuppressed. In this sense, both soft and collinear divergences are properly described as long-distance effects.

Importantly, these conclusions are essentially unaffected if the photon line in Fig. 2 folds back and attaches to some other fermion line in the amplitude, forming a loop, instead of being radiated into the final state. In that case, the denominator of the fermion propagator has an additional $k^{2}$, which however is negligible with respect to $p \cdot k$ if all components of the photon momentum become small at the same rate. Clearly, some power counting tools will have to be developed to weigh the presence of the loop integral (as opposed to the phase-space integration over the real photon momentum) and of the photon propagator, but the basic fact remains that, even for virtual corrections, soft and collinear emissions are dangerously enhanced at large distances and times. This provides the seeds for the eventual cancellation of divergences between virtual and real corrections: both are enhanced by the same mechanism, and both must be included to allow for the finite energy and angle resolutions of detectors; once a properly defined observable is constructed, they must, and do, cancel each other.

Let us summarise this first viewpoint on the mistake that led to the rise of infrared divergences, as it emerges from the Bloch-Nordsieck analysis. Theories with massless particles have long-range interactions; as a consequence, late- (and early-) time emissions are not sufficiently suppressed; in the circumstances, our organisation of perturbation theory in powers of the coupling, which distinguishes between virtual corrections and (undetected) real emissions is inadequate, hence individual matrix elements are ill-defined. The proposed solution is to introduce a temporary fix for the matrix elements (an infrared regulator such a particle mass), in the knowledge of the fact that the singular dependence on the regulator will cancel in properly defined observable cross sections.

The second viewpoint on the origin of the infrared problem is the following: when constructing our quantum theory, we have mis-identified the asymptotic states. In most textbook constructions of the $S$-matrix, one finds, somewhere along the way, a statement on the need to assume that interactions can be adiabatically switched off at large times. In theories with
massless particles and long-distance interactions, this is simply unrealistic: after a hard interaction, electrons will continue to emit and absorb photons all the way into the asymptotic regime. Choosing as asymptotic states the eigenstates of the free hamiltonian (in QED, Fock states with a fixed number of electrons and photons) is inadequate, as such states are not a good approximation of the actual physical asymptotic states. Indeed, splitting the hamiltonian into 'free' and 'interaction' terms, as usually done, is inadequate, since interactions persist at late and early times, and such asymptotic interactions should be moved to the part of the hamiltonian that one will attempt to diagonalise exactly. With a better choice of asymptotic states, one may hope not only to improve the algorithm to compute physical observables, but also to rescue the $S$-matrix program, by defining scattering amplitudes that are automatically well-defined, even in the presence of massless particles. This idea was successfully pursued in QED, starting with preliminary studies in Refs. [24-29], and culminating with the seminal paper by Kulish and Faddeev [30], where a separable, Lorentz- and gauge-invariant Hilbert space of 'coherent states' is defined, and the finiteness of the QED $S$-matrix in the coherent state basis is proved to all orders. The coherent state approach will be introduced here in Section 1.3 .

Even in the relatively simple case of the abelian theory, understanding our $I R$ mistake has been quite fruitful: the role of long-distance dynamics has been exposed, a sharper definition of a physical observable has emerged, and a more accurate characterisation of asymptotic states has rescued the notion of scattering amplitudes in the presence of massless particles. The generalisation of these ideas to the much more intricate case of non-abelian theories will occupy most of our review. It is to be expected that this generalisation will be far from trivial, given what we know about the long-distance behaviour of unbroken non-abelian gauge theories: perturbative asymptotic states have very little to do with their non-perturbative, confined counterparts, and we can expect and hope that perturbation theory will carry at least some partial information about this breakdown.

Studies of the infrared problem in non-abelian theories started in the mid-seventies $31-33$. It soon became evident that the simple cancellation mechanism for soft singularities uncovered by Bloch and Nordsieck in QED, which involves only a sum over degenerate final states, does not work for non-abelian theories $[34-39]$, and a full cancellation can happen only considering degenerate initial states as well ${ }^{2}$. A more general problem arises because collinear divergences, which are regulated by fermion masses in QED, are intrinsic and unavoidable for non-abelian theories, even when matter fields are massive: the three-gluon vertex involves three strictly massless particles and inevitably leads to collinear problems. In the presence of collinear divergences, in particular those associated with radiation from initial-state coloured particles, it is clear from the outset that a simple pattern of cancellation à la Block-Nordsieck cannot work, since hard collinear emissions from the initial state drastically alter the kinematic configuration of the hard scattering, while virtual corrections do not affect it: the cancellation of singularities must therefore be spoiled. At the level of scattering amplitudes, this means that the coherent state program for non-abelian theories is bound to be much more intricate than was the case for QED. Important results were however obtained through the eighties, shedding light on many aspects of the fixed-order and all-order structure of infrared effects, in particular in QCD 4658 ; these analyses culminated in a formal proof of the finiteness of the non-abelian $S$-matrix in the coeherent-state basis, including the case of collinear divergences, in Ref. 59]. At the level of cross-sections, the problem of initial-state collinear divergences was of course the starting point for the QCD factorisation program, reviewed for example in 60, 61].

More recent studies have focused on two (overlapping) directions. On the one hand, the

[^1]demands of precision phenomenology have required developing efficient tools for high-order calculations of observable cross sections. In this regard, the coherent state approach, notwithstanding its physical appeal, has not been the main way forward: rather, a 'KLN' approach has prevailed, in which virtual corrections and phase-space integrals of unresolved real radiation are both computed with an infrared regulator, and then combined to construct finite distributions. Not surprisingly, dimensional continuation, setting $d=4-2 \epsilon$ with $\epsilon<0$, has been the regulator of choice, since it preserves gauge and Lorentz invariance without adding to the complexity of the calculation by introducing non-trivial dependence on unphysical mass scales. Finite-order calculation will be discussed in Section 2, and detailed algorithms for the cancellation of IR poles will be introduced in Section 6

On the other hand, perhaps more interestingly from a theoretical viewpoint, a great deal of activity has been devoted to elucidate the all-order structure of infrared singularities, on the basis of the ideas of factorisation and universality. In principle, these ideas are natural, and they apply equally well to amplitudes and to cross sections: as we argued, IR singularities are associated with phenomena that take place at large times and distances from the hard scattering center; this suggests that the singularity structure should be largely independent on the details of the short-distance process being considered; one may then hope to identify universal factors responsible for the singular behaviour of the amplitude (or cross section). In practice, proving these properties in a non-abelian theory by standard perturbative methods is very challenging: collinear configurations carry spin correlations between different particles taking part in the scattering, while soft configurations are responsible for very interesting but very intricate colour correlations at large distances. Factorisation emerges only upon summing over Feynman diagrams, and only after the constraints of gauge invariance have been properly taken into account by means of Ward identities. At the level of scattering amplitudes (which will be the focus of most of our discussion) the factorisation program was started with pioneering work on form factors, first in QED 62, 63] and subsequently in QCD 64, 65], with the first extensions to fixed-angle scattering amplitudes coming shortly thereafter [66]. The generalisation of these results to multi-particle scattering amplitudes in the modern language of dimensional regularisation will be the central focus of our review.

In the remainder of this introductory Section, we will present short accounts of the BlochNordsieck cancellation mechanism in QED, of the KLN theorem, and of the coherent state method, with an eye to the long history of the subject, but also to display in some more detail the different underlying viewpoints, that we have just briefly introduced. In Section 2 , we will present some well-known one-loop results in QCD, in the modern language of dimensional regularisation: this is textbook material, but it will give us the opportunity to introduce some tools that will be useful in what follows, including in particular the $d$-dimensional running coupling and the calculation of eikonal integrals in dimensional regularisation. In Section 3, we will introduce the methods required to perform an all-order diagrammatic analysis of the IR problem, which are a pre-requisite for the proof of any factorisation theorem. These methods were reviewed in [61], and are presented in much greater detail in [2.67]; we decided however to include a pedagogical introduction and work out some key examples, since this toolbox lies at the foundation of all subsequent developments. Sections 4 and 5 form the core of our review. First, in Section 4 , we consider the case of form factors, and we show how the tools developed in Section 3lead to the formulation of an all-order factorisation theorem, isolating soft and collinear divergences of form factors in universal functions, which can be defined in terms of gauge-invariant matrix elements of fields and Wilson lines. Once factorisation has been achieved, evolution equations are bound to follow, and solving them leads to an all-order summation of perturbative contributions, in this case of IR poles [68-70]. Form factors have the advantage of having a trivial colour structure: extending the analysis to general non-abelian scattering amplitudes is therefore less than trivial.

This is pursued in Section 5, where the central concept of IR anomalous dimension matrix is introduced, and the most general form of the exponentiation of IR singularities is derived; known results up to three loops for the anomalous dimension matrix are reviewed $77-77$, and the most recent diagrammatic techniques for its calculation are introduced. It is perhaps worthwhile to emphasise that all the results of Sections 4 and 5 are valid not only for QCD, but in fact for any massless gauge theory (with computable corrections in case the gauge fields are coupled to massive matter fields): for example, they have found important application in the case of conformal gauge theories, in particular $\mathcal{N}=4$ Super-Yang-Mills theory [78, 79]. On the other hand, Sections 4 and 5 focus on virtual corrections to fixed-angle scattering amplitudes, while the construction of measurable cross-sections must also include unresolved soft and collinear real radiation. Factorisation for real radiation is by itself a vast subject, and we don't do it justice by providing just a brief summary in Section 68 there, we also introduce modern subtraction algorithms [80, 81, which are currently being developed for high-order perturbative calculations [82], in order to perform the cancellation of IR singularities in a general and efficient manner, even for the intricate observables currently being measured at high-energy colliders.

As must be the case when reviewing a broad subject with a long history, many important developments and lines of research that are closely related to our topic were left out: we provide here a partial list, with some of the references that we believe can be useful for further exploration by the reader. First of all, we say very little in this review about the subject of resummation of large logarithms that arise in observable QCD cross sections and that are closely related to infrared singularities (for example threshold logarithms and transverse momentum logarithms): we only note in passing that the techniques used for resummations are tightly connected to the ones reviewed here, which indeed in some cases were developed directly for cross sections before being applied to amplitudes. QCD tools for resummation are reviewed, for example, in Refs. [61, 83, 84, while automated methods are discussed in [85, 86]. Next, we recall that techniques to construct factorisation theorems in QCD, under certain general assumptions, and to derive the corresponding resummations, were made systematic in Refs. [87 93], by the construction of Soft-Collinear Effective Theory (SCET), a non-local effective field theory ${ }^{3}$ for soft and collinear modes of quark and gluon fields. While the bulk of SCET applications concerns cross sections of phenomenological interest, SCET methods are of course fully applicable to the study of scattering amplitudes, and indeed some of the general results discussed here in Section 5 were independently derived within the SCET framework [75, 95]. SCET has generated countless important phenomenological applications, and is introduced and reviewed in Ref. [96]; comparisons between the SCET approach and QCD factorisation were carried out, for example, in Refs. 97 104. A third direction that we do not explore is the extension of factorisation theorems, and eventually resummation techniques, beyond leading power in the singular variables (for example the soft gluon energy). In QED, a classic result in this regard is the Low-Burnett-Kroll theorem 105, 106], showing that next-to-leading power (NLP) contributions of soft photons to QED cross section are still universal, as an effect of gauge invariance; the theorem was later extended to collinear-enhanced configurations in Ref. 107. NLP contributions to amplitudes and cross sections do not induce divergences in renormalisable theories, but they are nevertheless very interesting for both theoretical and phenomenological reasons. In recent years, their factorisation and resummation properties have been studied intensively, both with direct QCD methods (see, for example, Refs. [108 116]) and in the context of SCET (see, for example, Refs. $91,117,126)^{4}$ A thorough review of these developments together with

[^2]a survey of recent literature can be found in Ref. [136]. A final important connection that we do not develop here is that between gauge theories and gravity, first discussed in the pioneering work of Weinberg [137]. Similarities and differences between massless gauge theories and gravity theories are intriguing, and have been addressed in the context of factorisation in a number of recent papers $[138-146]$. The connection between gauge theories and gravity theories is also at the root of radical re-interpretation of infrared phenomena, which originated in the work of Strominger 147,148 . Within this framework, infrared divergences are related to infinite-dimensional asymptotic symmetries of the (gauge or gravity) theory under consideration, acting on the celestial sphere intersecting the future (or past) light cone at asymptotic distances. For gravity, these symmetries were uncovered in [149, 150], while for gauge theories they take the form of 'large' gauge transformations with non-trivial action at future (or past) null infinity [151-160]. The universal form of soft and next-to-soft factors for tree-level radiative amplitudes emerges from the Ward identities of these symmetries. Early developments in this fast-developing field are reviewed in [161. While most of the work done so far within this framework concerns tree-level gravity or gauge-theory amplitudes (see, however, Refs. [162, 163)), the connection between infrared properties of $d=4$ gauge theories and $d=2$ conformal invariance on the celestial sphere is very intriguing, and represents a remarkable new point of view on an old problem. In Section 5, we will see that scale invariance plays an important role for infrared factorisation at any perturbative order: conformal invariance, however, is broken by quantum effects. Furthermore, we will see that the celestial framework allows for a remarkable rephrasing of the all-order expression for infrared-divergent colour-dipole correlations, and indeed an interpretation emerges in terms of a specific two-dimensional conformal theory on the celestial sphere [164]. Further exploration of these ideas in the context of all-order perturbative calculations is undoubtedly of great interest.

As is perhaps evident from this long introduction, the present review has a strong pedagogical emphasis, and we hope that it may help students and junior researchers to gain an orientation in a field with a long history, which however is still quickly progressing in both theoretical and phenomenological directions. At the same time, we have included in Section 5 and in Section 6 some very recent developments, which may be interesting to QCD practitioners, and give a flavour of current research. Possible future directions of research are briefly discussed in Section 7

### 1.1 Catastrophe and recovery in QED

In this Section, and in the following Sections 1.2 and 1.3 , we take a largely historical perspective, and we present classic results on the cancellation of infrared singularities, which also serve to introduce some of the key concepts to be developed later in the context of non-abelian theories. We begin by looking at the relatively simple case of QED with massive fermions, and we derive the cancellation of soft divergences between virtual correction and final-state real radiation, first at the lowest non-trivial order, and then to all-orders, where one can rather easily demonstrate the exponentiation of the lowest-order result. Our emphasis is on the concepts that will later be developed in greater detail, so the proof that we discuss is heuristic: for a detailed analysis one should refer, for example, to [21]. Rather than using directly the arguments of Ref. [18], we will take advantage of the more modern language of Ref. [137].

Choosing a simple example, which however displays all the general features of the proof, we consider the process where an electron scatters from another heavy particle by means of $t$-channel photon exchange. The heavy particle simply plays the role of a source for an external photon field. We will first show the cancellation at one loop, and then discuss how the mechanism generalises to all orders.

(a)

(b)

(c)

(d)

Figure 3: Virtual corrections to electron scattering from a heavy particle, at order $\alpha$.

(a)

(b)

Figure 4: Bremsstrahlung diagrams for electron scattering from a heavy particle, contributing to the cross section at order $\alpha$.

At order $\alpha$, the diagrams contributing to virtual corrections are shown in Fig. 3, while those contributing to real photon radiation (bremsstralung) are shown in Figure 4. We begin by considering the differential cross-section for radiating a photon with momentum $k$, when the electron scatters from a state of momentum $p$ to a state of momentum $p^{\prime}$, assuming $k^{\mu} \ll q^{\mu} \equiv$ $\left(p^{\prime}-p\right)^{\mu}$. The matrix element for this process is the sum of two terms of the form depicted in Fig. 2, and greatly simplifies when one expands in powers of the soft momentum $k$ and considers only the leading power (this soft approximation will be considered in greater detail in Section 2.6 and in Section 3.3. At this order, referring to Eq. 1.3) but appropriately introducing the electron mass, one can perform the following manipulations:

- neglect $k$ in the numerator;
- neglect $k^{2}$ in the denominator;
- commute the hard momentum factor $\not p$ (or $\not p^{\prime}$ ) in the numerator of the electron propagator across the emission vertex, and use the Dirac equation to simplify the expression.

Contracting the result with the photon polarisation vector $\varepsilon(k)$, and denoting the lowest-order matrix element by $\mathcal{M}_{0}$, the leading power result for the radiative matrix element $\mathcal{M}_{\text {rad }}$ takes the form

$$
\begin{equation*}
\mathcal{M}_{\mathrm{rad}}=e\left(\frac{p^{\prime} \cdot \varepsilon(k)}{p^{\prime} \cdot k}-\frac{p \cdot \varepsilon(k)}{p \cdot k}\right) \mathcal{M}_{0} \tag{1.4}
\end{equation*}
$$

where $e$ is the electron charge. The soft approximation in Eq. (1.4) has several remarkable properties that we will explore later. Here we simply note that it is gauge invariant (it vanishes for longitudinally polarised photons), independent of the spin of the emitter ${ }^{5}$ and singular as expected - for small $k$. It is formally easy to construct a soft approximation for the total radiative cross section: at leading power in $k$ the phase space factorises, and the flux factor reduces to the flux factor for the non-radiative process. Summing over polarisations, we find

[^3]that the cross section for the radiation of a single real soft photon is given by
\[

$$
\begin{equation*}
\sigma_{r}\left(e(p) \rightarrow e\left(p^{\prime}\right)+\gamma\right)=\sigma_{0}\left(e(p) \rightarrow e\left(p^{\prime}\right)\right) \mathcal{I}_{r}\left(\frac{m^{2}}{q^{2}}, \frac{\mu^{2}}{E^{2}}, \epsilon\right) \tag{1.5}
\end{equation*}
$$

\]

where we defined the soft factor for real radiation, $\mathcal{I}_{r}$, by

$$
\begin{equation*}
\mathcal{I}_{r}\left(\frac{m^{2}}{q^{2}}, \frac{\mu^{2}}{E^{2}}, \epsilon\right)=-\frac{e^{2}(2 \pi \mu)^{2 \epsilon}}{16 \pi^{3}} \int_{0}^{E} d|\mathbf{k}||\mathbf{k}|^{1-2 \epsilon} \int d \Omega_{2-2 \epsilon}\left(\frac{p^{\prime \mu}}{p^{\prime} \cdot k}-\frac{p^{\mu}}{p \cdot k}\right)\left(\frac{p_{\mu}^{\prime}}{p^{\prime} \cdot k}-\frac{p_{\mu}}{p \cdot k}\right) . \tag{1.6}
\end{equation*}
$$

In Eq. (1.6) we have introduced dimensional regularisation, setting $d=4-2 \epsilon, \epsilon<0$, since the integral is ill-defined in $d=4$, diverging logarithmically as $|\mathbf{k}| \rightarrow 0$ : this is the original infrared catastrophe of Ref. 18]. The fact that the divergence is logarithmic justifies a posteriori our choice to retain only the leading power in the soft expansion: sub-leading terms will contribute finite corrections. Furthermore, we integrate over photon energies up to an arbitrary cutoff $E \ll \sqrt{-q^{2}}$, which represents the minimum energy resolution of our detector: photons with $|\mathbf{k}|<E$ are unresolved, and their contribution must be included. The resulting integral is well known and not difficult to compute. One finds

$$
\begin{equation*}
\mathcal{I}_{r}\left(\frac{m^{2}}{q^{2}}, \frac{\mu^{2}}{E^{2}}, \epsilon\right)=-\frac{\alpha}{\pi} \frac{1}{\epsilon}\left(\frac{4 \pi \mu^{2}}{E^{2}}\right)^{\epsilon}\left[\left(\frac{1-2 m^{2} / q^{2}}{\beta}\right) \log \frac{\beta+1}{\beta-1}-1\right]+\mathcal{O}\left(\epsilon^{0}\right) \tag{1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta=\sqrt{1-4 m^{2} / q^{2}}>1 \tag{1.8}
\end{equation*}
$$

It is interesting to consider explicitly the limit of large momentum transfer, $-q^{2} \rightarrow \infty$, focusing on terms enhanced by logarithms of $q^{2}$. We obtain

$$
\begin{equation*}
\mathcal{I}_{r}\left(\frac{m^{2}}{q^{2}}, \frac{\mu^{2}}{E^{2}}, \epsilon\right) \simeq \frac{\alpha}{\pi}\left[-\frac{1}{\epsilon} \log \left(\frac{-q^{2}}{m^{2}}\right)+\log \left(\frac{E^{2}}{4 \pi \mu^{2}}\right) \log \left(\frac{-q^{2}}{m^{2}}\right)\right] \tag{1.9}
\end{equation*}
$$

As we will see, the soft pole in $\epsilon$ will cancel against the virtual correction; the second term displays the characteristic 'Sudakov' double-logarithmic enhancement, with one logarithm of soft origin (here parametrised by the resolution scale $E$ ) and one logarithm of collinear origin (which becomes a divergence in the massless limit, $m \rightarrow 0$ ).

Let us now turn to the evaluation of virtual corrections. The problem is significantly more intricate because of the concurrent presence of ultraviolet divergences, which must be dealt with by means of renormalisation: in particular, one must make sure that no infrared divergences survive in the UV counterterms appropriate to the chosen renormalisation scheme. This can be achieved for example by using a minimal scheme. On the other hand, in the on-shell scheme typically used in QED, both the electron field renormalisation constant $Z_{\psi}$ and the vertex renormalisation constant $Z_{1}$ contain IR divergences, which however cancel in the scattering amplitude thanks to the QED Ward identity [2]. Armed with this preliminary result, we can concentrate on the vertex correction diagram of Fig. 3(a), which, as we will see, gives the only surviving infrared-singular contribution. A straightforward power-counting argument shows that only terms with no powers of the photon momentum in the numerator can give infrared singularities, and those will be logarithmic. In this approximation, diagram (a) in Fig. 3 gives

$$
\begin{equation*}
(a)_{\mathrm{soft}}=-e^{3} \mu^{3 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{\bar{u}\left(p^{\prime}\right) \gamma^{\alpha}\left(\not p^{\prime}+m\right) \gamma^{\mu}(\not p+m) \gamma_{\alpha} u(p)}{\left(k^{2}+\mathrm{i} \eta\right)\left(k^{2}-2 p^{\prime} \cdot k+\mathrm{i} \eta\right)\left(k^{2}-2 p \cdot k+\mathrm{i} \eta\right)} . \tag{1.10}
\end{equation*}
$$

The integral in Eq. 1.10 can be performed with standard methods, yielding a single infrared pole in $\epsilon$ : potentially, a second infrared catastrophe. Instead of directly computing the integral, in
view of the generalisation to higher orders, it is more instructive to take the soft approximation further, and perform on the integrand the same steps that we applied to the real emission diagrams, i.e. neglecting $k^{2}$ in the denominator, and using the Dirac equation to simplify the numerator. Recognising that the lowest-order matrix element factorises, we write then

$$
\begin{equation*}
(a)_{\text {soft }}=\left(\mathrm{i} e^{2} \mu^{2 \epsilon}\right) \mathcal{M}_{0} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{p \cdot p^{\prime}}{\left(k^{2}+\mathrm{i} \eta\right)\left(-p^{\prime} \cdot k+\mathrm{i} \eta\right)(-p \cdot k+\mathrm{i} \eta)} . \tag{1.11}
\end{equation*}
$$

We note that the step between Eq. (1.10) and Eq. (1.11) has apparently generated a new problem: the integral in Eq. (1.11) is now also divergent in the UV, a region where our approximation breaks down. This UV singularity is not present in the original QED calculation: it is a singularity of a low-energy effective theory for the infrared sector of QED, and it will be of great interest for the developments discussed in Section 4 . For the moment, we will simply introduce a UV regulator and focus on the infrared pole.

Examining Eq. (1.11), one begins to see some similarities with the integral in Eq. 1.6): these can be sharpened by taking two further steps. First of all, we include the UV counterterms appropriate to the original QED calculation, picking the on-shell renormalisation scheme, which makes the calculation particularly transparent. In the on-shell scheme, the self-energy counterterm for the graphs in Fig. 3 (b) and 3 (c) is such that the sum of the graph plus the counterterm vanishes on shell: these graphs therefore do not contribute to our calculation. The vertex counterterm, on the other hand, is fixed by the requirement that the renormalised vertex correction vanish for $q^{2}=0$, i.e. for $p^{\prime}=p$. This can be enforced directly in our soft approximation by writing (2]

$$
\begin{align*}
(a+\text { counterterm })_{\text {soft }} & =\mathcal{M}_{0}\left(-\frac{\mathrm{i} e^{2} \mu^{2 \epsilon}}{2}\right) \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{\left(k^{2}+\mathrm{i} \eta\right)}\left(\frac{p^{\prime \mu}}{-p^{\prime} \cdot k+\mathrm{i} \eta}-\frac{p^{\mu}}{-p \cdot k+\mathrm{i} \eta}\right)^{2} \\
& \equiv \mathcal{M}_{0} \mathcal{I}_{v}\left(\frac{m^{2}}{q^{2}}, \frac{\mu^{2}}{q^{2}}, \epsilon\right) \tag{1.12}
\end{align*}
$$

which manifestly vanishes for $p^{\prime}=p$, and where the cross term in the square of the parenthesis gives Eq. 1.11), while the squares of the two terms (which depend only on $m^{2}$ ) give the counterterm. The final step to bring Eq. 1.12 to a form directly comparable to Eq. 1.6 is to note (following Ref. [137]) that the real part of the integral $\mathcal{I}_{v}$ has support only on the photon mass shell $\sqrt{6}, k^{2}=0$. This can be seen by focusing on the $k_{0}$ integration, and observing the locations of the poles in the $k_{0}$ complex plane in Eq. (1.11): the poles associated with the fermion lines are in the upper-half plane, as is one of the two poles associated with the photon propagator. One can therefore compute the integral by closing the contour in the lower-half plane, and picking the residue of the photon pole, which effectively places the photon on the mass shell. The result is now precisely of the form of Eq. 1.6 , except for an overall factor of $-1 / 2$, and the fact that the resolution parameter $E$ must be replaced with an ultraviolet cutoff, which can naturally be chosen as $\sqrt{-q^{2}}$. We have then

$$
\begin{equation*}
\mathcal{I}_{v}\left(\frac{m^{2}}{q^{2}}, \frac{\mu^{2}}{q^{2}}, \epsilon\right)=-\frac{1}{2} \mathcal{I}_{r}\left(\frac{m^{2}}{q^{2}}, \frac{\mu^{2}}{-q^{2}}, \epsilon\right) . \tag{1.13}
\end{equation*}
$$

The observed physical cross section is obtained by summing the real-emission cross section in Eq. (1.5), which gives the leading-order probability for the emission of an undetected soft photon,

[^4]

Figure 5: Emission of $n$ photons attached to outgoing electron line.
with the virtual correction to the elastic scattering process, which is proportional to the tree-level cross section, with a factor given by twice the real part of $\mathcal{I}_{v}$. One finds

$$
\begin{equation*}
\sigma_{\text {obs }}\left(e(p) \rightarrow e\left(p^{\prime}\right)\right)=\sigma_{0}\left(e(p) \rightarrow e\left(p^{\prime}\right)\right)\left[1+\mathcal{I}_{r}\left(\frac{m^{2}}{q^{2}}, \frac{\mu^{2}}{E^{2}}, \epsilon\right)+2 \mathcal{I}_{v}\left(\frac{m^{2}}{q^{2}}, \frac{\mu^{2}}{q^{2}}, \epsilon\right)\right] . \tag{1.14}
\end{equation*}
$$

Using Eq. (1.13), we see that all singular terms as $\epsilon \rightarrow 0$ cancel, as announced, leaving behind finite logarithms. In the limit of large negative $q^{2}$, for example, the result is

$$
\begin{equation*}
\sigma_{\mathrm{obs}}\left(e(p) \rightarrow e\left(p^{\prime}\right)\right) \simeq \sigma_{0}\left(e(p) \rightarrow e\left(p^{\prime}\right)\right)\left[1-\frac{\alpha}{\pi} \log \left(\frac{-q^{2}}{E^{2}}\right) \log \left(\frac{-q^{2}}{m^{2}}\right)+\mathcal{O}\left(\alpha^{2}\right)\right], \tag{1.15}
\end{equation*}
$$

displaying the product of a soft logarithm and a collinear logarithm. It is appealing that the cancellation we have observed is made possible by the fact that the divergent part of the loop integral originates from configurations in which the virtual photon is on-shell: this resonates with the qualitative arguments given in the Introduction, identifying infrared divergences as long-distance effects. We note however that the correction we find in Eq. (1.15) is finite but negative, and it can lead to a negative cross section at very large momentum transfer. It is clear that the recovery from the IR catastrophe at NLO is only a partial solution, and we need to explore higher-order corrections.

A general and detailed proof of the cancellation of infrared divergences in QED would require developing power-counting tools (discussed here in Section 3), and analysing the impact of renormalisation to all orders [20, 21]. Fortunately, it is possible to understand the general pattern of the cancellation with simple diagrammatic and combinatorial arguments, discussed for example in (137), which are sufficient to deal with terms with the largest logarithmic enhancements at each order of perturbation theory. These tools will provide us with a first glimpse of two essential features of infrared enhancements, factorisation and exponentiation, which will be discussed at length in later Sections. Consider first the emission of $n$ photons with momenta $k_{1}, \ldots, k_{n}$ and polarisation vectors $\varepsilon_{1}, \ldots, \varepsilon_{n}$, attached to the outgoing electron line carrying momentum $p^{\prime}$, as depicted in Fig. 5. The contribution to the transition amplitude from this graph is given by

$$
\begin{equation*}
G\left(1, \ldots, n ; p^{\prime}\right)=e^{n} \bar{u}\left(p^{\prime}\right) \not \varnothing_{1} \frac{\not p^{\prime}+\not k_{1}+m}{2 p^{\prime} \cdot k_{1}} \ldots \not \oiint_{n} \frac{\not p^{\prime}+\not \nmid_{1} \ldots \not k_{n}+m}{2 p^{\prime} \cdot\left(k_{1}+\ldots+k_{n}\right)} \mathcal{H} \tag{1.16}
\end{equation*}
$$

where $\mathcal{H}$ is the hard scattering subgraph represented by the circle in Fig. 5. At leading power in each gluon momentum, we can iterate the procedure applied to the single-radiative amplitude, dropping all dependence on $k_{i}$ in the numerator, and repeatedly using the Dirac equation after commuting the electron momentum $p^{\prime}$ to the left. This leads to

$$
\begin{equation*}
G\left(1, \ldots, n ; p^{\prime}\right) \simeq e^{n} \frac{p^{\prime} \cdot \varepsilon_{1}}{p^{\prime} \cdot k_{1}} \frac{p^{\prime} \cdot \varepsilon_{2}}{p^{\prime} \cdot\left(k_{1}+k_{2}\right)} \cdots \frac{p^{\prime} \cdot \varepsilon_{n}}{p^{\prime} \cdot\left(k_{1}+k_{2}+\ldots+k_{n}\right)} \mathcal{M} \tag{1.17}
\end{equation*}
$$

where the outgoing electron spinor has been reabsorbed in $\mathcal{M}$, the fixed-order matrix element without photon radiation. Crucially, the contribution to the physical amplitude where $n$ photons


Figure 6: Emission of $n$ photons connected in any order to the initial and final electron lines.
are radiated from the outgoing electron line is obtained by summing over $n$ ! permutations of the photon lines. Bose symmetry then requires that the result be symmetric under permutations of the photon labels: this happens as a consequence of the eikonal identity

$$
\begin{equation*}
\sum_{\sigma}\left[\prod_{i=1}^{n} \frac{1}{p \cdot \sum_{j=1}^{i} k_{\sigma(j)}}\right]=\prod_{i=1}^{n} \frac{1}{p \cdot k_{i}}, \tag{1.18}
\end{equation*}
$$

where $\sigma$ enumerates photon permutations. The identity is easily verified for $n=2$, and can subsequently be proved by induction. It leads to

$$
\begin{equation*}
\sum_{\sigma} G\left(\sigma(1), \ldots, \sigma(n) ; p^{\prime}\right) \simeq e^{n} \prod_{i=1}^{n} \frac{p^{\prime} \cdot \varepsilon_{i}}{p^{\prime} \cdot k_{i}} \mathcal{M} \tag{1.19}
\end{equation*}
$$

representing the uncorrelated emissions of $n$ soft photons without recoil. Notice that soft divergences will arise from the phase-space integration of the emitted photon momenta in Eq. (1.16) only if no hard photons are emitted further out along the electron line, closer to the outgoing electron spinor: any such emission would move all propagators closer to the hard scattering off their mass shell, so that the approximation leading to Eq. (1.16) would not be applicable ${ }^{7}$ We conclude that soft divergences arise from real photon emission only when photons attach to external lines, defined as lines connected to the external states from which every emission is soft: that is why we have factorised the non-radiative matrix element $\mathcal{M}$ in Eq. (1.19), rather than its tree-level approximation $\mathcal{M}_{0}$. In a space-time picture, this factorisation of 'external line' contributions nicely matches our understanding of soft divergences as long-distance phenomena, and it provides a first example of more intricate factorisation theorems to be discussed in later Sections. Naturally, an identical argument applies to the incoming electron line, where however each photon contributes with a relative minus sign, since $\left(p-\Sigma_{i} k_{i}\right)^{2}-m^{2}=-2 p \cdot \Sigma_{i} k_{i}$. Considering together all the diagrams containing $n$ soft photons, connected in any possible order to the incoming and outgoing electron lines, as shown in Fig. 6, we find that each photon contributes precisely an eikonal factor, as was the case in Eq. (1.4). The result is then

$$
\begin{equation*}
\mathcal{M}_{\mathrm{rad}}^{(n)}=e^{n} \prod_{i=1}^{n}\left(\frac{p^{\prime} \cdot \varepsilon_{i}}{p^{\prime} \cdot k_{i}}-\frac{p \cdot \varepsilon_{i}}{p \cdot k_{i}}\right) \mathcal{M} . \tag{1.20}
\end{equation*}
$$

At leading power in each photon momentum $k_{i}$, the phase space for real radiation factorises into a product of phase spaces for individual photon:8 furthermore, the phase-space integral must include a factor of $1 / n$ ! for $n$ identical bosons. Summing over polarisations one finds

$$
\begin{equation*}
\sigma_{r}^{(n)}\left(e(p) \rightarrow e\left(p^{\prime}\right)+n \gamma\right)=\sigma_{0}\left(e(p) \rightarrow e\left(p^{\prime}\right)\right) \frac{1}{n!}\left[\mathcal{I}_{r}\left(\frac{m^{2}}{q^{2}}, \frac{\mu^{2}}{E^{2}}, \epsilon\right)\right]^{n}, \tag{1.21}
\end{equation*}
$$

[^5]It is now straightforward to sum the series in Eq. 1.21) over the number of soft photons $n$, which results in exponentiation of the single-photon result,

$$
\begin{equation*}
\sigma_{r}\left(e(p) \rightarrow e\left(p^{\prime}\right)\right)=\sigma_{0}\left(e(p) \rightarrow e\left(p^{\prime}\right)\right) \exp \left[\mathcal{I}_{r}\left(\frac{m^{2}}{q^{2}}, \frac{\mu^{2}}{E^{2}}, \epsilon\right)\right] . \tag{1.22}
\end{equation*}
$$

We can now observe that most of the steps leading to Eq. (1.22) also apply to virtual corrections: only combinatorial factors must be carefully considered. First of all, only virtual photons attaching to external lines will generate soft divergences. Next, focusing on vertex corrections, i.e. on photons connecting the two electron lines, one may apply the eikonal identity in Eq. (1.18), by simply considering $n$ ! copies of all diagrams contributing to the $n$-photon vertex correction, and relabelling the photon momenta in each copy: one must then divide the result by $n!$. Notice that one needs to perform this sum and normalisation on only one of the two electron lines, since repeating the operation on the second electron line would reproduce the same diagrams 9 , This step leads to a product of factors of the form of Eq. 1.11). Self-energy corrections on each electron line can then be renormalised to vanish on-shell, and the condition that the vertex correction should vanish at $q^{2}=0$ turns each eikonal factor in the vertex into the form of Eq. (1.12), introducing the appropriate factor of $1 / 2$ for each photon. We conclude that virtual corrections also exponentiate, and

$$
\begin{equation*}
\sigma_{v}\left(e(p) \rightarrow e\left(p^{\prime}\right)\right)=\sigma_{0}\left(e(p) \rightarrow e\left(p^{\prime}\right)\right) \exp \left[2 \mathcal{I}_{v}\left(\frac{m^{2}}{q^{2}}, \frac{\mu^{2}}{q^{2}}, \epsilon\right)\right] . \tag{1.23}
\end{equation*}
$$

Combining real and virtual corrections, we see that, thanks to Eq. (1.13), the cancellation of soft singularities is replicated to all orders in perturbation theory, and one finds

$$
\begin{align*}
\sigma_{\text {obs }}\left(e(p) \rightarrow e\left(p^{\prime}\right)\right) & =\sigma_{0}\left(e(p) \rightarrow e\left(p^{\prime}\right)\right) \exp \left[\mathcal{I}_{r}\left(\frac{m^{2}}{q^{2}}, \frac{\mu^{2}}{E^{2}}, \epsilon\right)+2 \mathcal{I}_{v}\left(\frac{m^{2}}{q^{2}}, \frac{\mu^{2}}{q^{2}}, \epsilon\right)\right] \\
& \simeq \sigma_{0}\left(e(p) \rightarrow e\left(p^{\prime}\right)\right) \exp \left[-\frac{\alpha}{\pi} \log \left(\frac{-q^{2}}{E^{2}}\right) \log \left(\frac{-q^{2}}{m^{2}}\right)\right], \tag{1.24}
\end{align*}
$$

where in the second line we have reported the leading double-logarithmic behaviour in the limit of large momentum transfer. Upon combining real and virtual corrrections, and resumming the perturbative expansion, we achieved a finite and well-behaved result: the cross section is positive definite, and it exhibits the classic 'Sudakov' behaviour [62], vanishing exponentially at large momentum transfer, or equivalently for small values of the resolution parameter $E$ and of the fermion mass $m$.

### 1.2 Observable cross sections are finite: the KLN theorem

We have seen that in quantum electrodynamics soft divergences cancel out order by order in perturbation theory, when the transition rates are summed over final states that are physically indistinguishable. From the derivation in Section 1.1, it is not however clear how general the mechanism is, and indeed the cancellation may appear fortuitous. As a matter of fact, as briefly discussed in the Introduction, the Bloch-Nordsieck theorem is specific to QED, and breaks down for non-abelian gauge theories $34,38,40,41$. It is important, therefore, to develop a more general understanding of the cancellation, as well as a more intuitive picture of the underlying physical mechanism. The framework is provided by two general results, known respectively as

[^6]the Kinoshita-Poggio-Quinn (KPQ) theorem [31 $\sqrt[33]{ }$ and the Kinoshita-Lee-Nauenberg (KLN) theorem [22, 23, 165, 166], which apply directly to any quantum theory with massless particles. The KPQ theorem establishes that momentum-space Green functions with external momenta which are off the mass shell are infrared safe. This is a natural consequence of the physical picture that we have been developing: the fluctuations of off-shell fields are confined to limited volumes of space-time, and cannot be affected by long-distance singularities. The KLN theorem, on the other hand, establishes the general framework for the cancellation of singularities when on-shell quantities are evaluated: one finds that, in any theory involving massless particles, infrared divergences can be traced to the presence of sets of quantum states that are degenerate in energy, and the divergences cancel when the transition rates are summed over the sets of degenerate initial and final states. In what follows, we will sketch a proof of the KLN theorem, following the line of argument presented in [23]. We find this approach particularly suited to show the complete generality of the cancellation, which indeed applies to any quantum system with sets of states which are degenerate in energy, including non-relativistic theories and effective field theories.

Consider then a quantum-mechanical system, characterised by a Hilbert space of states $\mathcal{H}$, and by a quantum hamiltonian $H$ which we split into a solvable, quadratic part, and an interaction term, as

$$
\begin{equation*}
H(t)=H_{0}+H_{I}(t), \tag{1.25}
\end{equation*}
$$

Crucially, we work in the interaction picture, where operators evolve in time by the action of the free hamiltonian $H_{0}$, while the time evolution of quantum states is dictated by the interaction hamiltonian $H_{I}(t)$. The time evolution operator is then given by

$$
\begin{equation*}
U\left(t_{2}, t_{1}\right)=\mathrm{T} \exp \left[-\mathrm{i} \int_{t_{1}}^{t_{2}} d t H_{I}(t)\right], \tag{1.26}
\end{equation*}
$$

where $H_{I}(t)$ is the interaction hamiltonian in the interaction picture,

$$
\begin{equation*}
H_{I}(t)=\mathrm{e}^{\mathrm{i} H_{0} t} H_{I}(0) \mathrm{e}^{-\mathrm{i} H_{0} t} . \tag{1.27}
\end{equation*}
$$

The $S$-matrix of the theory can then be formally defined by the limit

$$
\begin{equation*}
S \equiv \lim _{t, t^{\prime} \rightarrow \infty} U\left(t^{\prime}, 0\right) U(0,-t) \equiv \Omega_{-}^{\dagger} \Omega_{+}, \tag{1.28}
\end{equation*}
$$

where the $\Omega_{ \pm}$operators, sometimes called Möller operators, are in turn defined by

$$
\begin{equation*}
\Omega_{ \pm} \equiv \lim _{t \rightarrow \infty} T \exp \left[-\mathrm{i} \int_{\mp t}^{0} d t H_{I}(t)\right] . \tag{1.29}
\end{equation*}
$$

Armed with this definition, we can compute transition amplitudes between incoming and outgoing states in terms of the Möller operators, as

$$
\begin{equation*}
\langle b, \text { out }| a, \text { in }\rangle \equiv\langle b, \text { in }| S \mid a, \text { in }\rangle=\sum_{c}\langle b| \Omega_{-}^{\dagger}|c\rangle\langle c| \Omega_{+}|a\rangle, \tag{1.30}
\end{equation*}
$$

where we used the completeness of the incoming states, and, in the last expression, we omitted for simplicity the initial-state label, as we will do in the following. We are tacitly assuming that the asymptotic states are eigenstates of the free hamiltonian $H_{0}$ : if there are sets of energydegenerate states, this is in general not a good approximation (as we will see in detail in the next section), since energy degeneracy signals long-range interactions. In the present setting,
the problem emerges in the form of singularities in perturbation theory, which we will have to try to cancel. In order to proceed, we define the transition probabilities (per unit volume and per unit time)

$$
\begin{align*}
P(a \rightarrow b)=|\langle b| S| a\rangle\left.\right|^{2} & =\sum_{c, d}\left(\langle b| \Omega_{-}^{\dagger}|c\rangle\langle c| \Omega_{+}|a\rangle\right)\left(\langle b| \Omega_{-}^{\dagger}|d\rangle\langle d| \Omega_{+}|a\rangle\right)^{*} \\
& =\sum_{c, d}\langle d| \Omega_{+}|a\rangle^{*}\langle c| \Omega_{+}|a\rangle\langle b| \Omega_{-}^{\dagger}|c\rangle\langle b| \Omega_{-}^{\dagger}|d\rangle^{*} \\
& \equiv \sum_{c, d} W_{a, c d}^{+}\left(W_{b, c d}^{-}\right)^{*} \tag{1.31}
\end{align*}
$$

where in the last equality we defined the matrices

$$
\begin{equation*}
W_{l, c d}^{ \pm} \equiv\langle d| \Omega_{ \pm}|l\rangle^{*}\langle c| \Omega_{ \pm}|l\rangle \tag{1.32}
\end{equation*}
$$

providing a factorisation of the transition rate into two parts, carrying the dependence on the initial state $|a\rangle$, and on the final state $|b\rangle$, respectively.

The KLN theorem can be stated in terms of the transition probabilities $P(a \rightarrow b)$ as follows. Consider the eigenstates $|\alpha\rangle$ of the hamiltonian $H$, and let $E_{\alpha}$ be their energies. Focus on the set of eigenstates with energies falling in a fixed interval $E_{0}-\epsilon<E_{\alpha}<E_{0}+\epsilon$, and denote that set by $D_{\epsilon}\left(E_{0}\right)$. Transition probabilities $P(\alpha \rightarrow \beta)$ are in general singular in perturbation theory if $E_{\alpha}$ or $E_{\beta}$ are degenerate. In such cases, one must introduce a regulator for the singularity, for example a mass $m$ for all particles involved in the scattering. In the presence of the regulator $m$, one can then construct the inclusive transition probability

$$
\begin{equation*}
P_{m}\left[D_{\epsilon}\left(E_{a}\right) \rightarrow D_{\epsilon}\left(E_{b}\right)\right] \equiv \sum_{a \in D_{\epsilon}\left(E_{a}\right)} \sum_{b \in D_{\epsilon}\left(E_{b}\right)} P_{m}(a \rightarrow b) \tag{1.33}
\end{equation*}
$$

and the theorem states that this quantity remains finite order by order in perturbation theory when the regulator is removed by taking $m \rightarrow 0$. Given Eq. 1.31, this can be proved by considering the matrices $W_{l, c d}^{ \pm}$, and showing that the combination

$$
\begin{equation*}
\sum_{a \in D_{\epsilon}\left(E_{a}\right)} W_{a, c d}^{ \pm} \equiv W_{c d}^{ \pm}(a) \tag{1.34}
\end{equation*}
$$

is finite. In order to see how the cancellation comes about, let us begin by considering the first non-trivial perturbative order. Expanding Eq. 1.29) to first order in $H_{I}$ we find, for example

$$
\begin{align*}
\langle i| \Omega_{-}|j\rangle & =\langle i|\left[1-\mathrm{i} \int_{\infty}^{0} d t H_{I}(t)\right]|j\rangle \\
& =\delta_{i j}+\mathrm{i} \int_{0}^{\infty} d t\langle i| \mathrm{e}^{\mathrm{i} H_{0} t} H_{I} \mathrm{e}^{-\mathrm{i} H_{0} t}|j\rangle \\
& =\delta_{i j}+\mathrm{i}\langle i| H_{I}|j\rangle \int_{0}^{\infty} d t \mathrm{e}^{\mathrm{i}\left[\left(E_{i}-E_{j}\right)+\mathrm{i} \epsilon\right] t} \\
& =\delta_{i j}-\frac{\langle i| H_{I}|j\rangle}{E_{i}-E_{j}+\mathrm{i} \epsilon} \tag{1.35}
\end{align*}
$$

where the infinitesimal real constant $\epsilon$ ensures the convergence of the integral at infinity, and $E_{i}$ and $E_{j}$ are the eigenvalues of $H_{0}$ for the states $|i\rangle$ and $|j\rangle$, respectively. Eq. 1.35, and the analogous result for the matrix elements of $\Omega_{+}$, can be substituted in Eq. 1.32 , yielding

$$
\begin{equation*}
W_{a, i j}^{ \pm}=\delta_{i a} \delta_{j a}-\frac{\langle i| H_{I}|a\rangle}{E_{i}-E_{a} \mp \mathrm{i} \epsilon} \delta_{j a}-\frac{\langle j| H_{I}|a\rangle^{*}}{E_{j}-E_{a} \pm \mathrm{i} \epsilon} \delta_{i a} \tag{1.36}
\end{equation*}
$$

up to corrections of second order in $H_{I}$. If the energy levels $E_{i}$ and $E_{j}$ become degenerate when the regulator $m$ is removed, Eq. (1.36) exhibits singularities whenever $|a\rangle$ coincides with either $|i\rangle$ or $|j\rangle$. It is easy to verify that the singularities cancel at this order in the combination $W_{c d}^{ \pm}(a)$ defined in Eq. (1.34). Four different cases arise naturally

- Both states $|i\rangle$ and $|j\rangle$ lie in $D_{\epsilon}\left(E_{a}\right)$. This is the potentially singular case, but one easily verifies that the contribution with $|a\rangle=|i\rangle$ cancels the one with $|a\rangle=|j\rangle$. So long as $|i\rangle \neq|j\rangle$, one then finds $W_{i j}^{ \pm}(a)=0$.
- Only state $|i\rangle$ belongs to $D_{\epsilon}\left(E_{a}\right)$, while $j \notin D_{\epsilon}\left(E_{a}\right)$. In this case only one term appears in the sum, but it is not singular

$$
\begin{equation*}
W_{i j}^{ \pm}(a)=-\frac{\langle i| H_{I}|j\rangle}{E_{j}-E_{i} \pm \mathrm{i} \epsilon}, \quad E_{j} \neq E_{i} \tag{1.37}
\end{equation*}
$$

- If $i \notin D_{\epsilon}\left(E_{a}\right), j \in D_{\epsilon}\left(E_{a}\right)$, by the same token one finds

$$
\begin{equation*}
W_{i j}^{ \pm}(a)=-\frac{\langle i| H_{I}|j\rangle}{E_{i}-E_{j} \mp \mathrm{i} \epsilon}, \quad E_{i} \neq E_{j} \tag{1.38}
\end{equation*}
$$

- Finally, if $i \notin D_{\epsilon}\left(E_{a}\right), j \notin D_{\epsilon}\left(E_{a}\right)$, the sum receives no contributions, and one simply finds $W_{i j}^{ \pm}(a)=0$.

This proves that $W_{i j}^{ \pm}(a)$ is infrared-finite to first order in the perturbation $H_{I}$ : the generalisation of the proof to arbitrary perturbative order can be achieved by induction. To begin with, in order to keep track of the order of the perturbation, we extract a factor of a (small) coupling $g$ from the interaction hamiltonian, changing $H_{I} \rightarrow g H_{I}$. Next, we expand both the Möller operators $\Omega_{ \pm}$and the matrices $W_{a, i j}^{ \pm}$and $W_{i j}^{ \pm}(a)$ in powers of $g$. In particular, using the definitions in Eq. 1.32 and Eq. (1.34), we can write

$$
\begin{align*}
W_{i j}^{ \pm}(a) & \equiv \sum_{n=0}^{\infty} g^{n} W_{n, i j}^{ \pm}(a), \quad \Omega_{ \pm} \equiv \sum_{n=0}^{\infty} g^{n} \Omega_{ \pm, n} \\
W_{n, i j}^{ \pm}(a) & =\sum_{r=0}^{n} \sum_{a \in D_{\epsilon}\left(E_{a}\right)}\langle j| \Omega_{ \pm, r}|a\rangle^{*}\langle i| \Omega_{ \pm, n-r}|a\rangle \tag{1.39}
\end{align*}
$$

Finally, we need to keep in mind some fundamental properties of the Möller operators: first of all, unitarity

$$
\begin{equation*}
\Omega_{ \pm}^{\dagger} \Omega_{ \pm}=1 \tag{1.40}
\end{equation*}
$$

which implies and reflects the unitarity of the $S$ matrix. Next, as we assume the asymptotic states to be eigenstates of the unperturbed hamiltonian $H_{0}$, we conclude that the Möller operators must diagonalise the complete hamiltonian

$$
\begin{equation*}
\Omega_{ \pm}^{\dagger} H \Omega_{ \pm}=\hat{H}_{0} \tag{1.41}
\end{equation*}
$$

where $\hat{H}_{0}$ is diagonal in the same basis as $H_{0}$, but we allow for a difference in eigenvalues due to interactions: the effects of renormalisation, and more generally of virtual corrections, shifting particle masses, contribute to this difference. Combining Eq. 1.41 with Eq. 1.25 we can write

$$
\begin{equation*}
\left[\Omega_{ \pm}, \hat{H}_{0}\right]=\left(H-\hat{H}_{0}\right) \Omega_{ \pm}=\left(\Delta+g H_{I}\right) \Omega_{ \pm} \tag{1.42}
\end{equation*}
$$

where $\Delta \equiv H_{0}-\hat{H}_{0}$. The diagonal operator $\Delta$ can also be expanded in powers of the coupling as $\Delta=\sum_{n} g^{n} \Delta_{n}$.

With these tools in hand, we can now proceed to build the inductive argument. We have already shown that $W_{n, i j}^{ \pm}(a)$ is finite for $n=1$, and we know that $\Delta$ vanishes at lowest order; furthermore, we can safely assume that $\Delta_{n}$ is infrared finite, which can be achieved order by order by a suitable choice of renormalisation scheme. With these results, we can now prove that, if $W_{n, i j}^{ \pm}(a)$ is infrared finite for $n \leq N$, then $W_{N+1, i j}^{ \pm}(a)$ will also be infrared-finite. As before there are four cases to be considered, which in fact can be reduced to three.

- Consider first the situation in which $|i\rangle \notin D_{\epsilon}\left(E_{a}\right)$, with no assumption on $|j\rangle$. Then, taking the matrix element of Eq. (1.42) between the states $\langle i|$ and $|a\rangle$, and using the fact that in this case $E_{a} \neq E_{i}$, we find

$$
\begin{equation*}
\left[\Omega_{ \pm, n}\right]_{i a}=\frac{1}{E_{a}-E_{i}}\left\{\sum_{k}\left(H_{I}\right)_{i k}\left[\Omega_{ \pm, n-1}\right]_{k a}+\sum_{s=1}^{n}\left(\Delta_{s}\right)_{i i}\left[\Omega_{ \pm, n-s}\right]_{i a}\right\} \tag{1.43}
\end{equation*}
$$

where we made use of the fact that $\Delta$ is diagonal and vanishes at lowest order. Crucially, the $n$-th order contribution to the Möller operator matrix element is expressed in terms of lower-order terms, multiplied times finite factors. We can now substitute Eq. (1.43) for one of the two matrix elements in the definition of $W_{i j}^{ \pm}(a)$, Eq. 1.39. Taking the contribution at order $N+1$, and suitably shifting the summation indices, we find

$$
\begin{equation*}
W_{N+1, i j}^{ \pm}(a)=\frac{1}{E_{a}-E_{i}}\left[\sum_{k}\left(H_{I}\right)_{i k} W_{N, k j}^{ \pm}(a)+\sum_{s=1}^{N}\left(\Delta_{s}\right)_{i i} W_{N-s, i j}^{ \pm}(a)\right] \tag{1.44}
\end{equation*}
$$

which is manifestly finite under the induction hypothesis.

- The symmetric case, in which $|j\rangle \notin D_{\epsilon}\left(E_{a}\right)$, with no assumption on $|i\rangle$, yields a finite result thanks to the hermiticity properties of the matrices $W_{i j}^{ \pm}(a)$. Indeed,

$$
\begin{equation*}
W_{N, i j}^{ \pm}(a)=\left[W_{N, j i}^{ \pm}(a)\right]^{*} \tag{1.45}
\end{equation*}
$$

as easily seen from Eq. 1.39 .

- The last case to be considered, when both states $|i\rangle$ and $|j\rangle$ belong to the set $D_{\epsilon}\left(E_{a}\right)$, is potentially the most intricate. It is remarkable and suggestive that finiteness in this case can be established using the unitarity of the Möller operators, and thus of the $S$ matrix. Taking the $n$-th perturbative order in the expansion of the matrix elements of Eq. (1.40), one finds

$$
\begin{equation*}
\sum_{r=0}^{n} \sum_{a \in D_{\epsilon}\left(E_{a}\right)}\left[\Omega_{ \pm, r}\right]_{j a}^{*}\left[\Omega_{ \pm, n-r}\right]_{i a}+\sum_{r=0}^{n} \sum_{a \notin D_{\epsilon}\left(E_{a}\right)}\left[\Omega_{ \pm, r}\right]_{j a}^{*}\left[\Omega_{ \pm, n-r}\right]_{i a}=0 \tag{1.46}
\end{equation*}
$$

This allows us to express the matrix elements of $W^{ \pm}(a)$ between states in the degenerate set in terms of those between states that lie outside the set, which have already been shown to be finite. At order $N+1$,

$$
\begin{equation*}
W_{N+1, i j}^{ \pm}(a)=-\sum_{r=0}^{N+1} \sum_{a \notin D_{\epsilon}\left(E_{a}\right)}\left[\Omega_{ \pm, r}\right]_{j a}^{*}\left[\Omega_{ \pm, M+1-r}\right]_{i a} \tag{1.47}
\end{equation*}
$$

which completes the proof of the KLN theorem.

The simple quantum-mechanical setup of the proof that we have outlined highlights the complete generality of the cancellation mechanism. On the other hand, in a quantum field theory context, a detailed implementation of the proof requires further work: one must verify for example that the renormalisation procedure does not interfere with the cancellation, and identify the relevant contributions in terms of Feynman graphs, where the splitting of the $S$-matrix in terms of Möller operators is related to unitarity cuts 165 167]. Finally, one needs to face the difficulties associated with summing over initial state degenerate configurations in the context of scattering experiments. In the next Section, we will explore an alternative approach, which attempts to construct directly a finite $S$-matrix, instead of relying upon a cancellation at the level of observed cross sections.

### 1.3 Saving the $S$-matrix: coherent states

The KLN theorem provides us, in principle, with a practical way out of the infrared problem: while it remains true that the fundamental theoretical objects for scattering predictions, the $S$-matrix elements, are ill-defined in theories with massless particles, a careful construction of observable cross sections leads to finite predictions, order by order in perturbation theory. As we will see, however, there is quite some distance between this solution 'in principle' and an effective method to make reliable predictions, especially for non abelian theories. Furthermore, one feels that it should be possible to be more ambitious: indeed, the physics of the problem is quite clear, and suggests directions for refining the quantum field theory framework in the massless limit, in order to deal with finite quantities at all stages of the calculations.

To state again the basic fact, infrared singularities arise in massless theories because emission and absorption probabilities for massless particles do not decrease fast enough at large distances and long times. This means that a basic assumption in the construction of the $S$-matrix fails: interactions never become negligible in the distant past or future, and therefore the description of the asymptotic states as Fock states built out of isolated non-interacting particles is (to say the least) not sufficiently precise. This sounds, hopefully, like a problem that can be fixed: after all, when given a quantum Hamiltonian $H$, the distinction between what we call the 'free', or 'integrable' part, $H_{0}$, and the 'interaction' part $H_{I}$ has a degree of arbitrariness. This could be exploited, in principle, by identifying interactions that are non-negligible at long distances, and re-assigning them to $H_{0}$, which is supposed to be treated exactly at all distance scales. This would translate into a more accurate characterisation of the asymptotic states, which would no longer be defined as eigenstates of the free Hamiltonian $H_{0}$, but rather as eigenstates of the proper asymptotic Hamiltonian. Such states have indeed been introduced and extensively studied, under the label of coherent states: they have been shown to provide a consistent definition of the $S$-matrix for theories with massless particles, and their construction has been exploited to uncover deep and interesting properties of the infrared dynamics of perturbative gauge theories.

After a series of early suggestions and preliminary studies 24 29], the breakthrough came with the landmark paper by Faddeev and Kulish [30] in 1970, where the problem of the construction of an infrared-finite $S$-matrix for QED was formally solved in a definitive manner. In the rest of this Section, we will provide an introduction to the formalism of coherent states for massless quantum field theories, following the general logic of Ref. [30], but using the concrete implementation and examples from Ref. [57], and we will give a few pointers to later developments along these lines. As will become clear, coherent states do not (as yet) provide a fully practical tool for the evaluation of gauge theory observables for collider applications, but they do give a precise theoretical framework, with a clear and transparent physical interpretation, which must to some extent underpin and help organise all subsequent developments.

As was the case for the KLN theorem, the starting point is the Hamiltonian of our quantum
field theory, which we split into a solvable, quadratic part, and an interaction, according to Eq. 1.25). Time evolution is described in the interaction picture, so that Eqs. (1.27) and (1.29) hold. The crucial step is now to use the explicit knowledge of the time dependence of the evolution operator in the interaction picture to identify and isolate the leading behaviour of the interaction Hamiltonian at large times (we will see an explicit example of this step in Section 1.3.1. We need, of course, to introduce a scale $E$, in order to define what we mean by long and short times: roughly speaking, we consider times $t \geq \hbar / E$ as asymptotic. We then write

$$
\begin{equation*}
H_{I}(t)=H_{R}^{E}(t)+H_{A}^{E}(t) \tag{1.48}
\end{equation*}
$$

where $H_{A}^{E}(t)$ denotes the asymptotic Hamiltonian, responsible for the leading large-time behaviour of the evolution operator. In turn, using $H_{A}^{E}(t)$, we can define asymptotic Möller operators

$$
\begin{equation*}
\Omega_{A, \pm}(E) \equiv \lim _{t \rightarrow \infty} T \exp \left[-\mathrm{i} \int_{\mp t}^{0} d t H_{A}^{E}(t)\right] \tag{1.49}
\end{equation*}
$$

which allows us to isolate the large-time contributions to the $S$-matrix by writing

$$
\begin{align*}
S & =\Omega_{A,-}^{\dagger}(E) \Omega_{R,-}^{\dagger}(E) \Omega_{R,+}(E) \Omega_{A,+}(E) \\
& \equiv \Omega_{A,-}^{\dagger}(E) S_{R}(E) \Omega_{A,+}(E) \tag{1.50}
\end{align*}
$$

where we have introduced regular Möller operators $\Omega_{R, \pm}(E)$, and we have (somewhat optimistically) defined a regular $S$-matrix

$$
\begin{equation*}
S_{R}(E)=\Omega_{A,-}(E) S \Omega_{A,+}^{\dagger}(E) \tag{1.51}
\end{equation*}
$$

Note that, in general, the regular Hamiltonian $H_{R}^{E}(t)$ does not commute with the asymptotic one, so the regular Möller operator is not simply computed by exponentiating $H_{R}^{E}(t)$, but involves commutator terms: the fact that the regular $S$-matrix is indeed free of infrared singularities must therefore be checked with explicit definitions in hand for the operators involved. Specifically, with the definitions above, we expect that the regular $S$-matrix elements in the usual Fock space will be free of infrared singularities. Alternatively, and perhaps more appropriately, one may define a basis of coherent states

$$
\begin{equation*}
|h, \pm\rangle_{E}=\Omega_{A, \pm}^{\dagger}(E)|h\rangle \tag{1.52}
\end{equation*}
$$

by acting with the asymptotic Möller operators on a generic Fock state $|h\rangle$. The expectation is then that the usual $S$-matrix will be free of infrared singularities in the coherent state basis.

In QED, with massive fermions, this expectation was turned into a theorem by Faddeev and Kulish in Ref. [30]. As we will note below, the form of the coherent state operator is particularly simple in the soft limit for abelian gauge theories: this allows for a full treatment, and one can prove not only the perturbative finiteness of the coherent state $S$-matrix, but also that it is possible to build a Hilbert space of coherent states which is separable, gauge invariant, and containing a gauge-invariant subspace of positive norm states. In some sense, for the soft problem in the massive abelian theory, the book is closed. In the non-abelian case, the situation is considerably more complicated, because there are unavoidable collinear singularities associated with the self-interactions of massless gluons: as we will see below, the coherent state operator is qualitatively much more intricate in the collinear limit, and this makes it much more difficult to prove all-order statements. A number of papers between the late seventies and the early
eighties explored the construction of non-abelian coherent states, their gauge properties, and the mechanism for the cancellation of divergences $46-56$, and finally an elegant formal proof of the finiteness of the non-abelian coherent-state $S$-matrix, including collinear singularities, was given by Giavarini and Marchesini in Ref. [59].

In the remainder of this Section, rather than focusing on all-order proofs, we would like to flesh out the rather formal arguments given above, showing in concrete examples how the asymptotic Hamiltonian is constructed, and how the coherent state operator engineers the cancellation of infrared singularities. To this end, following Ref. [57], we begin by considering the simple case of a scalar theory, affected by collinear divergences only, and then we briefly highlight similarities and differences with the physically more interesting case of four-dimensional gauge theories.

### 1.3.1 Collinear divergences in a scalar theory

Our toy model for the construction of coherent states is a massless scalar theory with cubic interaction, which we take to live in dimension $d=6$, where the theory is renormalisable. The Lagrangian is then simply

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi-\frac{\lambda}{6} \phi^{3} . \tag{1.53}
\end{equation*}
$$

A detailed power-counting argument at the diagrammatic level shows that scattering amplitudes in this theory can be affected by collinear singularities, but not by soft ones. Here we will simply assume that this is the case, and we will study the asymptotic behaviour of scattering amplitudes focusing on the collinear limit.

As explained in Section 1.3 , the construction of coherent states is particularly simple and transparent in the interaction picture, where quantum operators evolve with the free Hamiltonian. The first step is then to expand the scalar field in Fourier modes, each of which evolves independently in time, with a fixed energy given by the classical mass-shell condition. We write

$$
\begin{equation*}
\phi(\mathbf{x}, t)=\int \widetilde{d k}\left[a(\mathbf{k}) \mathrm{e}^{\mathrm{i} \mathbf{k} \cdot \mathbf{x}-\mathrm{i} w(\mathbf{k}) t}+a^{\dagger}(\mathbf{k}) \mathrm{e}^{-\mathrm{i} \mathbf{k} \cdot \mathbf{x}+\mathrm{i} w(\mathbf{k}) t}\right] \tag{1.54}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
\widetilde{d k}=\frac{d^{5} k}{(2 \pi)^{5} 2 w(\mathbf{k})}, \quad w(\mathbf{k})=|\mathbf{k}| \tag{1.55}
\end{equation*}
$$

and the creation and annihilation operators satisfy the normalisation condition

$$
\begin{equation*}
\left[a(\mathbf{k}), a^{\dagger}\left(\mathbf{k}^{\prime}\right)\right]=(2 \pi)^{5} 2 w(\mathbf{k}) \delta^{5}\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \tag{1.56}
\end{equation*}
$$

It is straightforward to compute the interaction Hamiltonian, which is given by

$$
\begin{align*}
H_{I}(t)= & \frac{\lambda}{6} \int d^{5} x \phi^{3}(\mathbf{x}, t) \\
=\frac{\lambda}{2} \int \frac{\widetilde{d k_{1}} \widetilde{d k_{2}}}{2 w_{3}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)} & {\left[a^{\dagger}\left(\mathbf{k}_{1}\right) a\left(\mathbf{k}_{2}\right) a\left(\mathbf{k}_{1}-\mathbf{k}_{2}\right) \mathrm{e}^{\mathrm{i}\left(w_{1}-w_{2}-w_{3}\right) t}\right.} \\
& \left.+a^{\dagger}\left(\mathbf{k}_{1}\right) a^{\dagger}\left(\mathbf{k}_{2}\right) a^{\dagger}\left(-\mathbf{k}_{1}-\mathbf{k}_{2}\right) \mathrm{e}^{\mathrm{i}\left(w_{1}+w_{2}+w_{3}\right) t}+\text { h.c. }\right] \tag{1.57}
\end{align*}
$$

where we introduced the shorthand notation $w_{i} \equiv w\left(\mathbf{k}_{i}\right)$, and where the spatial integration led to enforcing momentum conservation. In the spirit of time-ordered perturbation theory (TOPT), the Hamiltonian in Eq. (1.57) mediates interactions between on-shell particles, and,
as a consequence, energy is not conserved at the interaction vertices. The coefficients of $t$ in the exponential factors are given by the energy deficits in the corresponding interactions, and each term in Eq. (1.57) has a transparent physical interpretation: for example, the first term acts on a two-particle state, replacing it with a one-particle state, whereas the second term corresponds to a quantum fluctuation in which three particles are created out of the vacuum.

One now comes to the crucial part of the argument: contributions to $H_{I}(t)$ at large times, $|t| \rightarrow \infty$, are suppressed by the rapid oscillations of the exponential factors, except for configurations where the coefficients of $t$ become vanishingly small. For the second term in Eq. (1.57), and its hermitian conjugate, the only candidate configurations with this property are the rather uninteresting ones in which all particles involved have vanishing energy. On the other hand, it is clear that the first term and its hermitian conjugate involve physically relevant configuration with a vanishing energy deficit: for example, soft configurations, say with $w_{2}=0$, where an energetic on-shell scalar quantum emits or absorbs a soft scalar without changing its own energy, and remaining on-shell, or, as we detail below, collinear configurations.

A power-counting analysis would show that soft configurations in this theory would not lead to divergences in $S$-matrix elements. Bypassing the detailed argument, here we concentrate directly on the collinear limit. To study it, we introduce a simple parametrisation of the momenta entering the interaction vertex, writing

$$
\begin{align*}
& \mathbf{k}_{1}=w_{1} \widehat{\mathbf{k}}_{1} \\
& \mathbf{k}_{2}=w_{1}\left(\alpha \widehat{\mathbf{k}}_{1}+\beta \widehat{\mathbf{k}}_{\perp}\right) \\
& \mathbf{k}_{3}=w_{1}\left((1-\alpha) \widehat{\mathbf{k}}_{1}-\beta \widehat{\mathbf{k}}_{\perp}\right), \tag{1.58}
\end{align*}
$$

where we picked $\mathbf{k}_{1}$ as collinear direction, and identified the perpendicular direction in the scattering plane by $\mathbf{k}_{\perp}$, with $\left|\widehat{\mathbf{k}}_{1}\right|=\left|\widehat{\mathbf{k}}_{\perp}\right|=1$, and $\widehat{\mathbf{k}}_{1} \cdot \widehat{\mathbf{k}}_{\perp}=0$. The collinear limit is clearly identified by $\beta \rightarrow 0$, while the limits $\alpha \rightarrow 0$ and $\alpha \rightarrow 1$ are soft. For small $\beta$, and generic $\alpha$, we easily find

$$
\begin{equation*}
\left|w_{1}-w_{2}-w_{3}\right|=\frac{\beta^{2}}{2 \alpha(1-\alpha)} w_{1}+\mathcal{O}\left(\beta^{4}\right) \tag{1.59}
\end{equation*}
$$

At this stage we are assuming that soft configurations are not problematic: the presence of singularities in the soft limits in Eq. (1.59) is a harbinger of many future problems, in cases where soft and collinear configurations have a singular overlap. In the present case, writing the collinear asymptotic Hamiltonian is immediate: we simply introduce an appropriate angular cutoff, and take the leading power of the interaction Hamiltonian as $\beta \rightarrow 0$. We find

$$
\begin{equation*}
H_{A}^{\Delta}(t)=\frac{\lambda}{2} \int \frac{\widetilde{d k} \widetilde{k}_{1 k_{2}}}{2(1-\alpha) w_{1}} \theta_{\Delta}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)\left[a^{\dagger}\left(\mathbf{k}_{1}\right) a\left(\mathbf{k}_{2}\right) a\left(\mathbf{k}_{1}-\mathbf{k}_{2}\right) \mathrm{e}^{\mathrm{i} \frac{\beta^{2}}{2 \alpha(1-\alpha)} w_{1} t}+h . c .\right], \tag{1.60}
\end{equation*}
$$

where $\theta_{\Delta}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)$ is any set of $\theta$ functions constraining the three momenta meeting at the vertex to be in the collinear region, say lying within a cone of angular size $\Delta$. Armed with the asymptotic Hamiltonian in Eq. 1.60 , one can easily compute the coherent state operators $\Omega_{A, \pm}(\Delta)$ order by order in perturbation theory. At leading order, performing the time integration, one finds

$$
\begin{equation*}
\Omega_{A, \pm}^{(1)}(\Delta)=\frac{\lambda}{2} \int \widetilde{d k_{1}} \widetilde{d k_{2}} \frac{\alpha}{\beta^{2} w_{1}^{2}} \theta_{\Delta}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)\left[a^{\dagger}\left(\mathbf{k}_{1}\right) a\left(\mathbf{k}_{2}\right) a\left(\mathbf{k}_{1}-\mathbf{k}_{2}\right)+h . c .\right] \tag{1.61}
\end{equation*}
$$

where the collinear enhancement as $\beta \rightarrow 0$ is clearly displayed in the first factor of the integrand. By construction, when applied to a single-particle Fock state, the operator in Eq. (1.61) simulates the collinearly-enhanced part of the interaction, and generates a quasi-collinear pair; similarly,
when acting on a Fock state describing two quasi-collinear incoming particles, the operator merges them into a single one.

In order to visualise more explicitly the mechanism of the cancellation, following Ref. [57], we can work out the simple example of scattering from a classical current, mimicking the wellknown QCD calculation of collinear effects in DIS. Focusing on the real radiation correction, we compute the regular $S$-matrix element

$$
\begin{equation*}
\left\langle\mathbf{p}_{f_{1}}, \mathbf{p}_{f_{2}}\right| S_{R}(\Delta)\left|\mathbf{p}_{i}\right\rangle=\langle 0| a\left(\mathbf{p}_{f_{1}}\right) a\left(\mathbf{p}_{f_{2}}\right) \Omega_{A,-}(\Delta) S^{(0)} \Omega_{A,+}^{\dagger}(\Delta) a^{\dagger}\left(\mathbf{p}_{i}\right)|0\rangle \tag{1.62}
\end{equation*}
$$

where $S^{(0)}$ represent the scattering by the external current. We expect collinear enhancements when $\mathbf{p}_{f_{1}}$ becomes collinear to $\mathbf{p}_{f_{2}}$, and when either $\mathbf{p}_{f_{1}}$ or $\mathbf{p}_{f_{2}}$ become collinear to $\mathbf{p}_{i}$ : for the sake of this example, let us pick this second case, choosing $\mathbf{p}_{f_{1}}$ along a direction close to $\mathbf{p}_{i}$. In this case, $\mathbf{p}_{f_{1}}$ and $\mathbf{p}_{f_{2}}$ cannot be collinear to each other, since the hard scattering by the external current imparts a large momentum to the system. As a consequence, at $\mathcal{O}(\lambda)$ the coherent state operator to the left of the classical scattering in Eq. 1.62 cannot contribute, and one is left with

$$
\begin{align*}
\left\langle\mathbf{p}_{f_{1}}, \mathbf{p}_{f_{2}}\right| S_{R}(\Delta)\left|\mathbf{p}_{i}\right\rangle^{(1)}= & \langle 0| \\
& a\left(\mathbf{p}_{f_{1}}\right) a\left(\mathbf{p}_{f_{2}}\right) S^{(0)} \Omega_{A,+}^{\dagger(1)}(\Delta) a^{\dagger}\left(\mathbf{p}_{i}\right)|0\rangle \\
& +\langle 0| a\left(\mathbf{p}_{f_{1}}\right) a\left(\mathbf{p}_{f_{2}}\right) S^{(1)} a^{\dagger}\left(\mathbf{p}_{i}\right)|0\rangle  \tag{1.63}\\
\equiv & \mathcal{A}_{\Omega}^{(1)}+\mathcal{A}_{S}^{(1)}
\end{align*}
$$

In the first part of the amplitude, $\mathcal{A}_{\Omega}^{(1)}$, the coherent state operator acts on the initial particle, turning into a collinear pair, and one member of the pair is then identified with the final-state particle carrying momentum $\mathbf{p}_{f_{1}}$ : indeed

$$
\begin{equation*}
\Omega_{A,+}^{\dagger(1)}(\Delta) a^{\dagger}\left(\mathbf{p}_{i}\right)|0\rangle=\frac{\lambda}{2} \int \widetilde{d k} \frac{\alpha}{\beta^{2} w_{i}^{2}} \theta_{\Delta}\left(\mathbf{p}_{i}, \mathbf{k}\right) a^{\dagger}(\mathbf{k}) a^{\dagger}\left(\mathbf{p}_{i}-\mathbf{k}\right)|0\rangle \tag{1.64}
\end{equation*}
$$

so that one finds

$$
\begin{equation*}
\mathcal{A}_{\Omega}^{(1)}=\lambda \mathcal{A}^{(0)}\left(\mathbf{p}_{f_{2}}, \mathbf{p}_{i}-\mathbf{p}_{f_{1}}\right) \frac{\alpha_{f_{1}}}{\beta_{f_{1}}^{2} w_{i}^{2}} \theta_{\Delta}\left(\mathbf{p}_{i}, \mathbf{p}_{f_{1}}\right) \tag{1.65}
\end{equation*}
$$

where $\mathcal{A}^{(0)}(\mathbf{p}, \mathbf{q})$ is the Born amplitude for scattering by the external current. The second part of the amplitude in Eq. $1.63, \mathcal{A}_{S}^{(1)}$, is just the ordinary $S$-matrix element for the scattering accompanied by a single radiation: it comprises the two Feynman diagrams depicted in Fig. 7 and yields

$$
\begin{equation*}
\mathcal{A}_{S}^{(1)}=\lambda \mathcal{A}^{(0)}\left(\mathbf{p}_{f_{2}}, \mathbf{p}_{i}-\mathbf{p}_{f_{1}}\right) \frac{1}{\left(p_{i}-p_{f_{1}}\right)^{2}}+\lambda \mathcal{A}^{(0)}\left(\mathbf{p}_{f_{1}}+\mathbf{p}_{f_{2}}, \mathbf{p}_{i}\right) \frac{1}{\left(p_{f_{1}}+p_{f_{2}}\right)^{2}} \tag{1.66}
\end{equation*}
$$

In our chosen configuration, the first term of Eq. 1.66) is collinearly enhanced, but one easily verifies that the collinear enhancement is precisely cancelled at leading power in $\beta$ by the contribution of Eq. 1.65 : at this order, we have indeed built a non-singular version of the scattering matrix in the collinear limit. Ref. 30 showed that this cancellation persist to all order in perturbation theory for soft enhancements in QED, while Ref. [59 proved it in general for a non-abelian theory. A few observations are in order.

- Perhaps most remarkably, in the coherent state picture the cancellation of singularities does not involve combining real and virtual corrections to scattering amplitudes. Indeed, as illustrated in the simple example above, matrix elements for real radiation and virtual



Figure 7: Single-radiation graphs contributing to scalar scattering from an external current, at first order in the coupling $\lambda$, denoted by $\mathcal{A}_{S}$ in the text.
corrections to the Born process are treated separately: for the first, the coherent state contribution subtracts the leading-power enhancement, that would lead to divergences upon phase-space integration; for the second, the leading-power enhancement is subtracted at the level of the loop integrand, so that loop integrals becomes finite.

- It is clear from the procedure leading to Eq. 1.60) that there is ample freedom in choosing what to include in the 'asymptotic' behaviour of the Hamiltonian, and therefore in the coherent state operator: depending on the application one has in mind, one might want to include in the asymptotic dynamics also terms that do not lead to divergences in the amplitudes, or sub-leading powers in the resolution parameter [168, 169]. This could provide an interesting avenue to explore infrared enhancements, and eventually resummations, beyond leading power, a subject that has recently received considerable attention, and could lead to relevant phenomenological applications (see, for example, 136 and references therein).
- It should also be clear from Eq. (1.60) and Eq. (1.61) that the perturbative expansion of the collinear coherent state operator at higher orders will not display any immediate simplifications: it will involve increasingly longer strings of creation and annihilation operators, and, since all particles meeting at collinear vertices carry non-vanishing momenta, the commutation properties do not lead to any obvious rearrangement at high orders. This is to be contrasted with the soft case in QED massive fermions, to be discussed briefly below, in Section 1.3.2. The point is perhaps best made by noting that the states generated by acting with $\Omega_{A, \pm}^{\dagger}(\Delta)$ on the Fock states are not really 'coherent' in the traditional sense: the asymptotic operator is not of the form $\exp \left(\alpha a^{\dagger}\right)$, with $\alpha$ a $c$-number. Rather, it has a much more intricate structure, akin to $\exp \left(a^{\dagger} a a+h . c\right.$. $)$ : in the presence of collinear dynamics, one should properly talk of generalised coherent states.


### 1.3.2 Soft divergences in QED

When moving on to the much more interesting case of massless gauge theories, it becomes unavoidable to grapple with issues related to the superposition of soft and collinear singularities. In QED, the latter are only relevant in the presence of massless charged particles, while in the non-abelian case they are unavoidable, as gluons must be massless and are charged. In such cases, the natural thing to do is to split the asymptotic hamiltonian into soft and collinear contributions, as

$$
\begin{equation*}
H_{A}^{E}(t)=H_{S}^{E}(t)+H_{C}^{E}(t), \tag{1.67}
\end{equation*}
$$

assigning the soft-collinear sector either to $H_{S}^{E}$ or to $H_{C}^{E}$, and avoiding double counting. To get a feeling of how that might work, notice that the boundary of the asymptotic region is defined by imposing a 'small' violation of energy conservation at the interaction vertex in Eq. (1.57),

$$
\begin{equation*}
\left|w_{1}-w_{2}-w_{3}\right|<E \tag{1.68}
\end{equation*}
$$



Figure 8: Asymptotic and hard regions for a massless gauge theory, with a soft-collinear overlap.
where, for massless QED, we can for example take $w_{3}$ to be the photon energy. Upon enforcing momentum conservation in the massless case, this becomes

$$
\begin{equation*}
\left|w_{1}-w_{3}-\sqrt{w_{1}^{2}+w_{3}^{2}-2 w_{1} w_{3} \cos \theta_{13}}\right|<E \tag{1.69}
\end{equation*}
$$

where $\theta_{13}$ is the angle between the momentum $\mathbf{k}_{3}$ of the photon and the momentum $\mathbf{k}_{1}$ of the charged particle. Considering for example the case in which the photon is emitted by an incoming 'electron', the physically relevant branch of the inequality in Eq. (1.69) establishes that the boundary of the asymptotic region is a hyperbola in the $w_{3}-\cos \theta_{13}$ plane, so that Eq. (1.69) becomes

$$
\begin{equation*}
\cos \theta_{13}>\left(1+\frac{E}{w_{1}}\right)-\frac{E}{w_{3}}\left(1+\frac{E}{2 w_{1}}\right), \tag{1.70}
\end{equation*}
$$

depicted in Fig. 8. Clearly, the precise shape of the boundary between the asymptotic region and the hard-scattering region is not relevant, and one could just as well introduce separate cutoffs in energy and angle, as also suggested in Fig. 8 what matters is that the soft and collinear regions overlap. As a consequence, $H_{S}^{E}$ and $H_{C}^{E}$ in Eq. (1.67) do not commute, and the coherent state operator can only be factorised into soft and collinear contributions up to commutator terms [57]. In the case of QED with massive fermions, one need not consider the collinear region at all; furthermore, one may exploit the fact that the soft part of the asymptotic hamiltonian is considerably simpler than its collinear counterpart, since, at leading power in the soft momentum, one may neglect the recoil of the hard emitting fermion. A straightforward analysis for massive QED [30] leads to the expression

$$
\begin{equation*}
H_{S}^{E}(t)=\int \widetilde{d k} \widetilde{d p} \frac{e}{w_{p}} \theta(E-\mathbf{p} \cdot \mathbf{k}) \mathcal{H}_{\mathrm{eik}}(\mathbf{p}, \mathbf{k} ; t), \tag{1.71}
\end{equation*}
$$

where $\mathbf{p}$ is the momentum of the emitting fermion, $\mathbf{k}$ is the photon momentum, and we have introduced the (eikonal) momentum-space Hamiltonian density

$$
\begin{equation*}
\mathcal{H}_{\text {eik }}(\mathbf{p}, \mathbf{k} ; t)=\rho(\mathbf{p}) \sum_{\lambda} \mathbf{p} \cdot \epsilon_{\lambda}(\mathbf{k})\left[a_{\lambda}(\mathbf{k}) \mathrm{e}^{-\mathrm{i} \hat{\mathbf{p}} \cdot \mathbf{k} t}+h . c .\right], \tag{1.72}
\end{equation*}
$$

where $\lambda$ is the photon polarisation and $\epsilon_{\lambda}$ the corresponding polarisation vector. Crucially, we have been able to neglect $\mathbf{k}$ in all factors that are regular as $w_{k} \rightarrow 0$ : creation and annihilation
operators for the fermions are then evaluated at the same momentum $\mathbf{p}$, and they organise themselves to construct the fermion number operator

$$
\begin{equation*}
\rho(\mathbf{p})=\sum_{s}\left[b_{s}^{\dagger}(\mathbf{p}) b_{s}(\mathbf{p})-d_{s}^{\dagger}(\mathbf{p}) d_{s}(\mathbf{p})\right] \tag{1.73}
\end{equation*}
$$

This simplification is at the heart of all subsequent developments in QED: it means, in particular, that for ordinary Fock states involving a fixed finite number of charged particles, which are eigenstates of $\rho(\mathbf{p})$, the coherent state operator takes the standard form $\exp \left(\alpha a^{\dagger}\right)$, with $\alpha$ a $c$ number. The well-known properties of ordinary coherent states can then be exploited to perform an all-order analysis. It is important to notice that the crucial simplification leading to Eq. 1.72 is spin-independent: minimal coupling of the photon to a conserved matter current always leads, in the soft limit, to a Hamiltonian expressed in the terms of the appropriate number operator. The spin-independence of the soft approximation will play an important role in many of the developments discussed in the coming sections.

It is clear that the coherent state approach provides in principle a conceptually satisfactory solution to the infrared problem, directly emerging from correcting the inadequate approximation of asymptotic dynamics that is at the root of soft and collinear divergences of ordinary $S$ matrix elements. Over the years, a number of authors have contributed to elucidating the interpretation of the method, providing precise definitions of the finite matrix elements that emerge, and working towards practical applications $170-179$. As we will see, however, phenomenological work in QCD has mostly followed a different approach, which we will sketch in Section 1.4 and develop in the rest of our review. On the other hand, quite interestingly, the recent symmetrybased interpretation of infrared limits on the 'celestial sphere' 161 can be linked to coherent states 180. This has lead to a number of new studies and applications $158,181,185$, including the case of gravity $\sqrt{186}-189$, and it is to be expected that further developments will be forthcoming.

### 1.4 What to do in QCD

In the previous sections we have sketched three partial solutions to the infrared problem: an explicit all-order calculation in the abelian case, displaying exponentiation and cancellation of singular contributions, in Section 1.1, a general proof of the cancellation of singularities in any theory with massless particles, in Section 1.2; and the outline of the construction of an improved Hilbert space, where the $S$-matrix becomes well defined, in Section 1.3. Unfortunately, none of these arguments is fully adequate to tackle the practical problems that arise in the most relevant physical application, QCD at colliders; furthermore, many beautiful and interesting structural and theoretical aspects of the problem remain hidden.

To be more specific, the QED 'solution' does not generalise to the non-abelian theory because the presence of massless interacting gluons inevitably brings collinear divergences into the game, even if one couples only massive matter fields to the Yang-Mills theory. This, in turn, makes it necessary to consider initial-state degeneracies in the KLN sum. Next, of course, come the problems related to confinement, and the non-perturbative aspects of the non-abelian theory. In QED, the true asymptotic states are not Fock states, but they are not drastically different either, since at least they can be expressed in terms of the same degrees of freedom, and we expect that a perturbative construction of asymptotic coherent states, starting from Fock states, will remain close to the true result. In QCD, the true asymptotic states are hadrons, and they are not perturbatively related to Fock states built out of quarks and gluons. This makes it essentially unfeasible to resort to the KLN theorem to compute physical QCD cross sections: we would need to include in our calculations multi-parton states, but in practice we do not know how such
multi-parton states contribute to the wave functions of the hadrons we are colliding ${ }^{10}$. Similarly, a perturbative construction of QCD coherent states will mix Fock states with different parton content, with specific weights and phases dictated by the perturbative asymptotic hamiltonian: these weights and phases are bound to be drastically altered by non-perturbative effects, in ways that are not under control.

With limited help from the general cancellation theorems that we have outlined, perturbative QCD relies upon the pillar of asymptotic freedom, and a mix of rigourous all-order perturbative analyses with physical understanding strongly supported by experiment. There are basically two categories of hadronic observables that are accessible by means of perturbative tools, and we briefly outline them below.

### 1.4.1 Infrared-safe cross sections

In a situation without strongly-interacting particles in the initial state (in other words, at lepton colliders) one can hope to mimic the 'QED solution', looking for observables that are sufficiently inclusive in the soft and collinear radiation, in order for the associated divergences to cancel. The first step is then to introduce soft and collinear regulators, in order to construct a perturbative estimate of the chosen observable. In the renormalised theory, quark masses $m_{i}(\mu)$, running with the renormalisation scale $\mu$, would act as a partial collinear regulator, and a gluon mass $m_{g}$ would regulate all infrared divergences, were it not for the technical difficulties associated with the breaking of gauge invariance. In practice, the only workable and universally applied infrared regularisation scheme for non-abelian theories is dimensional regularisation where, after renormalisation, one takes $d=4-2 \epsilon$, with $\epsilon<0$. One then proceeds to compute a partonlevel prediction for the observable, which we take to depend upon a set of momenta $\left\{p_{i}\right\}$. We write it as

$$
\begin{equation*}
\sigma_{\mathrm{part}}=\sigma_{0} \mathcal{F}_{\mathrm{part}}\left(\frac{p_{i} \cdot p_{j}}{\mu^{2}}, \alpha_{s}(\mu) ; \frac{m}{\mu}, \epsilon\right), \tag{1.74}
\end{equation*}
$$

where $m$ is a parton-level mass scale, used as an infrared regulator. If the observable is sufficiently inclusive, in other words sufficiently insensitive to soft and collinear radiation, the perturbative parton-level prediction will have a finite limit when the infrared regulator(s) are removed. One can then write 61

$$
\begin{equation*}
\sigma_{\mathrm{part}}=\sigma_{0} \mathcal{F}_{\mathrm{part}}\left(\frac{p_{i} \cdot p_{j}}{\mu^{2}}, \alpha_{s}(\mu) ; 0,0\right)+\mathcal{O}\left[\left(\frac{m}{\mu}\right)^{p}, \epsilon\right], \tag{1.75}
\end{equation*}
$$

with $p$ a positive integer. Observables with this property are called infrared safe, and general criteria are available to ascertain the existence of the finite limit in Eq. (1.75) (some examples will be given in Section 2.6), which can be established to all orders in perturbation theory. At this point, two further steps are needed in order to treat the leading term of Eq. (1.75) as a reliable estimate of the corresponding hadronic observable. First, we need to be able to trust the perturbative expansion, at least as an asymptotic expansion. This happens in QCD if it is appropriate to choose the renormalisation scale $\mu$ as a hard scale, $\mu \gg \Lambda_{\mathrm{QCD}}$, which is the case if all Mandelstam invariants $p_{i} \cdot p_{j}$ in Eq. (1.75) are large in the same sense. The second step is more subtle, and ultimately involves a degree of assumption: we interpret the weak dependence of $\sigma_{\text {part }}$ on the infrared regulators as indicating a weak dependence on long-time, long-distance physical processes, happening at length scales $\Delta x \gg \hbar / \Lambda_{\mathrm{QCD}}$. These are the length scales at

[^7]which partons hadronise and color is neutralised. We conclude that our parton-level perturbative estimate of the observable will only be weakly affected by hadronisation corrections, which will be expected to be of parametric size $\left(\Lambda_{\mathrm{QCD}} / \mu\right)^{q}$, with $q$ a positive integer. In many wellmotivated models of power corrections, where $m$ in Eq. (1.74) is related to a gluon mass (see for example [200, 201]), one finds that $q=p$, which is generally supported by arguments based on the OPE (when available), and consistent with experimental data.

It is worth pointing out that this last step, translating from parton to hadron language, relies on a picture of confinement which is very strongly supported by an immense body of experimental data, but cannot be proved within QCD until better non-pertubative techniques become available. One could, in principle, imagine a world in which, as partons 'cool', flowing away from the hard scattering, they meet a sharp confining transition which drastically redistributes their momenta. The data show instead that confinement and hadronisation after a hard collision happen locally in momentum space, so that the parton configuration emerging from the hard scattering is closely mirrored by the hadron distribution detected at large distances, with corrections that are parametrically negligible at high energies - a picture that was described as 'Local Parton-Hadron Duality' in the early decades of QCD [202,203.

### 1.4.2 Factorisable cross sections

Whenever strongly interacting particles are present in the initial stat ${ }^{122}$, the relatively simple picture of infrared safety discussed in Section 1.4.1 is bound to break down. As discussed in a simple example in Section 2.8, processes initiated by massless partons are affected by collinear enhancements, which can be associated with the radiation of energetic gluons form the initiating parton. Such radiation changes the kinematics of the subsequent hard scattering, and therefore the singularity cannot possibly be cancelled by virtual corrections to the Born process with the given initial state: the KLN cancellation will require the inclusion of degenerate initial configurations.

Since, as discussed above, implementing the initial-state KLN sum is, to say the least, impractical, we would reach an impasse. Fortunately, for high-energy scattering, a new ingredient comes to the rescue: the separation of scales between the hard scattering and hadronisation. Intuitively, we understand that the collinear divergence associated with radiation from the initial state is due to the fact that emission at very early times is not sufficiently suppressed, since the particles involved remain close to the mass shell after the splitting. On the other hand, one would like to argue that such early emissions should properly be associated with the wave function of the initial state, rather than with the hard scattering. In general, this intuitive, semi-classical picture breaks down when quantum corrections are included, since all sub-processes contributing to the cross section interfere. If, however, hadrons are formed on space-time scales that are widely separated from the short-distance hard-scattering process, one may expect the quantum-mechanical interference to be suppressed. Proving that this is indeed the case in a relativistic quantum field theory requires an intricate diagrammatic analysis, which in some cases can be short-circuited with powerful effective field theory arguments. We will introduce, at amplitude level, some of the techniques entering factorisation proofs in Section 3 . At the level of observable cross sections, the relevant arguments are summarised in excellent existing reviews, such as Refs. [60, 61, 96]. In this Introduction, we simply present very briefly the result of these arguments.

Since the requirements of infrared safety discussed in Section 1.4.1 are unchanged, we consider again a sufficiently inclusive cross section $\sigma_{\text {part }}$ for a partonic process, this time involving

[^8]identified partons in the initial, and possibly the final state. We assume that the Mandelstam invariants $p_{i} \cdot p_{j}$ of the partonic process are all much larger that the hadronic scale $\Lambda_{\mathrm{QCD}}^{2}$. We then introduce at parton level a mass parameter $m$, acting as an infrared cutoff, and a factorisation scale $\mu_{f}$, separating the energies characteristic of the hard scattering, $\mu^{2} \sim p_{i} \cdot p_{j}$ from the hadronic scale. One then finds that the partonic cross section can be factorised, in general in the form of a convolution, which we write, somewhat formally, as
\[

$$
\begin{equation*}
\sigma_{\text {part }}=\mathcal{S}_{\text {long }}\left(\frac{m^{2}}{\mu_{f}^{2}}\right) \star \mathcal{H}_{\text {short }}\left(\frac{p_{i} \cdot p_{j}}{\mu^{2}}, \frac{\mu_{f}^{2}}{\mu^{2}}\right)+\mathcal{O}\left[\left(\frac{m^{2}}{\mu_{f}^{2}}\right)^{p}\right] \tag{1.76}
\end{equation*}
$$

\]

where $\star$ denotes the appropriate convolution and, again, $p$ is a positive integer. Up to powersuppressed corrections, Eq. 1.76) separates the long-distance dynamics, governed by the factor $\mathcal{S}_{\text {long }}$, which contains all the singular dependence on the cutoff $m$, from the short-distance hard scattering factor $\mathcal{H}_{\text {short }}$, which is free of infrared singularities. Intuitively, $\mathcal{S}_{\text {long }}$ collects contributions from (soft and) collinear radiation at early and late times, which build up probability distributions for initial and final states of the hard scattering: such contributions are expected to be universal, i.e. independent of the particular hard process being considered; on the other hand, they are not calculable in perturbative QCD, and must be extracted from experiments. On the contrary, $\mathcal{H}_{\text {short }}$ collects contributions from short-distance, off-shell exchanges: these are infrared finite, and thus we expect them to be reliably calculable in perturbation theory; on the other hand, they are clearly process-dependent.

The factorisation of un-cancelled infrared singularities described by Eq. 1.76), and based on separation of scales, has evident analogies with the handling of ultraviolet singularities by means of renormalisation: also in this case, singular contributions have been assigned to universal factors, which must be determined experimentally, and finite contributions from processes happening at laboratory scales have become calculable; we will pursue this analogy a little further in Section 4 . As was the case for infrared safe observables, also for factorisable cross sections the application of Eq. 1.76 ) to hadronic cross sections relies to some extent on the assumption, well supported by experiments, that non-perturbative effects do not drastically disrupt the dynamical pattern emerging at parton level: we interpret Eq. 1.76) as stating that long-distance dynamics is factorisable for inclusive cross sections, up to power-suppressed contributions; we then substitute the divergent contributions to $\mathcal{S}_{\text {long }}$ with the appropriate finite, experimentally measured, combinations of parton distributions and fragmentation functions; we expect the result to be accurate up to corrections suppressed by $\left(\Lambda_{\mathrm{QCD}} / \mu\right)^{q}$, with strong arguments suggesting that $q=p$ in many cases. We recall that Eq. 1.76 follows from the OPE for highly inclusive cross sections such as DIS structure functions, and it was proved to all orders in perturbation theory for parton annihilation into colour-singlet final states in Refs. [204, 205]. A crucial argument to extend this all-order proof to inclusive jet cross sections was given in Ref. [206], while for general collider observables the debate on the boundaries of applicability of expression of the form of Eq. (1.76) continues (see, for example, Ref. [207] and the extensive discussions in (67]).

## 2 Finite orders: tools and results

After discussing the (pre-) history of the infrared problem in our Introduction, we now turn to the 'modern' viewpoint, which is predominantly driven by the practical requirements of largescale perturbative calculations for applications at high-energy colliders. This means that the focus is the non-abelian theory, and it largely implies that the infrared regulation scheme is dimensional regularisation. In the present section, we will briefly present the treatment of soft and collinear singularities in simple one-loop QCD calculations. This is of course well-known
textbook material, and we will only sketch the relevant calculations: this simple context will, however, allow us to introduce some of the tools of the trade, that we will employ in a more abstract context in later Sections of this review. Following the arguments in Section 1.4, we will first present the case of infrared-safe cross sections at lepton colliders, introducing concepts relevant to Section 4, and then we will sketch the derivation of collinear factorisation in one-loop Deep Inelastic Scattering, which will prepare some grounds for the discussion in Section 6.

### 2.1 Infrared safety: the total cross section

The prototype infrared-safe observable at lepton colliders is the total cross section for lepton annihilation into hadrons. By definition, it is expected to be insensitive to the radiation of soft and collinear massless particles, and the parton-level result bears the simplest possible relation to the hadronic observable, since all radiated partons must turn into hadrons with unit probability. These expectations are borne out by the explicit calculation in dimensional regularisation, which we now outline: the Bloch-Nordsieck-like cancellation of soft and collinear poles between real and virtual contributions will be on display.

Working in the perturbative regime, with a center-of-mass squared energy $s$ much larger than hadron masses, we consider the process in which a massless lepton of momentum $k_{1}$ annihilates with an anti-lepton of momentum $k_{2}$, with $k_{1}^{\mu}+k_{2}^{\mu}=q^{\mu}$, and $q^{2}=s$. The annihilation of the two leptons produces a photon which later decays into massless partons. Since we will remain at leading order in QED, but will later consider all orders in the strong coupling, it is worthwhile to give general expressions for the ingredients entering the cross section. We start from the definition

$$
\begin{equation*}
\sigma_{\text {tot }}\left(q^{2}\right)=\frac{1}{2 q^{2}} \sum_{X} \int d \Phi_{X} \frac{1}{4} \sum_{\text {spin }}\left|\mathcal{A}\left(k_{1}+k_{2} \rightarrow X\right)\right|^{2}, \tag{2.1}
\end{equation*}
$$

where $X$ is a generic strongly-interacting final state, $\Phi_{X}$ is the corresponding phase space measure, and $2 q^{2}$ is the flux factor for massless particles. At leading order in QED, one can split the calculation into leptonic and hadronic tensors, according to

$$
\begin{equation*}
\sigma_{\text {tot }}\left(q^{2}\right) \equiv \frac{1}{2 q^{2}} L_{\mu \nu}\left(k_{1}, k_{2}\right) H^{\mu \nu}(q), \tag{2.2}
\end{equation*}
$$

where the leading-order leptonic tensor, including the photon propagator, is

$$
\begin{equation*}
L^{\mu \nu}\left(k_{1}, k_{2}\right)=\frac{e^{2}}{q^{4}}\left(k_{1}^{\mu} k_{2}^{\nu}+k_{1}^{\nu} k_{2}^{\mu}-k_{1} \cdot k_{2} g^{\mu \nu}\right) . \tag{2.3}
\end{equation*}
$$

The hadronic tensor, on the other hand, can be expressed (in principle non-perturbatively in the strong interactions) in terms of matrix elements of the electromagnetic current, as

$$
\begin{align*}
H_{\mu \nu}(q) & =e^{2} Q_{f}^{2} \sum_{X}\langle 0| J_{\mu}(0)|X\rangle\langle X| J_{\nu}(0)|0\rangle(2 \pi)^{4} \delta^{4}\left(q-p_{X}\right) \\
& \equiv\left(q_{\mu} q_{\nu}-q^{2} g_{\mu \nu}\right) H\left(q^{2}\right) . \tag{2.4}
\end{align*}
$$

At parton level, the current $J_{\mu}(x)$ in (single-flavour) QCD is simply the conserved Dirac current $J_{\mu}(x)=\bar{\psi}(x) \gamma_{\mu} \psi(x)$, and the simplest state contributing to the sum is a two-particle state containing a quark-antiquark pair. In the second line of Eq. (2.4) we have used current conservation to extract the transverse tensor structure, expressing the result in terms of the single scalar function $H\left(q^{2}\right)=H^{\mu}{ }_{\mu}(q) /\left((d-1) q^{2}\right)$. Using now the fact that the leptonic tensor is also transverse, we express the total cross section in terms of the trace of the hadronic tensor as

$$
\begin{equation*}
\sigma_{\mathrm{tot}}\left(q^{2}\right) \equiv \frac{e^{2}}{2 q^{4}} \frac{1}{3}\left(-g_{\mu \nu} H^{\mu \nu}(q)\right) . \tag{2.5}
\end{equation*}
$$



Figure 9: Expressing the squared modulus of fermion line contribution to a Feynman diagram in terms of a cut diagram.

The calculation of the trace of the hadronic tensor up to $\mathcal{O}\left(\alpha_{s}\right)$ is a classic result (see for example (2]), and, in the meantime, the perturbative calculation has been pushed to an extraordinary $\mathcal{O}\left(\alpha_{s}^{4}\right)$ accuracy [208 211]. To summarise the $\mathcal{O}\left(\alpha_{s}\right)$ calculation, we introduce the first tool in our toolbox.

### 2.2 A tool: cut diagrams

Unitarity tells us that the imaginary part of a Feynman diagram $G$ for a scattering amplitude is given by the sum of all cut diagrams that can be constructed from it. A cut diagram is built by partitioning the original graph into two subgraphs, one containing initial state particles, while the second one contains the final state; propagators that are thus 'cut' must be replaced with the mass-shell condition. This foundational result suggests that it should be possible to construct a set of Feynman rules to compute directly squared amplitudes, and thus cross sections: it is easy to convince oneself that this is indeed the case. The crucial identity is displayed in Fig. 9 , where the continuous line can be taken to represent any charged particle - for definiteness, we consider a quark radiating a set of gluons. In words, a charged line in a Feynman diagram can be complex-conjugated by reversing the charge flow, with the understanding that the signs of explicit factors of $i$ must also be changed. This allows, for fixed final-state momenta, to 'join' the end of the line in the original diagram with the beginning of the complex-conjugate line. In the case of a quark radiating gluons, the identity in Fig. 9 follows from the Clifford algebra identity

$$
\begin{equation*}
\left[\bar{u}_{s^{\prime}}\left(p^{\prime}\right) \gamma_{\mu_{n}} \ldots \gamma_{\mu_{1}} u_{s}(p)\right]^{*}=\bar{u}_{s}(p) \gamma_{\mu_{1}} \ldots \gamma_{\mu_{n}} u_{s^{\prime}}\left(p^{\prime}\right) \tag{2.6}
\end{equation*}
$$

with similar identities holding for other combinations of particle and anti-particle spinors. Colour indices also obey the line-reversal rule, thanks to the hermiticity of the generators of the Lie algebra

$$
\begin{equation*}
\left[T^{a}{ }_{i j}\right]^{*}=T^{a}{ }_{j i} . \tag{2.7}
\end{equation*}
$$

Identities like Eq. (2.6) or Eq. (2.7) are, of course, not accidents of the Clifford algebra, or of a specific symmetry group: they follow from the hermiticity of the Hamiltonian, which in turn underpins the unitarity of the theory.

One can now go on and observe that the cut in Fig. 9 can be interpreted as imposing the mass shell condition (accompanied by the constraint establishing the positivity of the energy of the outgoing particle). If one further performs the sum over final-state spins, the cut-line Feynman rule corresponds to replacing a would-be propagator with momentum $p$ with its imaginary part, accompanied by the propagator numerator arising from the spin sum:

$$
\begin{equation*}
\mathrm{i} \frac{\not p+m}{p^{2}-m^{2}+\mathrm{i} \eta} \rightarrow(2 \pi) \delta\left(p^{2}-m^{2}\right) \theta\left(p_{0}\right) \sum_{s} u_{s}(p) \bar{u}_{s}(p) \equiv(2 \pi) \delta_{+}\left(p^{2}-m^{2}\right)(\not p+m) . \tag{2.8}
\end{equation*}
$$



Figure 10: The tree-level hadronic tensor as a cut diagram.

Finally, one may wish to integrate final-state momenta over some range, in order to build an observable cross section. One notes then that, upon interfering a diagram with $k$ loops and $p$ final-state particles with another diagram with $k^{\prime}$ loops, and of course the same final particles, the graph constructed according to the rules just described will have $k+k^{\prime}+p-1$ loops, including $p-1$ cut loops. Integrating over the $p-1$ loop momenta, with $p$ mass-shell conditions from the cut propagators, builds up the phase space integration appropriate for an inclusive cross section: one can then, eventually, insert in that phase space a weight function identifying the desired observable. In a sense, the procedure just outlined reverses the standard proofs of unitarity for Feynman graphs: we start out with an attempt to build Feynman rules for squared matrix elements, and we end up with cut graphs. The underlying unitarity justifies the most delicate aspects of the procedure: indeed, it is far from obvious that symmetry factors and signs associated with fermion loops will match between cut and uncut graphs, but it can be shown in full generality that they do [2]. In order to illustrate how this works in practice, we sketch the computation of the trace of the hadronic tensor, Eq. (2.4), at lowest order in perturbation theory; in Section 2.3 and in Section 2.4 we will outline the corresponding one-loop calculation. Looking at the cut Feynman diagram in Fig. 10, and noting that our observable is fully inclusive, we readily find

$$
\begin{equation*}
H_{\mu \nu}^{(0)}(q)=-e^{2} Q_{f}^{2} \int \frac{d^{4} k}{(2 \pi)^{4}}(2 \pi) \delta_{+}\left(k^{2}\right)(2 \pi) \delta_{+}\left((k-q)^{2}\right) \operatorname{Tr}\left[\not k \gamma_{\mu}(\not \not k-\not q) \gamma_{\nu}\right], \tag{2.9}
\end{equation*}
$$

where $Q_{f}$ is the electric charge of quarks of flavour $f$ in units of the electron charge. Crucially, we included in Eq. 2.9) a negative sign for the fermion cut loop: failure to do so would lead to a negative total cross section. The calculation of Eq. (2.9) is now immediate: the massshell $\delta$ function for momentum $k$ turns the loop integral into a Lorentz-invariant phase-space integral; the second mass-shell $\delta$ function then sets $k \cdot q=q^{2} / 2$; dimensional analysis dictates that the result must be proportional to $q^{2}$; the trivial angular integration determines the overall constant. Inserting the result in Eq. (2.5), and summing over colours and active flavours, one finds of course the classic value of the leading-order $R$ ratio

$$
\begin{align*}
R\left(\frac{q^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right)\right) & \equiv \frac{\sigma_{\mathrm{tot}}\left(e^{+} e^{-} \rightarrow \text { hadrons }\right)}{\sigma_{\mathrm{tot}}\left(e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}\right)}=R_{0} \sum_{n=0}^{\infty}\left(\frac{\alpha_{s}\left(\mu^{2}\right)}{\pi}\right)^{n} \Delta_{n}\left(\frac{q^{2}}{\mu^{2}}\right) \\
R_{0} & =N_{c} \sum_{f} Q_{f}^{2}, \quad \Delta_{0}=1 \tag{2.10}
\end{align*}
$$

As we will see in the next section, cut diagrams organise higher-orders calculations in a natural way, and in particular they nicely highlight the mechanism for the cancellation of infrared singularity in the spirit of the KLN theorem.

### 2.3 Real radiation at one loop

Following the reasoning presented in Section 2.2, the calculation of the hadronic tensor at higher orders is naturally organised by writing down the diagrams contributing to the photon-induced


Figure 11: The one-loop hadronic tensor as a sum of cut diagrams.
vacuum polarisation, and then summing over the possible positions for the cut, as illustrated at one loop in Fig. 11. It is important to note that the organisation of the calculation of a cross section in terms of cut diagrams is particularly well adapted to study the cancellation of infrared singularities. The three-particle cut shown in Fig. 11 corresponds to a contribution from real gluon radiation, integrated over phase space; when the cut is moved across a gluon emission vertex, one finds a virtual one-loop contribution, interfered with the Born process. The cancellation of infrared singularities happens, for every uncut diagram, in the sum over cut positions. This bears an intuitive relation with the mechanism for cancellation highlighted by the KLN theorem: when the radiated gluon becomes soft or collinear, and thus unresolved, the real-radiation contribution becomes physically indistinguishable from the virtual correction, and the rules of quantum mechanics require that the two configurations be summed. The KLN sum over degenerate states is thus precisely implemented by the sum over cut positions.

It is clearly desirable to have a systematic and practical method to perform the sum over cut positions at the integrand level, in order to cancel the contributions of singular configurations without having to introduce external regulators for virtual poles and phase-space integrals. This would in principle allow for a fully numerical evaluation of infrared-safe distributions in the renormalised theory. Indeed, a method along these lines was proposed in Refs. [212. 213], starting from the so-called Feynman Tree Theorem [214] (see also [215]), and is steadily being developed $[82,216 \mid 223]$. For the sake of our current simple example, we will follow the standard approach of treating separately the real radiation contribution, integrated over phase space, and the virtual correction: singularities in both cases will be regulated by dimensional regularisation, taking $d=4-2 \epsilon$, with $\epsilon<0$, and they will, as expected, cancel in the sum.

Let us begin by writing down the general form of the three-particle cut contribution to the hadronic tensor. It reads

$$
\begin{equation*}
H_{\mu \nu}^{(1, R)}(q) \equiv \int \frac{d^{d} k d^{d} p}{(2 \pi)^{2 d-3}} \delta_{+}\left(k^{2}\right) \delta_{+}\left(p^{2}\right) \delta_{+}\left((q-p-k)^{2}\right) \mathcal{H}_{\mu \nu}^{(1)}(p, k), \tag{2.11}
\end{equation*}
$$

where we take $k$ to be the gluon momentum, $p$ to be (say) the quark momentum, while $\mathcal{H}_{\mu \nu}^{(1)}$ is the actual squared matrix element for $\gamma^{*} \rightarrow q \bar{q} g$, computed from the sum of the three-particle cuts of the diagrams in Fig. 11. furthermore, as announced, we have promoted the loop integrations to $d$ dimensions.

It is perhaps worthwhile discussing briefly here the application of dimensional regularisation to the infrared problem. In the case of Eq. (2.11), there are no UV divergences, so one can directly take $\epsilon<0$. It is fairly obvious that this choice will properly regulate soft divergences, which arise from the uniform scaling limit $k^{\mu} \rightarrow \lambda k^{\mu}, \lambda \rightarrow 0$. Indeed, the $d$-dimensional measure of integration in Eq. (2.11) behaves as

$$
\begin{equation*}
d^{d} k \delta\left(k^{2}\right) \quad \rightarrow \frac{d^{d-1} k}{k} \rightarrow d k k^{1-2 \epsilon} d \Omega_{d-2}, \tag{2.12}
\end{equation*}
$$

with $k=|\mathbf{k}|$, and $\Omega_{d-2}$ the solid angle in $d-1$ space dimensions: a negative value of $\epsilon$ clearly improves the behavior of the integrand as $k^{\mu} \rightarrow 0$. It is less obvious that taking $d>4$ will
help with collinear divergences: radiated collinear particles can indeed be very energetic, and only after developing appropriate power counting tools (as we do here in Section 3) one can be sure that the method will work $\underline{13}_{13}^{2}$. In the present case, it is sufficient to write down the angular measure of integration in $d$ space-time dimensions, thus depending on $d-3$ 'co-latitudes' $0 \leq \theta_{i} \leq \pi, i=1, \ldots, d-3$, and one azimuthal angle $0 \leq \phi<2 \pi$. The result is well known and, after simple manipulations, it can be written as

$$
\begin{equation*}
d \Omega_{d-2}=d \cos \theta_{d-3}\left(1-\cos ^{2} \theta_{d-3}\right)^{-\epsilon} \times \ldots \times d \theta_{1} \sin \theta_{1} d \phi \tag{2.13}
\end{equation*}
$$

which indeed displays a suppression of potential singularities as $\theta_{d-3} \rightarrow 0$ or as $\theta_{d-3} \rightarrow \pi$, for $\epsilon<0$. Turning now again to Eq. (2.11), it is easy to convince oneself that the integrand in $d=4$ depends non-trivially on just one angle, which can be taken to be the angle between the quark and gluon three-momenta. We can then set $\theta_{d-3}=\theta_{p k}$, and integrate over the remaining angles. Choosing as integration variables

$$
\begin{equation*}
z \equiv \frac{2 k}{\sqrt{q^{2}}}, \quad y \equiv \frac{1-\cos \theta_{p k}}{2} \tag{2.14}
\end{equation*}
$$

so that $0 \leq\{z, y\} \leq 1$, and using again dimensional analysis, we can rewrite Eq. 2.11), up to an overall constant, as

$$
\begin{equation*}
H_{\mu \nu}^{(1, R)}(q) \propto\left(q^{2}\right)^{1-2 \epsilon} \int_{0}^{1} d z z^{1-2 \epsilon} \int_{0}^{1} d y[y(1-y)]^{-\epsilon} \mathcal{H}_{\mu \nu}^{(1)}(p, k) . \tag{2.15}
\end{equation*}
$$

We need now to study the behaviour of the squared matrix element $\mathcal{H}_{\mu \nu}^{(1)}(p, k)$ in the potentially singular limits, $z \rightarrow 0$ and $y \rightarrow 0,1$. This will be done in a systematic way in Section 3, but, at this order, it is easy to extract the relevant information from the diagrams in Fig. 11; when the radiated gluon becomes soft, both the matrix element and its complex conjugate provide a factor of $1 / z$; furthermore, when the gluon becomes collinear to the (massless) quark, the quark propagator provides a factor of $1 / y$; when the emission is collinear to the antiquark, by momentum conservation the antiquark propagator must provide a factor of $1 /(1-y)$. Altogether, the leading singularity of the squared matrix element is given by

$$
\begin{equation*}
\mathcal{H}_{\mu \nu}^{(1)}(p, k) \sim \frac{1}{z^{2} y(1-y)} . \tag{2.16}
\end{equation*}
$$

Noting that the $y$-dependent denominator can be partial-fractioned, we interpret this as the superposition of a soft singularity with the sum of two non-overlapping collinear singularities. Therefore both the $z$ and the $y$ integrations will yield infrared poles. A complete calculation (2) gives the result

$$
\begin{equation*}
\left(H_{\mu}^{\mu}\right)^{(1, R)}(q) \propto \frac{\alpha_{s}(\mu)}{\pi} C_{F} q^{2}\left(\frac{4 \pi \mu^{2}}{q^{2}}\right)^{\epsilon}\left[\frac{2}{\epsilon^{2}}+\frac{3}{\epsilon}-\pi^{2}+\ldots\right], \tag{2.17}
\end{equation*}
$$

where we performed the colour sums and introduced the renormalisation scale $\mu$. The result exhibits the typical double pole in $\epsilon$, representing the superimposed soft and collinear singularities, and leading to double logarithms of $q^{2}$ in the finite terms. The single pole in $\epsilon$ could in principle arise from soft gluon emission at wide angles with respect to the quark and the antiquark, or from hard collinear gluon emission: in the present case, as we will see, the single

[^9]pole in Eq. 2.17) has the latter origin. Finally, we included for future reference the 'large' transcendental constant $\pi^{2}$ (while not displaying the remaining rational numbers), arising from the expansion in powers of $\epsilon$ of the $\Gamma$ functions originating from the phase space integration. Such constants can play an important numerical role, amplifying the impact of radiative corrections, and in some cases they can be organised to all orders in perturbation theory, as first noted in Ref. 225]: we will return to their connection to infrared poles in later sections of our review.

### 2.4 Virtual corrections: the quark form factor

According to the general theorems derived in Section 1, the infrared poles in Eq. (2.17) must cancel against the contributions of two-particle cuts to the diagrams in Fig. 11. To any order in perturbation theory, such cut diagrams build up the interference between the Born amplitude for $\gamma^{*} \rightarrow q \bar{q}$ and the quark form factor, which is defined by

$$
\begin{equation*}
\Gamma_{\mu}\left(p_{1}, p_{2} ; \mu^{2}, \epsilon\right) \equiv\left\langle p_{1}, p_{2}\right| J_{\mu}(0)|0\rangle=\bar{u}\left(p_{1}\right) \gamma_{\mu} v\left(p_{2}\right) \Gamma\left(\frac{q^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \tag{2.18}
\end{equation*}
$$

providing all purely virtual contributions to Eq. 2.4. The quark form factor is a fundamental object in perturbative QCD, and provides a crucial ingredient for the calculation of all cross sections involving only two hard quark jets, either in the initial or in the final state. As we will see in Section 4 , it is also the simplest object for which the resummation of infrared poles to all orders can be completely carried out $\sqrt[62]{62}, 65,68,226]$. Its explicit form in dimensional regularisation is now known to three loops $227-229$, while all infrared poles are known to four loops $230,231{ }^{14}$. Before making a few comments on the one-loop calculation, we will point out a few general properties of the form factor, which will be crucial in Section 4 . We will then also take the opportunity to develop one more tool in our toolbox, the $d$-dimensional running coupling, discussed below in Section 2.5.

First of all, notice that, in the massless case, the vector form factor $\Gamma_{\mu}$ in Eq. (2.18) is characterised by a single scalar function $\Gamma$, with the vector structure being fixed at tree-level. Next, observe that the quark form factor is defined as a matrix element of the conserved electromagnetic current. As such, it does not get renormalised: after the renormalisation of the QCD coupling there is no need for an overall multiplicative renormalisation associated with the QED vertex. This is of course a consequence of the QED Ward identity, but it has a clear physical motivation: if switching on the strong interactions were to cause a change in electric charges, it would be hard(er) to explain the precise experimental relations between the electric charges of quarks and leptons. The non-renormalisation of the form factor implies that it obeys a renormalisation group equation with a vanishing anomalous dimension. In dimensional regularisation, we write

$$
\begin{equation*}
\left(\mu \frac{\partial}{\partial \mu}+\beta\left(\epsilon, \alpha_{s}\right) \frac{\partial}{\partial \alpha_{s}}\right) \Gamma\left(\frac{q^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)=0 . \tag{2.19}
\end{equation*}
$$

The crucial point in Eq. 2.19 is that, since we are working with a divergent quantity, which is mathematically well-defined only away from $d=4$, we need to use the $d$-dimensional version of the $\beta$ function. This will have pivotal consequences for the exponentiation of infrared poles, discussed in the following.

For the moment, to complete our NLO example, we concentrate on summarising the evaluation of the form factor at one loop. The one-loop calculation in dimensional regularisation, in the massless case, is simplified by the fact that only the vertex-correction diagram contributes.

[^10]

Figure 12: One-loop diagrams giving a vanishing contribution to the quark form factor, including UV counterterms.

The remaining diagrams, including ultraviolet counterterms, are displayed in Fig. 12; the fact that they give a vanishing contribution can be understood in two slightly different ways. On the one hand, we can simply note that scale-less integrals are defined to vanish in dimensional regularisation, which applies to the self-energy correction to the massless quark propagator; the fact that the sum of the two UV counterterms vanishes is then a consequence of the QED Ward identity $y^{15]}$. On the other hand, we can interpret the vanishing of the self-energy as the cancellation of a UV pole with an IR pole near $d=4$, an interpretation that can be checked by introducing auxiliary regulators; the quark field renormalisation counterterm in the MS scheme, which cancels the UV pole, must then be equal to the IR pole of the self-energy diagram; the Ward identity thus forces the UV vertex counterterm to be equal (with opposite sign) to the IR pole of the propagator correction.

The vertex correction diagram is of course a textbook exercise: here we just quickly pause to stress the power-counting properties of the terms it comprises. A straightforward application of the Feynman rules gives a decomposition into tensor integrals in the form

$$
\begin{equation*}
\Gamma_{\mu}^{(1)}=c_{\mu} I_{0}+c_{\mu \alpha} I_{1}^{\alpha}+c_{\mu \alpha \beta} I_{2}^{\alpha \beta} \tag{2.20}
\end{equation*}
$$

with the tensor integrals defined by

$$
\begin{equation*}
\left\{I_{0}, I_{1}^{\alpha}, I_{2}^{\alpha \beta}\right\} \equiv \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{\left\{1, k^{\alpha}, k^{\alpha} k^{\beta}\right\}}{\left(k^{2}+\mathrm{i} \eta\right)\left[\left(p_{1}-k\right)^{2}+\mathrm{i} \eta\right]\left[\left(p_{2}+k\right)^{2}+\mathrm{i} \eta\right]} \tag{2.21}
\end{equation*}
$$

Naïve power counting immediately shows that only the tensor integral $I_{2}^{\alpha \beta}$ can contribute to the UV pole, while only the scalar integral $I_{0}$ can contribute to the soft pole. The vector integral $I_{1}^{\alpha}$ appears free of both IR and UV singularities, but - since the suppression provided by the numerator is direction-dependent - it still can (and does) contribute a collinear pole. Clearly, one needs a more precise definition of power counting in infrared regions, which we will address in Section 3. When the dust settles, one finds the well known result

$$
\begin{equation*}
\Gamma^{(1)}=-\frac{\alpha_{s}}{4 \pi} C_{F}\left(\frac{4 \pi \mu^{2}}{-q^{2}-\mathrm{i} \eta}\right)^{\epsilon} \frac{\Gamma^{2}(1-\epsilon) \Gamma(1+\epsilon)}{\Gamma(1-2 \epsilon)}\left[\frac{2}{\epsilon^{2}}+\frac{3}{\epsilon}+\ldots\right] . \tag{2.22}
\end{equation*}
$$

Once again, Eq. (2.22) exhibits the hallmarks of all calculations of IR singularities of massless gauge-theory amplitudes in dimensional regularisation: every loop carries a double pole, corresponding to the superposition of a soft singularity with the sum of (in this case) two nonoverlapping collinear singularities. One then finds a single pole, which can be due to soft gluons emitted at wide angles with respect to hard momenta, or (as is the case here) to the radiation of hard collinear gluons. We also note that, as we are computing the time-like form factor $\left(q^{2}>0\right)$,

[^11]the amplitude has an imaginary part associated with the two-particle cut. In the presence of a double infrared pole, this imaginary part provides a further source of potentially large perturbative corrections to physical cross sections, in the form of 'large' transcendental constants such as $\pi^{2}$. Indeed, expanding Eq. 2.22 in powers of $\epsilon$, one must use
\[

$$
\begin{equation*}
\left(-q^{2}-\mathrm{i} \eta\right)^{-\epsilon}=\left(q^{2}\right)^{-\epsilon} \mathrm{e}^{\mathrm{i} \pi \epsilon}=\left(q^{2}\right)^{-\epsilon}\left(1+\mathrm{i} \pi \epsilon-\frac{\pi^{2}}{2} \epsilon^{2}+\ldots\right) \tag{2.23}
\end{equation*}
$$

\]

The $\mathcal{O}(\epsilon)$ imaginary part will cancel when computing physical observables, but the $\mathcal{O}\left(\epsilon^{2}\right)$ contribution will combine with the double infrared pole and can give a sizeable contribution. Such large constant contributions have been studied for a long time [225], and in many relevant cases they can be organised in exponential form to all orders in perturbation theory [68, 226, 233, 234]. For the total cross section that we are computing, it turns out that at one loop all transcendental constants cancel in the sum of real and virtual corrections: interfering Eq. (2.22) with the Born matrix element, and properly combining the result with Eq. (2.17), one finally gets the well-known result

$$
\begin{equation*}
R\left(\frac{q^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right)\right)=R_{0}\left(1+\frac{\alpha_{s}\left(\mu^{2}\right)}{\pi}+\mathcal{O}\left(\alpha_{s}^{2}\right)\right) \tag{2.24}
\end{equation*}
$$

The natural question at this point is to what extent one can maintain the cancellation of infrared poles, while allowing for a more detailed (or less inclusive) treatment of real radiation. Before tackling that question, we introduce a second important tool in our toolbox.

### 2.5 A tool: the $d$-dimensional running coupling

Using the renormalisation group to explore quantum field theories away from dimension $d=4$ is a standard tool of statistical field theory $235-237$, but not as widely used in the context of perturbative QCD. It offers, however, a simple and powerful method to sum and exponentiate infrared singularities, in a way which is directly comparable to diagrammatic calculations [68]. In particular, as we will see, it provides an elegant way to bypass the Landau pole, thus leading naturally to a 'purely pertubative' resummation of infrared effects [69]. The starting point is the well-known relation between the bare and renormalised couplings in $d=4-2 \epsilon$,

$$
\begin{equation*}
\alpha_{0}=\mu^{2 \epsilon} \alpha_{s}(\mu) Z_{\alpha} \tag{2.25}
\end{equation*}
$$

which leads to the presence of an $\epsilon$-dependent term, linear in $\alpha_{s}$, in the $\beta$ function. We write

$$
\begin{equation*}
\beta\left(\epsilon, \alpha_{s}\right) \equiv \mu \frac{\partial}{\partial \mu} \alpha_{s}(\mu)=-2 \epsilon \alpha_{s}-\frac{\alpha_{s}^{2}}{2 \pi} \sum_{n=0}^{\infty} b_{n}\left(\frac{\alpha_{s}}{\pi}\right)^{n} \tag{2.26}
\end{equation*}
$$

with a normalisation chosen so that $b_{0}=\left(11 C_{A}-2 n_{f}\right) / 3$ in QCD. Notice that, in order to regularise infrared singularities, we must take $\epsilon<0$ : thus, differently from what is commonly done in a statistical field theory context, we are working at $d>4$. The $\beta$ function in Eq. (2.26), therefore, is positive for sufficiently small values of $\alpha_{s}$. To get a feel for the consequences of Eq. (2.26), we may consider the one-loop approximation, setting $b_{n}=0$ for $n \geq 1$, and solve the equation for the running coupling, for fixed $\epsilon<0$, evolving the coupling from an initial scale $\mu_{0}$ to a final scale $\mu$. One easily finds the solution

$$
\begin{equation*}
\bar{\alpha}\left(\frac{\mu^{2}}{\mu_{0}^{2}}, \alpha_{s}\left(\mu_{0}^{2}\right), \epsilon\right)=\frac{\alpha_{s}\left(\mu_{0}^{2}\right)}{\left(\frac{\mu^{2}}{\mu_{0}^{2}}\right)^{\epsilon}-\frac{1}{\epsilon}\left(1-\left(\frac{\mu^{2}}{\mu_{0}^{2}}\right)^{\epsilon}\right) \frac{b_{0}}{4 \pi} \alpha_{s}\left(\mu_{0}^{2}\right)}, \tag{2.27}
\end{equation*}
$$



Figure 13: The $\beta$ function for different values of the regulator $\epsilon= \pm 0.1$ and the number of flavour $n_{f}$.
which is non-singular (as it must be), and gives the standard result, for $\epsilon \rightarrow 0$. The most striking feature of the running coupling in Eq. (2.27) emerges already at 'tree level', setting also $b_{0}=0$. In order to keep the bare coupling in Eq. 2.25 independent of $\mu$, the renormalised coupling must scale as a power, so that

$$
\begin{equation*}
\bar{\alpha}\left(\frac{\mu^{2}}{\mu_{0}^{2}}, \alpha_{s}\left(\mu_{0}^{2}\right), \epsilon\right)=\left(\frac{\mu^{2}}{\mu_{0}^{2}}\right)^{-\epsilon} \alpha_{s}\left(\mu_{0}^{2}\right), \tag{2.28}
\end{equation*}
$$

which, in particular, means that the running coupling vanishes for $\mu \rightarrow 0$ in $d>4$

$$
\begin{equation*}
\bar{\alpha}\left(0, \alpha_{s}\left(\mu_{0}^{2}\right), \epsilon<0\right)=0 \tag{2.29}
\end{equation*}
$$

This is not surprising, and can be understood by looking at Fig. 13. for $\epsilon<0$, the ultraviolet fixed point responsible for asymptotic freedom has moved away from the origin by a distance of order $\epsilon$; in the meantime, at the origin one finds an infrared fixed point, which forces the coupling to vanish for vanishing scale. One may wonder what happens to the Landau pole, at one loop and beyond: this can easily be verified, by setting the denominator of Eq. (2.27) to zero and solving for the scale $\mu$, which corresponds to the common definition of the Landau pole. One finds

$$
\begin{equation*}
\mu^{2} \equiv \Lambda^{2}=\mu_{0}^{2}\left(1+\frac{4 \pi \epsilon}{b_{0} \alpha_{s}\left(\mu_{0}^{2}\right)}\right)^{-1 / \epsilon} \tag{2.30}
\end{equation*}
$$

Once again, this reduces to usual expression for $\epsilon \rightarrow 0$; on the other hand, for negative $\epsilon$, and in particular for generic $\epsilon<-4 \pi /\left(b_{0} \alpha_{s}\left(\mu_{0}^{2}\right)\right)$, the Landau pole moves away from the real axis and into the complex plane. This is particularly relevant when one solves renormalisation group equations in $d>4$, as we will do in Section 4; the solutions of these equations always involve integrals of anomalous dimensions, which are functions of the running coupling, over a range of renormalisation scales. The discussion above allows to choose $\mu_{0}=0$ as the initial scale for evolution (where the coupling vanishes and the strong interactions decouple), and integrate up to our selected perturbative scale along the real axis, without encountering any singularities. It is a remarkable fact that all perturbative infrared singularities of gauge theory amplitudes, to all orders in perturbation theory, are generated by integrating finite anomalous dimensions in precisely this way, as we will see in detail in Section 4 and in Section 5 . Indeed, when one expresses the running coupling evaluated at the variable scale in terms of the coupling at the fixed hard scale $\mu$, one encounters integrals of the form

$$
\begin{align*}
\int_{0}^{\mu^{2}} \frac{d \lambda^{2}}{\lambda^{2}} \bar{\alpha}\left(\frac{\lambda^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) & =\alpha_{s}\left(\mu^{2}\right) \mu^{2 \epsilon} \int_{0}^{\mu^{2}} \frac{d \lambda^{2}}{\left(\lambda^{2}\right)^{1+\epsilon}}+\mathcal{O}\left(\alpha_{s}^{2}\right) \\
& =-\frac{1}{\epsilon} \alpha_{s}\left(\mu^{2}\right)+\mathcal{O}\left(\alpha_{s}^{2}\right) \tag{2.31}
\end{align*}
$$



Figure 14: Diagrams for the radiation of a single gluon from a generic hard scattering vertex producing a $q \bar{q}$ pair.
or, similarly,

$$
\begin{equation*}
\int_{0}^{\mu^{2}} \frac{d \lambda^{2}}{\lambda^{2}} \bar{\alpha}\left(\frac{\lambda^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \log \left(\frac{\lambda^{2}}{\mu^{2}}\right)=-\frac{1}{\epsilon^{2}} \alpha_{s}\left(\mu^{2}\right)+\mathcal{O}\left(\alpha_{s}^{2}\right) \tag{2.32}
\end{equation*}
$$

and their higher-order generalisations. In the special case of gauge theories that are conformal in $d=4$, such as $\mathcal{N}=4$ Super-Yang-Mills theory, the $d$-dimensional running coupling obeys Eq. (2.28) exactly, and anomalous dimension integrals can give at most double infrared poles, which greatly simplifies the infrared structure of scattering amplitudes 79.

### 2.6 General infrared-safe observables

The calculation leading to Eq. 2.24 holds important lessons, and is amenable to broad generalisations. In fact, it would not be very informative if the only observable enjoying the cancellation of IR divergences was the total cross section, and this is indeed not what the KLN theorem states: in order to cancel the divergences, one needs to sum (integrate) over states that are degenerate in energy. Operationally, one may note that the virtual correction is proportional to the Born cross section. This is certainly not the case for the real radiation contribution, which is kinematically much more intricate, but it must become true in all singular limits, in order for the cancellation to take place. We have already seen, in Section 1.1, how this happens in the soft approximation: slightly generalising that calculation, consider the radiation of a single gluon from an arbitrary hard-scattering vertex where a quark-antiquark pair is produced, as depicted in Fig. 14. The amplitude is

$$
\begin{equation*}
\mathcal{A}_{i j}^{\mu a}=g T_{i j}^{a} \bar{u}\left(p_{1}\right)\left[\frac{\not \ddagger(k)\left(\not p_{1}+\not \not k\right) \Gamma^{\mu}}{2 p_{1} \cdot k}-\frac{\Gamma^{\mu}\left(\not p p_{2}+\not \not\right) \notin(k)}{2 p_{2} \cdot k}\right] v\left(p_{2}\right), \tag{2.33}
\end{equation*}
$$

where $\Gamma_{\mu}$ is a generic Dirac structure at the hard vertex, $\varepsilon$ is the gluon polarisation vector, and we have displayed all colour indices. We can now be more precise in defining the soft approximation: we rescale all components of the gluon momentum $k$ as

$$
\begin{equation*}
k^{\mu} \rightarrow \lambda k^{\mu}, \quad \lambda \rightarrow 0 \tag{2.34}
\end{equation*}
$$

and retain only the leading power in the Laurent expansion in powers of $\lambda$. For the amplitude in Eq. 2.33), the only effect of this approximation is to drop terms proportional to $k^{\mu}$ in the numerator. Then, as was done in Section 1.1. we can use the Dirac equation, after commuting $\not p_{1}$ and $\not p_{2}$ across $\not \ddagger(k)$, to get

$$
\begin{equation*}
\mathcal{A}_{i j}^{\mu a}=g T_{i j}^{a}\left(\frac{p_{1} \cdot \varepsilon}{p_{1} \cdot k}-\frac{p_{2} \cdot \varepsilon}{p_{2} \cdot k}\right) \mathcal{A}_{\text {Born }}^{\mu}+\mathcal{O}\left(k^{0}\right) \equiv \mathcal{S}_{i j}^{a} \mathcal{A}_{\text {Born }}^{\mu}+\mathcal{O}\left(k^{0}\right), \tag{2.35}
\end{equation*}
$$

[^12]where $\mathcal{A}_{\text {Born }}^{\mu} \equiv \bar{u}\left(p_{1}\right) \Gamma^{\mu} v\left(p_{2}\right)$. It is worthwhile pausing briefly to note the properties of the soft amplitude $\mathcal{S}_{i j}^{a} \mathcal{A}_{\text {Born }}^{\mu}$, which will generalise to higher orders.

- The soft amplitude is gauge-invariant, as can be seen by picking a longitudinal polarisation vector $\varepsilon^{\mu} \propto k^{\mu}$.
- The soft amplitude is universal, in the sense that it does not depend upon the spin of the hard particles (which has been factored into the Born term), nor does it depend on their energy: indeed, the soft factor $\mathcal{S}_{i j}^{a}$ is homogeneous in the hard momenta $p_{1}$ and $p_{2}$, so that in fact it is only sensitive to their direction and not to their magnitude. One may rescale the momenta setting $p_{i}^{\mu}=Q \beta_{i}^{\mu}$, and the soft factor will depend only on the 'four-velocities' $\beta_{i}$.
- The soft amplitude can be interpreted as the action of a soft colour operator $\mathcal{S}_{i j}^{a}$ on the Born amplitude, which is colour-diagonal in the fundamental representation, since the hard vertex is a colour-singlet.
- Squaring the soft amplitude and summing over $N_{c}$ colours we get a differential cross section proportional to

$$
\begin{equation*}
\sum_{\text {pol col }} \sum_{\text {col }}\left|\mathcal{S}_{i j}^{a} \mathcal{A}_{\text {Born }}^{\mu}\right|^{2}=g^{2} N_{c} C_{F}\left|\mathcal{A}_{\text {Born }}^{\mu}\right|^{2} \frac{2 \beta_{1} \cdot \beta_{2}}{\beta_{1} \cdot k \beta_{2} \cdot k}, \tag{2.36}
\end{equation*}
$$

which, as expected, is proportional to the Born cross section, and correctly reproduces the soft (though not the collinear) singularities of the full radiative cross sections computed from Eq. (2.33).

A similar, slightly more complicated analysis (see Section 4) shows that a factorisation of this kind happens also in the two collinear limits: in that case, the collinear factorisation kernel is a colour singlet, but, in general, a spin matrix acting on the Born amplitudes. Once again, in the singular limit, one finds a result proportional to the Born cross section, which enables the KLN cancellation of singularities.

Since the cancellation of singularities happens locally in the radiative phase space, as stated by the KLN theorem, in order to construct a safe observable it must be sufficient to integrate the radiation only over a neighbourhood of the singular regions (soft and collinear configuration). This has led to the definiton and usage of weighted cross sections, or event shapes: one proceeds by defining a potential observable in the $m$-particle phase space as a function $E_{m}\left(p_{1}, \ldots, p_{m}\right)$; one then computes the distribution for that observable by weighing all possible final states with that function, as

$$
\begin{equation*}
\frac{d \sigma}{d e}=\frac{1}{2 q^{2}} \sum_{m} \int d \Phi_{m} \overline{\left|\mathcal{A}_{m}\right|^{2}} \delta\left(e-E_{m}\left(p_{1}, \ldots, p_{m}\right)\right) \tag{2.37}
\end{equation*}
$$

where $\Phi_{m}$ is the Lorentz-invariant phase space for the $m$ particles carrying momenta $p_{i}, i=$ $1, \ldots, m$, and $\mathcal{A}_{m}$ is the corresponding amplitude. The cancellation of infrared singularities will happen, to all orders in perturbation theory, if the chosen function $E_{m}$ is insensitive to soft and collinear radiation, so that final states that differ by such radiation are weighted equally. The precise requirement is

$$
\begin{align*}
\lim _{p_{i} \rightarrow 0} E_{m+1}\left(p_{1}, \ldots, p_{i}, \ldots, p_{m+1}\right) & =E_{m}\left(p_{1}, \ldots, p_{i-1}, p_{i+1}, \ldots, p_{m+1}\right) \\
\lim _{p_{i} \| p_{j}} E_{m+1}\left(p_{1}, \ldots, p_{i}, \ldots, p_{j}, \ldots p_{m+1}\right) & =E_{m}\left(p_{1}, \ldots, p_{i}+p_{j}, \ldots, p_{m+1}\right) \tag{2.38}
\end{align*}
$$

defining an infrared-safe, or soft-collinear-safe observable [238, 239]. Jet cross sections in $\mathrm{e}^{+}$ $\mathrm{e}^{-}$annihilation belong to this category, where the functions $E_{m}$ are, for example, sets of step functions that force soft and collinear radiation to be integrated over [240], while hard partons are 'measured' (so that the observable $e$ becomes a collection of energies and angles); alternatively $E_{m}$ can be defined iteratively, building up an (infrared-safe) jet algorithm (see, for example 241).

### 2.7 A tool: eikonal integrals

As discussed above, the soft approximation for real radiation is a fairly straightforward affair: it basically amounts to a Laurent expansion in the soft momentum, where, by picking the leading power, one locates the soft singularities and uncovers interesting universality properties. Not surprisingly, the situation is significantly more intricate when it comes to taking the soft approximation for virtual corrections, where the soft momentum is an integration variable. The soft limit and the loop integration do not commute, and things must be handled with care. In order to illustrate the problems that arise, consider taking the soft limit, at the level of the integrand, on the scalar integral $I_{0}$ defined in Eq. 2.21), which is responsible for the soft poles of the form factor. Applying Eq. (2.34), and restoring the prefactors arising from the Feynman rules and from the colour sum, we define

$$
\begin{equation*}
I_{\mathrm{eik}} \equiv \mathrm{i} g^{2} \mu^{2 \epsilon} N_{c} C_{F} \beta_{1} \cdot \beta_{2} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{\left(k^{2}+\mathrm{i} \eta\right)\left(-\beta_{1} \cdot k+\mathrm{i} \eta\right)\left(\beta_{2} \cdot k+\mathrm{i} \eta\right)} \tag{2.39}
\end{equation*}
$$

By inspection, there are several things to note about Eq. 2.39.

- As expected, also in the case of virtual corrections the soft approximation is independent of spin and energy: the integral is homogeneous in both external momenta, and thus depends only on the dimensionless four-velocities $\beta_{i}$.
- The integral is highly singular, in a rather intricate way: it is simultaneously affected by ultraviolet, soft and collinear divergences. Before even attempting to evaluate it, it will be necessary to understand the origin of the different singularities, and how to treat them.
- On the other hand, while highly singular, $I_{\text {eik }}$ is readily 'evaluated' in dimensional regularisation: since it does not depend on any scale, it is defined to vanish.

The proper way to handle this vanishing integral emerges upon studying the nature of its singularities. First of all, as should be clear from the analysis of Section 2.4, we observe that the UV divergence of $I_{\text {eik }}$ is not inherited from QCD: indeed, the UV divergence of the original QCD diagram is completely contained in the tensor integral $I^{\alpha \beta}$. The fact is, taking the limit in Eq. (2.34), we have constructed an integrand which is a good approximation of the form factor integrand in the region $k^{\mu} \rightarrow 0$, but a very poor approximation in the UV region $k^{\mu} \rightarrow \infty$. As a consequence, our 'effective low-energy theory' for the form factor has developed a new UV divergence, and, if we want to recover the proper low-energy result, we need to subtract (renormalise) this spurious UV pole. In other words, the physics we are seeking to control is not to be found in the 'bare' version of $I_{\text {eik }}$, with which we have been working so far, but in the renormalised quantity

$$
\begin{equation*}
I_{\mathrm{eik}}^{(\mathrm{R})}=I_{\mathrm{eik}}+I_{\mathrm{eik}}^{(\mathrm{ct})}=I_{\mathrm{eik}}^{(\mathrm{ct})} \tag{2.40}
\end{equation*}
$$

where $I_{\text {eik }}^{(\text {ct })}$ is the UV counterterm, and we have used the fact that $I_{\text {eik }}=0$. What needs to be done is now clear: we need to introduce auxiliary regulators to make the original $I_{\text {eik }}$ integral finite in the soft and collinear regions; this will hopefully allow to unambiguously compute the

UV pole; we then take the (minimal subtraction) UV counterterm as the the definition of $I_{\text {eik }}^{(\mathrm{R})}$, as in Eq. 2.40 . Using a minimal scheme is essential in order to avoid dependence on the auxiliary regulators.

A detailed and consistent technique to perform this sequence of operations at high orders in the loop expansion will be presented in Section 5.3 (see Ref. 242 ). For a simple integral such as $I_{\text {eik }}$, where all singular regions are easily identified, this is not needed, and we can get the right result by a sleight of hand. Proceed by introducing Feynman parameters in two steps: first combining the two linear denominators in $I_{\text {eik }}$ with parameter $x$, and then combining the resulting (squared) denominator with the gluon propagator, with parameter $y$. One finds

$$
\begin{align*}
I_{\mathrm{eik}} & =\mathrm{i} g^{2} \mu^{2 \epsilon} N_{c} C_{F} \beta_{1} \cdot \beta_{2} \int_{0}^{1} d x \int_{0}^{1} d y \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{2(1-y)}{\left[y k^{2}+(1-y)\left(x \beta_{2}-(1-x) \beta_{1}\right) \cdot k+\mathrm{i} \eta\right]^{3}} \\
& =-\frac{\alpha_{s}}{2 \pi}\left[\frac{8 \pi \mu^{2}}{-\beta_{1} \cdot \beta_{2}-\mathrm{i} \eta}\right]^{\epsilon} N_{c} C_{F} \Gamma(1+\epsilon) B(-\epsilon,-\epsilon) \int_{0}^{1} d y y^{-1+2 \epsilon}(1-y)^{-1-2 \epsilon} \tag{2.41}
\end{align*}
$$

The pole in $B(-\epsilon,-\epsilon)=-2 / \epsilon+\mathcal{O}(\epsilon)$ is of collinear origin: one can see this by noting that it arises from the $x$ integration, and the corresponding singular regions in Feynman-parameter space are $x \rightarrow\{0,1\}$; the limit $x \rightarrow 0$ in the first line of Eq. 2.41) exposes the collinear singularity as $k^{\mu} \propto \beta_{1}$, which implies also $k^{2} \rightarrow 0$; similarly, the limit $x \rightarrow 1$ exposes the collinear singularity as $k^{\mu} \propto \beta_{2}$. Next, one may be tempted to replace the last integral in Eq. 2.41) with $B(2 \epsilon,-2 \epsilon)=0$. This looks consistent with the definition of the integral in dimensional regularisation, but actually it merely reminds us that the original integral is not well-defined for any values of $\epsilon$ : it is plagued by either UV or soft divergences in any dimension. Once again, it is simple in this case to identify and disentangle the UV pole, which we are interested in. Looking at the integrand in the first line of Eq. 2.41, we see that the limit $y \rightarrow 0$ exposes a UV singularity (the integral diverges as $k^{\mu} \rightarrow \infty$ when $y=0$ ), and is correspondingly regulated by taking $\epsilon>0$. Conversely, the limit $y \rightarrow 1$ exposes an IR singularity (the integral diverges as $k^{\mu} \rightarrow 0$ for $y \rightarrow 1$ ), and is correspondingly regulated by taking $\epsilon<0$. The two singular regions can be separated by inserting a factor of $1=y+(1-y)$, getting

$$
\begin{align*}
\int_{0}^{1} d y y^{-1+2 \epsilon}(1-y)^{-1-2 \epsilon} & =\int_{0}^{1} d y y^{-1+2 \epsilon}(1-y)^{-1-2 \epsilon}[y+(1-y)] \\
& =\Gamma(1+2 \epsilon) \Gamma(-2 \epsilon)+\Gamma(2 \epsilon) \Gamma(1-2 \epsilon) \tag{2.42}
\end{align*}
$$

The second term in Eq. 2.42 gives the UV pole, so that the one-loop counterterm in the MS scheme is

$$
\begin{equation*}
I_{\mathrm{eik}}^{(\mathrm{R})}=I_{\mathrm{eik}}^{(\mathrm{ct})}=-\frac{\alpha_{s}}{2 \pi} N_{c} C_{F} \frac{1}{\epsilon}\left[\frac{1}{\epsilon}-\gamma_{E}+\ln (4 \pi)+\ln \left(-\frac{\beta_{1} \cdot \beta_{2}}{2}\right)\right] \tag{2.43}
\end{equation*}
$$

Three observations are in order.

- The overall $1 / \epsilon$ pole in Eq. 2.43 is of ultraviolet origin. The pole in the square bracket is the collinear divergence: if the hard partons were massive, it would be replaced by a logarithm of the Minkowskian angle between the two parton velocities, as discussed in detail in Section 5.3 .
- The UV pole in Eq. 2.43, which is the UV pole of $I_{\text {eik }}$ with the opposite sign, can be directly interpreted as a soft singularity. The coefficient of the ensuing double (softcollinear) pole is the one-loop contribution to anomalous dimension associated with this UV divergence, which we will identify, in Section4, with the QCD light-like cusp anomalous dimension 243, 244.
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Figure 15: Leading-order and virtual correction diagrams for Deep Inelastic Scattering (DIS) up to order $\alpha_{s}$ (self-energy diagrams are omitted).
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Figure 16: Real-radiation diagrams for the DIS cross section at order $\alpha_{s}$.

- In the presence of the collinear singularity, the rescaling symmetry of $I_{\text {eik }}$ under $\beta_{i} \rightarrow \kappa_{i} \beta_{i}$ is broken by the logarithmic term in Eq. 2.43, which multiplies the ultraviolet pole and thus cannot be discarded. This 'anomalous' breaking of rescaling invariance will have very significant consequences for the structure of IR divergences of multi-parton amplitudes, to be discussed in Section 5

Most of the discussion in this section so far has focussed on the soft limit. Before turning, in Section 3, to the all-order generalisation of the one-loop results presented here, we briefly recall what happens in the presence of collinear divergences, when the Bloch-Nordsieck cancellation does not suffice, and one needs to resort to collinear factorisation.

### 2.8 Hadron scattering and collinear divergences

For the sake of completeness, in this Section we sketch the one-loop calculation of Deep Inelastic Scattering (DIS) structure functions, the classic example of non-cancellation of infrared divergences in QCD, due to the presence of initial-state hadrons, and the starting point of the factorisation program. The calculation is of course well known, so we only briefly summarise it, and we focus on the origin and the treatment of uncanceled divergences, to be compared with Section 2.3 and Section 2.4. We consider lepton-proton scattering via photon exchange, neglecting masses, and specifically we focus on scattering off valence quarks, involving the diagrams displayed in Fig. 1516 at LO and NLO. We assign momentum $l$ to the incoming lepton, momentum $l^{\prime}$ to the outgoing lepton, and momentum $p$ to the incoming hadron, and we employ the usual conventions for kinematic variables

$$
\begin{equation*}
q^{\mu} \equiv\left(l^{\prime}-l\right)^{\mu}, \quad-q^{2} \equiv Q^{2}>0, \quad x \equiv \frac{Q^{2}}{2 p \cdot q} \rightarrow s \equiv(p+q)^{2}=Q^{2} \frac{1-x}{x} . \tag{2.44}
\end{equation*}
$$

In analogy with Eq. 2.2), we can factor the cross section for this process into the product of leptonic and hadronic tensors. For the spin-averaged differential cross section we write then

$$
\begin{equation*}
d^{3} \sigma=\frac{1}{2 s} \frac{d^{3} l^{\prime}}{(2 \pi)^{3} 2 E^{\prime}} L^{\mu \nu}\left(l, l^{\prime}\right) W_{\mu \nu}(p, q) \tag{2.45}
\end{equation*}
$$

where $E^{\prime}=\left|\mathbf{l}^{\prime}\right|$, and, to leading order in the lepton charge, the lepton tensor (defined to include photon propagators) simply reads

$$
\begin{equation*}
L^{\mu \nu} \equiv \frac{e^{2}}{Q^{4}} \operatorname{Tr}\left(\nmid \gamma^{\mu} l^{\prime} \gamma^{\nu}\right) \tag{2.46}
\end{equation*}
$$

In analogy to what we did for the annihilation cross section in Eq. (2.4), we can express the hadronic tensor $W_{\mu \nu}$ in terms of matrix elements of the electromagnetic current in the relevant hadron state. For a particle of electric charge $e Q_{f}$ we write

$$
\begin{align*}
W_{\mu \nu}(p, q) & =\frac{e^{2} Q_{f}^{2}}{8 \pi} \sum_{\operatorname{spin}, X}\langle p| J_{\mu}^{\dagger}(0)|X\rangle\langle X| J_{\nu}(0)|p\rangle(2 \pi)^{4} \delta^{4}\left(p_{X}-q-p\right) \\
& =\frac{e^{2} Q_{f}^{2}}{8 \pi} \sum_{\operatorname{spin}} \int d^{4} x \mathrm{e}^{\mathrm{i} q \cdot x}\langle p| J_{\mu}^{\dagger}(x) J_{\nu}(0)|p\rangle . \tag{2.47}
\end{align*}
$$

Lorentz covariance, gauge invariance and parity conservation constrain the tensor structure to be of the form

$$
\begin{equation*}
W_{\mu \nu}(p, q)=-\left(g_{\mu \nu}-\frac{q_{\mu} q_{\nu}}{q^{2}}\right) F_{1}\left(x, Q^{2}\right)+\frac{1}{p \cdot q}\left(p_{\mu}-q_{\mu} \frac{p \cdot q}{q^{2}}\right)\left(p_{\nu}-q_{\nu} \frac{p \cdot q}{q^{2}}\right) F_{2}\left(x, Q^{2}\right) \tag{2.48}
\end{equation*}
$$

and one easily verifies that, if the state $|p\rangle$ in Eq. 2.47) is a massless spin $1 / 2$ fermion, at tree level one finds the elastic scattering result

$$
\begin{equation*}
F_{2}^{(0)}\left(x, Q^{2}\right)=2 F_{1}^{(0)}\left(x, Q^{2}\right)=e^{2} Q_{f}^{2} \delta(1-x) \tag{2.49}
\end{equation*}
$$

famously exhibiting scaling behavior 245, i.e. independence on the scale $Q^{2}$, which is a hallmark of the parton model [246], and was experimentally verified at SLAC half a century ago [247].

At NLO, the infrared content of the process becomes non-trivial. Since we know that $W_{\mu \nu}$ is built out of only two independent scalar functions, it is sufficient to compute the contractions of the hadronic tensor with $g_{\mu \nu}$ and with $p_{\mu} p_{\nu}$. For our purposes, the interesting quantity is the trace of the hadronic tensor, $W \equiv-g^{\mu \nu} W_{\mu \nu}$, which contains the non-trivial infrared information. Looking at the virtual diagrams in Fig 15 , panel (b), one realises that they build up the quark form factor, Eq. 2.22), this time for space-like kinematics, as can be expected. The precise result is

$$
\begin{align*}
W_{\mathrm{virt}}^{(1)}(p, q) & =2 \boldsymbol{\operatorname { R e }}\left[\Gamma^{(1)}\left(\frac{Q^{2}}{\mu^{2}}, \epsilon\right)\right] W^{(0)}=2 \boldsymbol{\operatorname { R e }}\left[\Gamma^{(1)}\left(\frac{Q^{2}}{\mu^{2}}, \epsilon\right)\right](1-\epsilon) e^{2} Q_{f}^{2} \delta(1-x)  \tag{2.50}\\
& =-\frac{\alpha_{s}}{2 \pi} C_{F}\left(\frac{4 \pi \mu^{2}}{Q^{2}}\right)^{\epsilon} \frac{\Gamma^{2}(1-\epsilon) \Gamma(1+\epsilon)}{\Gamma(1-2 \epsilon)}\left(\frac{2}{\epsilon^{2}}+\frac{3}{\epsilon}+8\right)(1-\epsilon) e^{2} Q_{f}^{2} \delta(1-x)
\end{align*}
$$

where in the first line we used the explicit expression for the tree-level trace of the hadronic tensor, $W^{(0)}$, easily derived from Eq. 2.48 and Eq. 2.49. Motivated by our success in cancelling infrared poles in Section 1.1 and in Section 2.1, we can now compute the cross section for the emission of a real gluon with momentum $k$. The contribution to the trace of the hadronic tensor, in analogy to Eq. 2.11, , is

$$
\begin{equation*}
W_{\text {real }}^{(1)}(p, q)=\frac{1}{8 \pi} \int \frac{d^{d} p^{\prime} d^{d} k}{(2 \pi)^{d-2}} \delta^{d}\left(p+q-p^{\prime}-k\right) \delta_{+}\left(p^{\prime 2}\right) \delta_{+}\left(k^{2}\right)|\mathcal{A}(p, q, k)|^{2} \tag{2.51}
\end{equation*}
$$

where $|\mathcal{A}(p, q, k)|^{2}$ is a short-hand notation for the square of the real-radiation matrix element, summed over final state colours and polarisations, averaged over initial-state colour, and traced
over the open photon indices. $\mathcal{A}$ now characterises a $2 \rightarrow 2$ process, with the Mandelstam invariant $s$ given by Eq. (2.44), while

$$
\begin{equation*}
t=(p-k)^{2}=-2 p \cdot k, \quad u=\left(p-p^{\prime}\right)^{2}=-2 p \cdot p^{\prime} \quad \rightarrow \quad s+t+u=-Q^{2} . \tag{2.52}
\end{equation*}
$$

In $d=4-2 \epsilon$, one finds

$$
\begin{equation*}
|\mathcal{A}(p, q, k)|^{2}=32 \pi e^{2} Q_{f}^{2} \alpha_{s}^{2} \mu^{2 \epsilon} C_{F}(1-\epsilon)\left[(1-\epsilon)\left(\frac{s}{-t}+\frac{-t}{s}\right)+\frac{2 Q^{2} u}{s t}+2 \epsilon\right] . \tag{2.53}
\end{equation*}
$$

In order to perform the integrals in Eq. (2.51), it is useful to parametrise the invariants as

$$
\begin{equation*}
t=-\frac{Q^{2}}{x}(1-y), \quad u=-\frac{Q^{2}}{x} y \tag{2.54}
\end{equation*}
$$

where $y$ plays the role of an angular variable, as in Eq. (2.14): in the collinear limit $y \rightarrow 1$ and $t \rightarrow 0$, and the squared matrix element in Eq. (2.53) displays the expected collinear singularity. Performing the phase space integrals in Eq. (2.51), with the help of Eq. (2.12) and Eq. (2.13), one finally finds

$$
\begin{align*}
W_{\text {real }}^{(1)}(p, q)=e^{2} Q_{f}^{2} \frac{\alpha_{s}}{2 \pi} C_{F}\left(\frac{4 \pi \mu^{2}}{s}\right)^{\epsilon} \frac{\Gamma(2-\epsilon)}{\Gamma(1-2 \epsilon)}\left[-\frac{1}{\epsilon}\right. & \frac{1+x^{2}}{1-x}-\frac{3+\epsilon}{2(1-2 \epsilon)} \frac{1}{1-x}  \tag{2.55}\\
& \left.+\frac{2\left(1-2 \epsilon^{2}\right)}{(1-\epsilon)(1-2 \epsilon)}+(1-x)\right] .
\end{align*}
$$

Had one expected a cancellation of the singularities of Eq. 2.50, Eq. (2.55) would be a striking disappointment, displaying no obvious double pole, and a single pole with non-trivial dependence on $x$. Let's look at these two aspects in turn.

Considering first the soft singularity, we note that the soft limit $k^{\mu} \rightarrow 0$ coincides with the elastic scattering limit $x \rightarrow 1$ : the soft singularity is present, but it is localised at $x=1$. In order to emphasise this, we first express the prefactor in Eq. 2.55) in terms of the scale $Q^{2}$, using Eq. (2.44): this turns the factors of $(1-x)^{-1}$ into $(1-x)^{-1-\epsilon}$, regularising the $x \rightarrow 1$ singularity for $\epsilon<0$, as expected. We then proceed to interpret this factor in terms of distributions, noting that integrals of the form

$$
\begin{equation*}
I(f)=\int_{0}^{1} d x(1-x)^{-1-\epsilon} f(x) \tag{2.56}
\end{equation*}
$$

for any function $f(x)$ regular at $x \rightarrow 1$, can be computed as power series in $\epsilon$ using

$$
\begin{align*}
I(f) & =\int_{0}^{1} d x \frac{f(x)-f(1)}{(1-x)^{1+\epsilon}}+f(1) \int_{0}^{1} d x \frac{1}{(1-x)^{1+\epsilon}} \\
& =-\frac{1}{\epsilon} f(1)+\sum_{n=0}^{\infty}(-1)^{n} \frac{\epsilon^{n}}{n!} \int_{0}^{1} d x \frac{\ln ^{n}(1-x)}{1-x}(f(x)-f(1)) . \tag{2.57}
\end{align*}
$$

Introducing the distributions

$$
\begin{equation*}
\mathcal{D}_{n}(x) \equiv\left[\frac{\ln ^{n}(1-x)}{1-x}\right]_{+} \rightarrow \int_{0}^{1} d x \mathcal{D}_{n}(x) f(x) \equiv \int_{0}^{1} d x \frac{\ln ^{n}(1-x)}{1-x}(f(x)-f(1)), \tag{2.58}
\end{equation*}
$$

one can formalise Eq. (2.57) in terms of the distribution identity

$$
\begin{equation*}
\frac{1}{(1-x)^{1+p \epsilon}}=-\frac{1}{p \epsilon} \delta(1-x)+\sum_{n=0}^{\infty}(-1)^{n} \frac{(p \epsilon)^{n}}{n!} \mathcal{D}_{n}(x) \tag{2.59}
\end{equation*}
$$

Substituting Eq. (2.59) in the pole term of Eq. (2.55) we immediately see that a double pole proportional to $\delta(1-x)$ is generated, and indeed it cancels the double pole of Eq. 2.50 . Discarding contributions of order $\epsilon$, the final result for the trace of the hadronic tensor can be written as

$$
\begin{align*}
& W^{(1)}(p, q)=\frac{\alpha_{s}}{2 \pi}\left(\frac{4 \pi \mu^{2}}{Q^{2}}\right)^{\epsilon} e^{2} Q_{f}^{2}(1-\epsilon)\left[-\frac{1}{\epsilon} \frac{\Gamma(1-\epsilon)}{\Gamma(1-2 \epsilon)} P_{q q}(x)+\right.  \tag{2.60}\\
& \left.\quad+C_{F}\left(\left(1+x^{2}\right) \mathcal{D}_{1}(x)-\frac{3}{2} \mathcal{D}_{0}(x)-\left(1+x^{2}\right) \frac{\log x}{1-x}+3-x-\left(\frac{9}{2}+\frac{\pi^{2}}{3}\right) \delta(1-x)\right)\right]
\end{align*}
$$

where we introduced the leading-order DGLAP splitting function [248 250

$$
\begin{equation*}
P_{q q}(x)=C_{F}\left[\left(1+x^{2}\right) \mathcal{D}_{0}(x)+\frac{3}{2} \delta(1-x)\right], \tag{2.61}
\end{equation*}
$$

with the virtual term normalised so that $\int_{0}^{1} d x P_{q q}(x)=0$. While the splitting function was derived here in the context of DIS, it is a universal quantity, and we will discuss it further, and give a process-independent derivation, in Section 6.1.

After the cancellation of the soft singularity, Eq. 2.60) is left with a single pole, which is manifestly of collinear nature (since it has support for $x \neq 1$ ). It is important to note at the outset that this pole has nothing to do with the non-abelian nature of the interaction, and certainly nothing to do with confinement: indeed, precisely the same pole would arise in the abelian theory, for example in the scattering of a massless charged fermion from a classical source. In ordinary QED, the singularity is regularised by the electron mass, but this is of little help for perturbative calculations at large momentum transfer, since the pole is replaced at each order by large logarithms of the ratio $m_{e} / Q$, which spoil the behaviour of the perturbative series unless they are resummed. Let us then discuss the origin and treatment of this collinear singularity in light of the results of Section 1.2 and Section 1.3 .

To understand the failure of the Bloch-Nordsieck mechanism, it helps to compare the DIS process to the total annihilation cross section, considering the relevant diagrams in the context of time-ordered perturbation theory. For the real emission diagrams in Fig. 11, the dominant time ordering for the emission of soft or collinear gluons is the one where the current creates the quark pair at time $t_{c}$, and the gluon is radiated at time $t_{r} \gg t_{c}$. Crucially, this late-time emission does not affect the Born process, which still consists of the creation of a pair with total energy $Q$. As the virtual correction is always proportional to the Born process, the cancellation of singularities is at least possible. In DIS kinematics, on the other hand, the dominant time ordering for collinear emission in the 'handbag' diagram of Fig. 16c is the one in which gluon radiation takes place at time $t_{r} \ll t_{c}$ : the current therefore scatters a quark with an energy different from that of the Born process, which is reflected by the fact that $x \neq 1$. Only when the radiated gluon is soft one recovers the elastic configuration, and the cancellation of divergences with the virtual correction becomes possible.

Any treatment of this problem must rely on the understanding that gluon (or photon) emission at very early times is not to be associated with the hard scattering process, but rather with the wave function of the initial state. Indeed, as we saw in Section 1.3.1, in the coherent-state picture the collinear singularity is cancelled by a contribution in which the radiation originates from the initial-state coherent state operator; analogously, applying the KLN theorem requires in this case a sum over degenerate initial states. The inescapable conclusion is that a massless particle in the initial state must always be understood as a beam, containing different Fock state components. In general, different components should be evaluated at amplitude level, and will interfere at cross-section level; at large momentum transfer, the statement of collinear factorisa-
tion is that interference terms are suppressed by powers of the hard scale, and one is allowed to sum incoherently over different channels, weighted by the respective probabilities.

We will not discuss techniques to prove factorisation here: they will be introduced, at the level of scattering amplitudes, in Sections 3,4 and 5 , and they have been thoroughly presented elsewhere (see, for example, Ref. [60|). We take however the opportunity to make the qualitative arguments of Section 1.4 .2 slightly more precise. Consider a DIS-type process initiated by a massless particle of flavour $i$, which has lagrangian interactions with a set of massless particles with flavours $\{j\}$. Initial-state radiation can turn particle $i$ into any other particle $j$ (including of course the case $j=i$, with a degraded longitudinal momentum, and one can define a probability distribution $f_{j / i}(z, \epsilon)$ for detecting particle $j$ as a 'constituent' of particle $i$, carrying a fraction $z$ of the longitudinal momentum of $i$. Such distributions can be constructed by means of (non-local) matrix elements of field operators in the single-particle state containing particle $i$ [2, 60, 61, 67, 251], in order to reproduce the collinear divergences of the hadronic tensor. Even without resorting to a formal definition, it is easy to illustrate the mechanics of the factorisation procedure: any projection of the hadronic tensor $W_{i}^{\mu \nu}$ for the process initiated by particle $i$ can be written as

$$
\begin{equation*}
W_{i}(p, q)=\sum_{j} \int_{0}^{1} \frac{d z}{z} H_{j}(z p, q) f_{j / i}(z, \epsilon), \tag{2.62}
\end{equation*}
$$

with the goal of defining a set of collinear-finite hard functions $H_{j}$. At tree level, with no emissions, one can normalise the hadronic tensor (dropping coupling factors) so that

$$
\begin{equation*}
W_{i}^{(0)}(p, q)=\delta(1-x), \quad f_{j / i}^{(0)}(z, \epsilon)=\delta_{i j} \delta(1-z) \quad \rightarrow \quad H_{j}^{(0)}(z p, q)=\delta\left(1-\frac{x}{z}\right) . \tag{2.63}
\end{equation*}
$$

It is then straightforward to expand Eq. (2.62) to NLO, with the result

$$
\begin{equation*}
W_{i}^{(1)}(p, q)=\sum_{j} f_{j / i}^{(1)}(x, \epsilon)+H_{i}^{(1)}(p, q) . \tag{2.64}
\end{equation*}
$$

One sees that divergent contributions such as those emerging in Eq. 2.60) can be collected as radiative corrections to the parton distributions $f_{j / i}(x, \epsilon)$; furthermore, one is free to choose a factorisation scheme, by assigning sets of nonsingular contributions to either $f_{j / i}$ of $H_{i}$. The subsequent interpretation and usage of Eq. (2.64) and its higher-order generalisations will depend on the context. In a confining theory such as QCD , the perturbative parton distribution $f_{j / i}$ must be convoluted with its hadronic counterpart, which is non-perturbative and needs to be determined experimentally. In the case of QED, on the other hand, it is natural to replace the dimensional regulator with the physical one - the mass of the charged particle: the distributions $f_{j / i}$ are then computable in perturbation theory $[252,253$. In either case, the most striking consequence of Eq. (2.60) is the breaking of the scale invariance that was observed at tree level in Eq. 2.49). Upon expanding Eq. 2.60) in powers of $\epsilon$, and after removing the collinear pole to the parton distribution, one observes a logarithmic dependence on the hard scale $Q$, with a coefficient given by the splitting kernel $P_{q q}$. We note now a pattern which will be recurring in the following Sections (see, in particular, the discussion at the beginning of Section 4): once a factorisation, such Eq. (2.62), is achieved, extracting contributions that are singular as the regulator is removed entails the choice of a factorisation scale, $\mu_{f}$, separating long-distance and short-distance contributions. In the present case, the scale $\mu_{f}$ can be introduced simply by splitting the logarithm emerging from Eq. 2.60) as

$$
\begin{equation*}
\ln \left(\frac{\mu^{2}}{Q^{2}}\right)=\ln \left(\frac{\mu^{2}}{\mu_{f}^{2}}\right)+\ln \left(\frac{\mu_{f}^{2}}{Q^{2}}\right) ; \tag{2.65}
\end{equation*}
$$

one then assigns the first term to the parton distribution, which is taken to depend on energy scales below $\mu_{f}$, and the second term to the hard function, which retains the dependence on the hard scale $Q$.

As we will discuss in greater detail in Section 4 this artificial scale separation inevitably leads to the existence of an evolution equation, following from the requirement that physical quantities be independent of the arbitrary scale choice. The solution to this equation will resum scale logarithms, in this case of collinear origin. At our present accuracy, using the treelevel result in Eq. (2.63), and applying Eq. (2.65), one immediately verifies that the one-loop distribution satisfies the DGLAP equation

$$
\begin{equation*}
\mu_{f}^{2} \frac{\partial}{\partial \mu_{f}^{2}} f_{q / q}\left(x, \mu_{f}^{2}\right)=\frac{\alpha_{s}}{2 \pi} \int_{x}^{1} \frac{d y}{y} P_{q q}\left(\frac{x}{y}, \alpha_{s}\right) f_{q / q}\left(y, \mu_{f}^{2}\right), \tag{2.66}
\end{equation*}
$$

where Eq. (2.61) gives the leading order approximation to the kernel $P_{q q}$, and the lower limit of integration reflects the fact that collinear radiation can only degrade the longitudinal momentum fraction ${ }^{17}$. Both in QED 254 259] and in QCD 248 250, the resummation of collinear logarithms that follows from solving DGLAP equations like Eq. 2.66) is a crucial step in order to obtain accurate predictions for high-energy processes [238].

For inclusive DIS, the validity of the factorisation in Eq. 2.62 to all orders in perturbation theory can be established both with diagrammatic methods [2, 67] and using the Operator Product Expansion (OPE) [1]. The generalisation to collider processes, involving two hadrons in the initial state, is both conceptually and technically non trivial. Physically, one could readily imagine that, in a collider process, as the two colliding hadrons approach, colour forces from one hadron might alter the parton configuration of the second one, spoiling the universality of the distributions measured in single-hadron process. Soft gluons, with their long wavelength, are prime candidates to be responsible for this failure of factorisation. In a general collider process, the OPE is not available, and establishing the cancellation of such soft-gluon effects to all orders in perturbation theory is a delicate exercise [204, 205, 260-262], reviewed in Ref. [60]. Such factorisation proofs require an all-order analysis of Feynman diagrams: we now turn to describing some of the tools required to perform these studies.

## 3 Infrared singularities to all orders

The discussion in Section 2 was mostly limited to the lowest non-trivial perturbative order one loop. Here we prepare the ground for studying the problem to all orders. Superficially, the complexity of the problem appears daunting - how can one disentangle the structure of singularities of arbitrarily intricate Feynman diagrams, and organise them in an intelligible pattern? We can find some hope in the successful treatment of QED in Section 1.1, which suggests that infrared singularities are perhaps relatively simple, as they are constrained by their semi-classical nature and by their origin in long-distance dynamics. This hope is indeed well founded: research developed over several decades has in fact, to a large extent, succeeded in uncovering the all-order infrared structure of perturbative non-abelian gauge theories, as we will see in some detail in Sections 4 and 5 ,

Factorisation and exponentiation of soft and collinear singularities can be achieved in four steps. First, one needs to locate potential singularities in generic Feynman integrals, establishing

[^13]necessary conditions for singularities to arise. These conditions are summarised by the Landau equations, discussed below in Section 3.1. Next, one needs to ascertain in what cases the solutions of Landau equations yield actual singularities, establishing sufficient conditions for Feynman integrals to diverge. While the necessary conditions are largely universal, sufficient conditions are theory-specific, and require the development of power-counting tools, similar to the ones used for the renormalisation of ultraviolet divergences. These tools are discussed in Section 3.2. The third step leverages the universality of infrared singularities and their long-distance character by constructing operator matrix elements, independent of the hard scattering process being considered, and yet capable of reproducing the leading-power soft and collinear behaviour of the corresponding amplitudes. This step is the most technically intricate: while it is easy to derive the form of the desired operators at low orders, proving their properties to all orders requires the machinery of Ward identities and a careful handling of integration contours in the relevant limits for generic diagrams. We will present simple arguments for the identification of the appropriate operators in Section 3.3. Once the divergences have been organised into operator matrix elements, the last step is to determine their all-order behaviour, resulting in the exponentiation of soft and collinear poles. This can be done by means of evolution equations, which are direct consequences of factorisation, as discussed in Section 4. alternatively, and complementarily, exponentiation can be achieved by means of combinatorial tools, developed in the second part of Section 5 .

### 3.1 Locating potential singularities: the Landau equations

Feynman integrals are analytic functions of external momenta, and their very existence and meaning are tied to the i $\eta$ prescription defining particle propagators. The proper tools to study their properties are therefore those of multi-variate complex analysis. A vast and growing body of research has been devoted to this subject, but, for our purposes, we will barely need to scratch the surface of the knowledge that has been accumulated. A wealth of information can be found in the classic reference [263], and more detailed discussions of the aspects that we cover below can be found in many textbooks, such as Ref. [2] and Ref. [67]. It is worthwhile noticing that the singularity structure of amplitudes, and in particular the Landau equations, have been the focus of much recent research, see for example Refs. 264 267); in particular, Ref. 268 provided an important refinement of existing proofs.

### 3.1.1 Singularities of complex functions defined by an integral

We begin by illustrating in some simple examples how multivariate integrals in complex variables can become singular. The crucial point is that, thanks to Cauchy's theorem, it is not sufficient for a singularity of the integrand to move to the integration contour, since the contour can in general be deformed away from the singularity, thus providing an analytic continuation of the integral function. Integrals can become singular only when the contours cannot be deformed away from the poles.

To be specific, consider a function $f(z)$ that is defined by an integral representation in the form

$$
\begin{equation*}
f(z)=\int_{\gamma} d \omega \varphi(\omega, z) \tag{3.1}
\end{equation*}
$$

The integration contour in the complex $\omega$-plane is denoted by $\gamma$, and we assume that $\varphi(\omega, z)$ is a meromorphic function in the complex $\omega$-plane, with a set of isolated poles located at points $\omega_{i}=\omega_{i}(z)$. These singular points move in the $\omega$-plane as $z$ is varied. Suppose that for some point $z_{0}$ in the $z$-plane, none of the singular points $\omega_{i}$ lies on the contour $\gamma$. This then implies


Figure 17: Contour deformations: a) Contour deformation to avoid an approaching pole. b) Deformation when the pole makes a complete circle around the end point. c) No contour deformation is required if the pole encircles both the end points.
the existence of open neighbourhoods $Z$ of the point $z_{0}$, whose points share the same property. For each such $Z$, there exists an open neighbourhood $\Omega$ in the $\omega$-plane that contains the contour $\gamma$, while none of the singular points $\omega_{i}$ lies in $\Omega$. The function $f(z)$ is then analytic in $Z$. Now, as $z$ moves out of $Z$, it may happen that some of the singular points $\omega_{i}(z)$ move towards $\gamma$ and ultimately land on it. An integral with a pole on its integration contour is ill-defined: in general, however, we can exploit Cauchy's theorem and deform the contour to avoid the approaching singular points. The integral over the deformed contour provides an analytic continuation of the original integral. Therefore, if such a deformation is possible, the integral $f(z)$ remains analytic for such values of $z$.

There are three distinct configurations in which the singularities $\omega_{i}$ cannot be avoided by contour deformations and, thus, leads to actual singularities in $f(z)$. We examine them in turn.

- End-point singularity. A function $f(z)$ is singular at a point $z_{0}$, if, as $z$ approaches $z_{0}$, one of the singular points $\omega_{i}(z)$ approaches either of the end-points of the integration contour. A simple example is the integral

$$
\begin{equation*}
f_{1}(z)=\int_{0}^{1} \frac{d \omega}{\omega-z} . \tag{3.2}
\end{equation*}
$$

Here the integrand has a single pole in the $\omega$-plane at $\omega_{1}(z)=z$. We expect therefore singularities at $z=0$ and at $z=1$, while, if $z$ approaches the real axis in the region $0<z<1$, we can deform the contour to avoid the approaching pole, as in Fig. 17(a). It is also easy to predict that the singularities will be branch points: indeed, if $z$ encircles the point $z=0$ and comes back to its original location, then the singular point $\omega_{1}(z)$ also makes a circle around the end point, but, in doing so, it drags the contour along with it, as shown in Fig. 17(b). This new contour can be written as a sum of two contours, one of which encloses the pole. Thus we see that a residue is picked up, and there is a discontinuity equal to $2 \pi \mathrm{i}$ times that residue. The same residue is picked up each time the endpoint is circled, giving rise to the same amount of discontinuity: this shows that $z=0$ is a logarithmic branch point of $f(z)$, and the same of course holds true for the other end point, $z=1$. If, on the other hand, $z$ moves in such a manner that the pole never crosses the contour, then no residue is picked up: two such trajectories are shown in the Fig. 17 (c); in both these cases we remain on the same branch of $f(z)$. All the above


Figure 18: The countour gets pinched on the second sheet producing a singularity of the function at $z=2$.
observations are obviously verified by the explicit result of integration which gives

$$
\begin{equation*}
f_{1}(z)=\log \frac{z-1}{z} . \tag{3.3}
\end{equation*}
$$

- Pinch singularity. A function $f(z)$ is singular at a point $z_{0}$ if two (or more) singularities of the integrand, say $\omega_{1}(z)$ and $\omega_{2}(z)$, approach the contour from opposite directions and eventually meet at the point $z_{0}$ preventing contour deformation. An example with a slight twist is given by

$$
\begin{equation*}
f_{2}(z)=\int_{0}^{1} \frac{d \omega}{(\omega-z)(\omega-a)}, \tag{3.4}
\end{equation*}
$$

where we can take $1<a<2$ for the sake of the present argument. Here the integrand has two poles, $\omega_{1}(z)=z$ and $\omega_{2}(z)=a$. We already know that the presence of $w_{1}$ will lead to branch points in $f_{2}(z)$, at $z=0$ and at $z=1$, as in the previous example. The role of $\omega_{2}$, which is independent of $z$, is less obvious. To clarify it, take a point $z$, away from the contour, and lying on the principal sheet defined by the two branch points. The function $f(z)$ is analytic at this point, since both singular points $\omega_{1}$ and $\omega_{2}$ are away from the contour. Now, recall that if we make a closed circuit around an end point, say $z=1$, this will bring us to the second Riemann sheet. There is a new singularity present on this sheet, which is absent on the principal sheet: if for example one takes the point $z=a$ on the principal sheet and circles it around $z=1$, as shown in Fig. 18, in the process the contour gets dragged along, and it finally gets pinched with the pole at $w=a$ on the second sheet. By the same argument, it is clear that all other sheets (except the principal sheet) will have a singularity at $z=1+(a-1) \mathrm{e}^{2 \pi \mathrm{i} k}$, where $k$ is a non-vanishing integer. As expected, these observations are verified by the explicit result of integration, which gives

$$
\begin{equation*}
f_{2}(z)=\frac{1}{z-a} \ln \frac{a(z-1)}{z(a-1)}, \tag{3.5}
\end{equation*}
$$

where the pole at $z=a$ on the principal sheet is regulated by the vanishing logarithmic factor, while in all other sheets the pole survives, as the logarithm provides a non-vanishing $2 \pi \mathrm{i} k$ factor. Note that the pinch singularity examined here happens to involve a continuation to the second Riemann sheet, but of course pinches can arise on the principal sheet as well. It is easy to write the general form of a necessary condition for a pinch singularity to occur: if the integrand is a rational function (as is the case for Feynman integrals), the potential singularities will be located at the solutions of a polynomial equation of the form

$$
\begin{equation*}
D\left(w,\left\{z_{i}\right\}\right)=0 \tag{3.6}
\end{equation*}
$$

where $D\left(w,\left\{z_{i}\right\}\right)$ is the denominator of the integrand function, which can depend on several 'external' complex variables $z_{i}$. The condition for two roots of Eq. (3.6) to collide,
on the surface defined by Eq. (3.6), is then simply

$$
\begin{equation*}
\frac{\partial D}{\partial \omega}=0, \tag{3.7}
\end{equation*}
$$

as one readily verifies in the example in Eq. (3.4). Clearly, Eq. (3.7), together with Eq. (3.6), are only necessary conditions, since the two roots can for example collide away from the contour, or approach the contour from the same side, and furthermore a possible singularity may be cancelled by numerator factors.

- Pinch at infinity. Consider now the integral

$$
\begin{equation*}
f_{3}(z)=\int_{1}^{a} \frac{d \omega}{1+z \omega} \tag{3.8}
\end{equation*}
$$

The integrand has a pole at $\omega_{1}(z)=-1 / z$, which gives end-point singularities at $z=-1 / a$ and $z=-1$. The fact that the integrand decreases only as $w^{-1}$ for large $w$ does not seem to be relevant at first sight, since the integration contour is finite. In order to see the issue it is best to change variable to $y=1 / \omega$, which gives

$$
\begin{equation*}
f_{3}(z)=\int_{1 / a}^{1} \frac{d y}{y(y+z)} . \tag{3.9}
\end{equation*}
$$

This displays the same branch points as Eq. (3.8), but it is now also clear that we are in a situation similar to our previous example: if one takes a point $z$ away from the contour, and circles one of the branch points, one can then approach the pole at $y=0$ and generate a pinch singularity, which will again be present on every Riemann sheet except the principal one. Indeed the integral gives

$$
\begin{equation*}
f_{3}(z)=\frac{1}{z} \ln \frac{1+a z}{1+z} . \tag{3.10}
\end{equation*}
$$

These simple considerations can be extended to the case of several complex variables, though in full generality the mathematics becomes intricate (for a brief introductory discussion, and relevant references, see [265). Fortunately, the search for infrared divergences in Feynman diagrams only requires simple tools, as we will see below.

### 3.1.2 The case of Feynman diagrams: the Landau equations

We now use the simple tools described in Section 3.1.1 to explore the singularities of a generic $L$-loop Feynman diagram with $M$ external lines carrying momenta $p_{i}, i=1, \ldots, M$. Let $G_{M}\left(p_{i}\right)$ denote the corresponding Feynman integral, which is an integral over loop momenta that we denote by $k_{\ell}, \ell=1, \ldots, L$. We take the diagram to have $N$ internal lines, whose momenta we label by $q_{j}, j=1, \ldots, N$, and we represent the integral introducing Feynman parameters $\alpha_{j}$ for each internal line. We can then write

$$
\begin{equation*}
G_{M}\left(p_{i}\right)=\int_{0}^{1} \prod_{j=1}^{N} d \alpha_{j} \delta\left(\sum_{i=1}^{N} \alpha_{i}-1\right) \int \prod_{\ell=1}^{L} \frac{d^{d} k_{\ell}}{(2 \pi)^{d}} \frac{\mathcal{N}\left(\alpha_{j}, k_{\ell}, p_{i}\right)}{\left[\mathcal{D}\left(\alpha_{j}, k_{\ell}, p_{i}\right)\right]^{N}}, \tag{3.11}
\end{equation*}
$$

where the numerator $\mathcal{N}$ contains coupling and spin dependence, and does not affect our search for potential singularities $s^{18}$. A first necessary condition for the existence of a singularity is that

[^14]the denominator should vanish,
\[

$$
\begin{equation*}
\mathcal{D}\left(\alpha_{j}, k_{\ell}, p_{i}\right) \equiv \sum_{j=1}^{N} \alpha_{j}\left(q_{j}^{2}-m_{j}^{2}\right)+\mathrm{i} \eta=0 \tag{3.12}
\end{equation*}
$$

\]

where the internal momenta $q_{j}$ are linear functions of external and loop momenta,

$$
\begin{equation*}
q_{j}=\sum_{r=1}^{L} \eta_{j r} k_{r}+\sum_{m=1}^{M} \beta_{j m} p_{m} \tag{3.13}
\end{equation*}
$$

For any consistent assignment of loop momenta to the graph edges, the incidence matrices $\eta_{j r}$ and $\beta_{j m}$ have entries in the set $\{-1,0,1\}$ : for example, $\eta_{j r}=0$ if loop momentum $k_{r}$ does not flow through line $j$, while $\eta_{j r}=1$ if the loop momentum $k_{r}$ flows through the $j$ th line in the same direction as $q_{j}$, and $\eta_{j r}=-1$ in the opposite case.

There are a total of $d L+N-1$ independent integration variables in Eq. (3.11), each one integrated along a path that can be modified, if required, to provide analytic continuation. A necessary condition for the existence of a singularity is therefore that all integration variables be localised either at a pinch surface or at an endpoint: if any variable is not constrained, the direction of that variable in the multi-dimensional complex integration space can be used to deform the contours. At least for non-exceptional configurations of the external momenta, since the denominator is a sum of propagator denominators with positive coefficients, the condition $\mathcal{D}\left(\alpha_{j}, k_{\ell}, p_{i}\right)=0$ is realised when, for each internal line $j$, either the corresponding momentum $q_{j}$ is on the mass-shell, or the corresponding Feynman parameter $\alpha_{j}$ vanishes. That is,

$$
\begin{array}{crl}
\text { either } & q_{j}^{2}-m_{j}^{2} & =0 \\
\text { or } & \alpha_{j} & =0 \tag{3.14b}
\end{array}
$$

Next, we need to make sure that all variables are localised either at end-point or at pinch singularities. Here the important point about the graph representation in Eq. (3.11) is that the denominator $\mathcal{D}$ is quadratic in the loop momenta $k_{\ell}$, and linear in the Feynman parameters $\alpha_{j}$. This leads immediately to the following conclusions.

- Since $\mathcal{D}\left(\alpha_{j}, k_{\ell}, p_{i}\right)$ is linear in $\alpha_{j}$, there can only be a single pole in the $\alpha_{j}$ plane, so the only possible singularities are end-point singularities at $\alpha_{j}=0$ or at $\alpha_{j}=1$. On the other hand, if any of the $\alpha_{j}=1$, then all the other $\alpha_{k}$ must vanish simultaneously because of the $\delta$ function in Eq. 3.11, a configuration which is not relevant for infrared divergences.
- Pinch singularities, on the other hand, do arise for loop momentum components, since Eq. 3.12 is quadratic in $k_{j}^{\mu}$. The condition for the two poles in the $k_{j}^{\mu}$ complex plane to coalesce is given by Eq. (3.7), which we rewrite here as

$$
\begin{equation*}
\frac{\partial}{\partial k_{j}^{\mu}} \mathcal{D}\left(\alpha_{j}, k_{\ell}, p_{i}\right)=0 \tag{3.15}
\end{equation*}
$$

Upon substituting Eq. (3.12) and Eq. (3.13), Eq. (3.15) gives

$$
\begin{equation*}
\sum_{i \in \operatorname{loop} j} \eta_{i j} \alpha_{i} q_{i}=0, \quad \text { for each } j \tag{3.16}
\end{equation*}
$$

where the sum includes all the lines $i$ through which loop momentum $k_{j}$ runs.

- Finally, we note that the integration domain of loop momentum components extends to infinity, and one should also consider end-point singularities for these integrals. The corresponding singularities, however, are ultraviolet, and we are assuming that they have already been taken care of by the inclusion of appropriate renormalisation counterterms.

Eqs. 3.12 and 3.15 or, equivalently, Eq. (3.14) and Eq. (3.16), are known as Landau equations 270. The first set of Landau equations, setting $\mathcal{D}\left(\alpha_{j}, k_{\ell}, p_{i}\right)=0$, defines a set of surfaces in the $(d L+N-1)$-dimensional space of integration variables. The surfaces on which the second set of equations are also satisfied are called pinch surfaces. On such surfaces, all internal lines may be on the mass shell $\left(\alpha_{i} \neq 0, \forall i\right)$, or some of the lines may be off the mass shell, provided the corresponding $\alpha_{i}=0$. Lines with a vanishing Feynman parameter do not appear in the second set of Landau equations: as a consequence, since these lines are irrelevant for the conditions determining a pinch, when studying the corresponding pinch surfaces we can graphically reduce the lines to points. This procedure gives us a new set of diagrams, specific to the pinch surface under consideration, which are called reduced diagrams.

In this context, let's make here a simple observation that will be useful later 165. If we single out a massless line $l$ in loop $j$, which carries momentum $q_{l}$, and the corresponding Feynman parameter is $\alpha_{l}$, then the second set of Landau equations for loop $j$ becomes

$$
\begin{equation*}
\alpha_{l} q_{l}+\sum_{i \in \operatorname{loop} j, i \neq l} \alpha_{i} q_{i}=0 \tag{3.17}
\end{equation*}
$$

where we chose the line momenta $q_{i}$ to flow in the same direction as the loop momentum $k_{j}$. If line $l$ is massless, and if $q_{l}^{\mu}=0$ (so that $l$ is on shell), we see that this line drops out of the Landau equation, leaving no trace, as it is not even required for momentum conservation. This means that, once the integral is trapped on a pinch surface, adding an arbitrary number of soft massless lines does not alter the requirements on the other lines of the graph, in order for the integral to remain localised on the pinch surface.

### 3.1.3 The Coleman-Norton physical picture

The Landau equations provide, in principle, a solution to the problem of locating all potential singularities of Feynman integrals. The actual task, however, remains daunting, especially if one is attempting to work to all orders in perturbation theory: without any further information, it still appears that Feynman diagrams need to be treated one by one, and each one will present a plethora of pinch surfaces. As it turns out, the search for solutions of the Landau equations for external momenta in the physical region is greatly simplified by a remarkably simple and intuitive criterion introduced by Coleman and Norton (CN) in Ref. 271. As we will see below, the CN criterion allows to quickly grasp the structure of solutions of the Landau equation for infinite classes of Feynman diagrams, paving the way for studies to all orders in perturbation theory.

The CN criterion for the existence of a solution of the Landau equations for physical values of the external momenta can be stated as follows: a candidate pinch surface of a given Feynman integral provides a solution to the Landau equations if and only if the corresponding reduced Feynman graph can be interpreted as describing a classical scattering processes involving on-shell particles carrying the momenta assigned to each line of the reduced graph.

To be more precise, let us consider a generic pinch surface and the corresponding reduced diagram. Note that we have already localised the Feynman parameters of off-shell lines by setting them to zero. It is now necessary to pinch the contour of every loop momentum component on the configuration where all surviving lines are on-shell: in this way, non-vanishing Feynman parameters cannot be used to escape the pinch surface, since they multiply vanishing factors


Figure 19: (a)1PI contributions to a two-point function, (b) A two-loop reduced diagram exhibiting a threshold at $p^{2}=4 m^{2}$, (c) A seven-loop reduced diagram with a threshold at $p^{2}=16 \mathrm{~m}^{2}$.
given by on-shell propagator denominators. Consider now a line carrying momentum $q$, and let $\alpha$ be the Feynman parameter for that line. As the contour for every loop-momentum component $k_{\ell}^{\mu}$ is pinched and forced to be on the real axis, we see from Eq. (3.13) that $q$ will take real values for physical external momenta $p_{j}$. Since $q$ is on-shell, $q^{2}=m^{2}$, we can write $q^{\mu}=m d x^{\mu} / d \tau$, where $\tau$ is the proper time and $x^{\mu}(\tau)$ parametrises the classical trajectory of a free particle with momentum $q$, which of course moves on a straight line with constant four-velocity. We can rearrange this into

$$
\begin{equation*}
\Delta x^{\mu}=\frac{\Delta \tau}{m} q^{\mu} \tag{3.18}
\end{equation*}
$$

If we now make the identification

$$
\begin{equation*}
\frac{\Delta \tau}{m} \equiv \alpha \tag{3.19}
\end{equation*}
$$

then the product $\alpha q^{\mu}$ can be interpreted as the space-time displacement of a classical particle of mass $m$ in the proper time $\Delta \tau=m \alpha$. Considering the Lorentz invariant ratio

$$
\begin{equation*}
\frac{\Delta t}{q^{0}}=\frac{\Delta \tau}{m}, \tag{3.20}
\end{equation*}
$$

we can also say that the time of propagation is equal to $\alpha q^{0}$ in the reference frame in which the particle has energy $q^{0}$. This shows that the space-time picture we are constructing is not limited to massive particles: for a massless particle, we can pick a frame in which the energy carried by the line has a given value $q^{0}$, and we can replace Eq. (3.18) with $\Delta x^{\mu}=\Delta t \beta^{\mu}$, where $\beta^{\mu}$ is the light-like four-velocity associated with the momentum $q^{\mu}, \beta^{\mu}=\left\{1, \mathbf{q} / q^{0}\right\}$. The Feynman parameter can now be identified with the l.h.s of Eq. 3.20 . Note that Feynman parameters are positive on the undeformed contours, which is consistent with particles moving forward in time.

Within this framework, it is tempting to interpret the two endpoints of each line as spacetime points separated by a distance $\alpha q^{\mu}$. For this interpretation to be consistent, however, the separation between any two vertices in the reduced diagram should be independent of the path taken to join them. Equivalently, if we start at a vertex, make a closed loop, and arrive back at the same vertex, the total displacement should be zero. It is easy to verify that the second Landau equation, Eq. (3.16), precisely guarantees that this is the case. This gives us the Coleman-Norton physical picture: the leading singularities of reduced diagrams in the physical region are supported on configurations where the internal lines can be regarded as the paths of classical particles moving freely between the vertices, while internal vertices can be regarded as points of interactions, where particle velocities change.

The intuitive power of the CN picture can hardly be overstated: it turns a rather abstract mathematical problem into a question about classical scattering, and very general results for entire classes of Feynman diagrams can readily be derived. To provide a simple, yet powerful example [2], consider the two-point correlator for a theory with only one species of particles with
mass $m$. In the leftmost panel of Fig. 19, the shaded ellipse represents the one-particle-irreducible (1PI) contributions to the correlator in this theory, assuming the external momentum to be $p$. Following the CN picture, we must now seek classical processes in which a source carrying (off-shell) momentum $p$ can split into a set of on-shell particles, which later reassemble into a single one. Clearly, any splitting producing particles with non-vanishing momenta in directions transverse to $p$ is not allowed, since, by momentum conservation, such particles would propagate in opposite directions, and could never meet again. This leaves us with the possibility of collinear splittings, however two on-shell lines with three-momenta $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$ cannot in general merge to produce an on-shell line with three-momentum $\mathbf{k}=\mathbf{k}_{1}+\mathbf{k}_{2}$, as the invariant mass of that line would be greater than $m$. Only one set of possibilities is left: for $p^{2}=n^{2} m^{2}>0$, with integer $n$, a simple CN process is easily identified in the rest frame of $p$ : the off-shell source particle can split into $n$ on-shell particles at rest, and these can further merge and split any number of times, provided particle number is conserved; finally, they can merge again to reconstruct the momentum $p$. With remarkable generality, we can conclude that the only possible singularities of two-point functions of massive particles are located at the thresholds for the creation of $n$ on-shell particles, which are called normal threshold $\xi^{19}$, and are clearly and directly related to unitarity cuts. Thus, a single analysis has solved the problem for an infinite set of Feynman diagrams, regardless of the specific details of the interactions of the massive particles involved: Fig. 19 (b) and Fig. 19 (c) show two examples of reduced diagrams for $p^{2}$ equal to $4 m^{2}$ and $16 m^{2}$ respectively.

Note that the argument can be rephrased in a boosted frame where $p$ is not at rest, shedding light on the values of Feynman parameters allowed by the CN constraints. Imagine one creates two particles of equal masses which then move together collinearly. If they have different energies, we can move to a frame where the one with the smaller momentum will be at the rest. Now the two particles can never meet again, unless the second particle scatters off a 'wall' to reverse its direction; this circumstance can be realised only if we include an extra vertex, which is a situation we will encounter when we discuss three-point graphs. Thus, the two massive particles can meet at a later time without encountering a new vertex only if they have equal energies. In general, the CN time they take to merge is given by $\Delta t=\alpha_{1} E_{1}=\alpha_{2} E_{2}$, therefore the Feynman parameters are constrained to satisfy $\alpha_{1}=\alpha_{2}$. The same physical picture for $n$ massive particles gives equal values for all $\alpha_{i}$, and finally the presence of the factor $\delta\left(1-\sum_{i} \alpha_{i}\right)$ enforces

$$
\begin{equation*}
\alpha_{1}=\alpha_{2} \ldots=\alpha_{n}=1 / n \tag{3.21}
\end{equation*}
$$

Clearly, this simple analysis of two-point functions can be extended to higher-point functions as well, allowing the identification of at least some of their potential singularities. As an example, one can consider a four-point function in the $s$-channel physical region. When the two incoming momenta have a total invariant mass $s=n^{2} m^{2}$, with $n$ integer, in their center-of-mass frame one finds that the same CN process that was identified for the two-point function is available also in this case: there is just enough energy to create $n$ on-shell particles at rest, and these particles can interact conserving particle number until they finally decay into the final state pair. Note also that the discussion of two-point functions for massive particles has implications for the massless case: if the off-shell source carrying momentum $p$ couples only to massless particles, then all the normal thresholds collapse to the point $p^{2}=0$. One must however remember, as discussed at the end of Section 3.1.2, that adding a soft particle with a vanishing momentum $q$ does not influence the Landau equations: in the CN picture, soft lines correspond to vanishing displacements $\Delta x^{\mu}$ and do not modify the classical scattering configuration 20 Two-point functions involving

[^15]massless particles will therefore potentially be affected by soft singularities, and power counting techniques will need to be employed to check if these lead to actual divergences.

In order to prepare the ground for our analysis of massless form factors in Section 4, we need to consider in more detail the case of three-point functions. First of all, let us note that the general structure of singularities becomes significantly more complicated when $n>2$ external particles are involved, since the resulting Feynman integrals are functions of several complex variables: for example, a three-point function in a theory with only one species of particles with mass $m$ will depend on three dimensionless ratios, say $x=p_{1}^{2} / m^{2}, y=p_{2}^{2} / m^{2}$, and $z=p_{3}^{2} / m^{2}$, with $p_{3}^{2}=\left(p_{1}+p_{2}\right)^{2}$.

One can readily verify that the presence of a third particle (and therefore of at least one more interaction vertex, as compared to the two-point function) allows for singularities which are not related to normal thresholds, and are usually referred to as anomalous thresholds. While unitarity cuts arise by putting on the mass shell exactly the number of lines needed to split a given diagram into two disconnected subdiagrams, containing respectively initial-state and final-state particles, anomalous thresholds arise from configuration in which a larger number of lines are on-shell, and the diagram may split into several disconnected pieces (thus they are often referred to as generalised unitarity cuts, while the configuration in which all internal lines are on-shell is often described as leading singularity). To illustrate this, consider the simple case of a one-loop triangle diagram, depicted in Fig. 20, which of course can be understood as a reduced diagram arising from a more complicated configuration. It is not difficult to find a CN process such that the three (massive) lines be on shell: one may for example envisage two particles being created with momenta $k_{1}$ and $k_{2}$ at vertex $A$. If the source momentum $p=k_{1}+k_{2}$ is timelike, $p^{2}>0$, one can consider the frame in which $p$ is at rest, so that the two produced particles are emitted back to back. Without further scattering, they could never meet again at any later time at vertex $C$. One can however envisage one of the two particles bouncing off a 'wall' at vertex $B$ : if sufficient momentum is injected there, the particle can reverse its direction to annihilate the other one at vertex $C$. Clearly, the existence and location of this singularity will depend upon the values of the external invariants $x, y$ and $z$ : in particular, the singularity may or may not appear on the physical Riemann sheet.

As was the case for two-point functions, the massless limit introduces new pinch surfaces, which are the ones of interest for the analysis of infrared divergences. In particular, given an existing configuration with on-shell lines, one is always free to add soft massless lines, without affecting the Landau equations. Furthermore, as discussed already in Section 1, a massless line can split into two or more collinear massless lines, while conserving four-momentum and keeping all lines on the mass shell. We illustrate these facts in some more detail in Section 3.1.4 below.


Figure 20: Momentum routing for a three-point graph displaying possible anomalous thresholds, as discussed in the text.

[^16]

Figure 21: One-loop vertex correction to the three-point function in a massive scalar theory.

### 3.1.4 Pinch surfaces of massless vertex graphs

To illustrate the situation for massless three-point functions, consider the simple one-loop triangle graph depicted in Fig. 21. We consider a scalar graph, since for our present considerations the numerator structure is not relevant. The expression for the graph after Feynman parametrisation is of the form of Eq. 3.11, and can be written as

$$
\begin{equation*}
G_{3}\left(p_{1}, p_{2}\right)=\int_{0}^{1} \prod_{j=1}^{3} d \alpha_{j} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{\delta\left(\sum_{i=1}^{3} \alpha_{i}-1\right)}{\left[\alpha_{1} k^{2}+\alpha_{2}\left(p_{1}-k\right)^{2}+\alpha_{3}\left(p_{2}+k\right)^{2}+\mathrm{i} \eta\right]^{3}}, \tag{3.22}
\end{equation*}
$$

where we take $p_{1}^{2}=p_{2}^{2}=0$. The second Landau equation for this graph reads

$$
\begin{equation*}
\alpha_{1} k^{\mu}-\alpha_{2}\left(p_{1}-k\right)^{\mu}+\alpha_{3}\left(p_{2}+k\right)^{\mu}=0, \tag{3.23}
\end{equation*}
$$

and we need to pick solutions such that, if a given $\alpha_{i}$ is not vanishing, then the corresponding four-momentum must be on shell. Setting for the moment aside ordinary and anomalous thresholds, we see that two new sets of pinch surfaces arise in the massless case.

- Collinear pinch surfaces. If, for example, $k^{\mu}$ is parallel to $p_{1}^{\mu}$, so that $k^{\mu}=x p_{1}^{\mu}$, we see that the line carrying momentum $p_{1}-k$ is on shell, while the line $p_{2}+k$ is off shell for generic configurations of external momenta. We can thus find a solution of the Landau equations by setting $\alpha_{3}=0$ and then requiring that

$$
\begin{equation*}
x \alpha_{1}=(1-x) \alpha_{2}, \tag{3.24}
\end{equation*}
$$

in order to solve Eq. (3.23). The reduced diagram for this pinch surface is shown in Fig. 22b, left panel. The corresponding CN configuration has two light-like particles starting from the origin at $t=0$ and moving in the direction of $p_{1}^{\mu}$ with different energies, $x p_{1}^{0}$ and $(1-x) p_{1}^{0}$ respectively; they meet again when their CN displacements become equal, which happens when Eq. (3.24) is satisfied, see the second diagram in Fig. 22b. Note that CN times are positive when $0<x<1$, so that the singular configuration can be on the integration contour and thus on the physical Riemann sheet. Needless to say, an identical situation is reproduced when the loop momentum is collinear to $p_{2}$, say $k^{\mu}=-y p_{2}$. Then the line carrying momentum $p_{1}-k$ will be off-shell, and the Landau equations can be solved by setting $\alpha_{2}=0$ and then requiring that

$$
\begin{equation*}
y \alpha_{1}=(1-y) \alpha_{3} . \tag{3.25}
\end{equation*}
$$

- Soft pinch surfaces. As discussed in Section 3.1.2, in a massless theory one can always build solutions of the Landau equations by adding particles with vanishing momenta, which

(a)
(b)

Figure 22: (a) Reduced diagram for the soft pinch surface. (b) Building the reduced diagram for a collinear pinch surface. In the left panel of (b) we highlighted with a cross the off-shell propagator that shrinks to a point, yielding the right panel. Dashed lines mark on-shell propagators.
do not affect the equations, nor the relevant CN configurations. In the present case, one can for example solve Eq. (3.23) by picking any $\alpha_{1} \neq 0$ and setting

$$
\begin{equation*}
k^{\mu}=0, \quad \alpha_{2}=\alpha_{3}=0 . \tag{3.26}
\end{equation*}
$$

In this limit, all particles circulating in the loop are on-shell, so that the reduced diagram coincides with the original one, as depicted in Fig. 22a; the soft particle carrying momentum $k$ does not contribute to the CN displacement sum, Eq. (3.16), corresponding to the fact that a particle with vanishing four-momentum is fully delocalised. Note that, while the diagram we are considering is not symmetric under the exchange of the external particles, since $\left(p_{1}+p_{2}\right)^{2} \neq 0$, there are nevertheless soft pinch surfaces associated with the soft limit for any particle circulating in the loop: these are most easily detected by changing the parametrisation of the loop momenta, but even with our current choice we see that one can solve Eq. (3.23), for example, by taking $k^{\mu}=p_{1}^{\mu}$ and $\alpha_{1}=\alpha_{3}=0$. Note also that all our discussion so far does not depend on particle spins, nor on the specifics of their interactions: the one-loop triangle diagram can arise as a reduced diagram in any theory, even if the interactions are not cubic in the fields. In order to ascertain if the pinch surfaces we have identified give actual divergences, we will need the power-counting tools discussed in Section 3.2.

It should be clear from the above discussion of the one-loop scalar diagram that we have actually identified sets of pinch surfaces for an infinite set of Feynman diagrams, to any perturbative order. For example, adding further loops involving soft particles will automatically solve the Landau equations. Similarly, adding more particles collinear to either $p_{1}$ or $p_{2}$ will provide new pinch surfaces, since each new particle will add a Feynman parameter, and a single constraint of the form of Eq. (3.24), so that the resulting system of equations will remain solvable. In the CN picture, if two particles are produced back to back at the hard interaction vertex, they can never meet again, however each particle can split into collinear multiplets which then recombine at later times, and these two jets of particles evolving in opposite directions can always be
connected by means of soft radiation. We are thus beginning to develop a general picture of the singularity structure of massless form factors to all orders: in a generic diagram, the hard interaction can be dressed with any number of off-shell virtual corrections, which shrink to a point in the corresponding reduced diagram; infrared singularities may arise when, out of this hard effective vertex, two jets of collinear particles emerge, which in turn can be connected to each other by a soft subdiagram, where all particles have vanishing four-momentum. This is a very significant simplification of the generic situation we started with, but we will see in what follows that the final form of the factorisation we are seeking is simpler still.

### 3.2 Identifying actual singularities: infrared power counting

Up to this point, we have presented a set of conditions to identify all the potential sources of singularities in Feynman integrals, in particular infrared divergences. The derivation requires that the poles of the integrand must be forced to lie on the integration contour. Clearly, this is only a necessary condition for actual divergences to occur: first of all, the detected singularity might be - for example - a branch cut and not a divergence; next, positive powers of the integration variables can appear in the numerator of the integrand and mitigate the potential divergence. Sufficient conditions to identify the kinematic configurations that result in IR singularities can only be derived from power-counting techniques, reminiscent of those employed in the UV to study renormalisation.

In the UV case, power counting is straightforward, since the singular region is approached when all loop momentum components become very large. One may thus detect the behaviour of the integral by rescaling loop momenta as $k^{\mu} \rightarrow \Lambda k^{\mu}$, and counting powers of $\Lambda$. Since a Feynman integrand is a product of rational factors, one may expand each factor in powers of $\Lambda$, retaining only the leading power in each factor: the resulting overall power of $\Lambda$ gives the superficial degree of UV divergence of the diagram under study. The situation in the infrared is more intricate: as we have seen, potential singularities arise in the massless limit when loop momenta become soft or collinear to some of the external momenta. Different loop-momentum components must then be treated differently, as only some of them are related to singularities of the integral. It is not difficult to make this analysis systematic, as we discuss below.

### 3.2.1 Intrinsic and normal coordinates, and homogenous integrals

To study infrared power counting, it is best to revert to momentum-space integrals, before the introduction of Feynman parameters (see, however, Ref. [224] for a coordinate space representation). In full generality, a $p$-dimensional pinch surface $\Sigma_{p}$ in the $D$-dimensional loop momentum space $\mathcal{L}$ (where $D=d L$ for an $L$-loop diagram in $d$ space-time dimensions) will be characterised by $D-p$ conditions, which can be cast in the form

$$
\begin{equation*}
F_{i}\left(k_{\ell}^{\mu}\right)=0 \quad i=1, \ldots, D-p ; \quad \ell=1, \ldots, L . \tag{3.27}
\end{equation*}
$$

For our purposes, the constraints $F_{i}$ will be linear, and the resulting surfaces will be hyperplanes; the discussion can however be generalised to non-linear constraints and curved surfaces. Given any differentiable set of constraints $F_{i}$, one can pick a parametrisation of $\mathcal{L}$ such that $p$ coordinates $k_{I}$ parametrise the surface $\Sigma_{p}$, while the remaining $D-p$ coordinates $k_{N}$ serve to measure the distance of any point in $\mathcal{L}$ from $\Sigma_{p}$. Changing the values of the coordinates $k_{I}$ moves a point within the surface, so these coordinates are called intrinsic; changing the value of the coordinates $k_{N}$ moves points away from the pinch surface, and these coordinates are correspondingly called normal. The strength of the singularity encountered on $\Sigma_{p}$ is controlled by the behavior of the integrand as a function of normal coordinates, and one is free to define normal coordinates such that their zeros lie on the pinch surface $\Sigma_{p}$.

Since we are interested in the behaviour of the reduced graph near the surface $\Sigma_{p}$, we can again take advantage of the structure of the Feynman integrand, which is a product of rational factors, and we can expand each factor in the denominator and in the numerator in powers of the normal coordinates, retaining the lowest order approximation. Thus, given a reduced graph $G$, and for every pinch surface $\Sigma$ of $G$, we can write

$$
\begin{equation*}
G_{\Sigma}\left(p_{i}\right)=\int d^{p} k_{I} d^{D-p} k_{N} \mathcal{I}\left(p_{i}, k_{I}, k_{N}\right), \tag{3.28}
\end{equation*}
$$

where $p_{i}$ denotes the external momenta. We then associate with $G_{\Sigma}$ a homogenous integral

$$
\begin{equation*}
\bar{G}_{\Sigma}=\int d^{p} k_{I} d^{D-p} k_{N} \overline{\mathcal{I}}\left(p_{i}, k_{I}, k_{N}\right), \tag{3.29}
\end{equation*}
$$

where $\overline{\mathcal{I}}$ is the leading-power approximation of $\mathcal{I}$ with respect to the set of normal coordinate $\boldsymbol{s}^{21}$
Moving internal lines away from the mass shell will take the graph off the pinch surface. Virtualities of internal lines will therefore be proportional to normal coordinates, and the ratio of these virtualities to the hard scale $Q$ will determine how close or how far we are from the surface. In the next section, we will present the analysis of two simple one-loop examples, using again a three-point graph as a laboratory, and then we will proceed by illustrating how the one-loop results generalise to all perturbative orders.

### 3.2.2 One-loop examples: the QED vertex graph

Let us consider the one-loop QED vertex graph, adapting what we have already presented in Section 1.1 and for the scalar theory in Section 3.1.4. In the massless limit, we can pick a frame in which the external momenta in are given by

$$
\begin{align*}
q & =(Q, 0,0,0), \\
p_{1} & =(Q / 2,0,0, Q / 2),  \tag{3.30}\\
p_{2} & =(Q / 2,0,0,-Q / 2),
\end{align*}
$$

where $Q$ is the photon virtuality, giving the hard scale of the problem. The expression of the graph (see also Eq. (1.10)) is

$$
\begin{equation*}
G_{3}\left(p_{1}, p_{2}\right)=\mathrm{ie}^{2} \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{\mathcal{N}\left(p_{1}, p_{2}, k\right)}{\left(k^{2}+\mathrm{i} \eta\right)\left[\left(p_{1}-k\right)^{2}+\mathrm{i} \eta\right]\left[\left(p_{2}+k\right)^{2}+\mathrm{i} \eta\right]}, \tag{3.31}
\end{equation*}
$$

where $\mathcal{N}\left(p_{1}, p_{2}, k\right)$ contains spinors and Lorentz structures. We already know from the Landau equation analysis in Section 3.1.4 that this graph has pinch surfaces for configurations where the loop momentum $k$ is soft, and/or collinear to either fermion line. Let us now consider each case in turn.

Near the soft pinch surface, $k^{\mu} \rightarrow 0$, all the components of the virtual photon momentum $k$ are normal coordinates, and there are no intrinsic coordinates. Upon approximating the factors in the denominator by their lowest order expressions in the expansion in powers of $k^{\mu}$, we readily recognise, unsurprisingly, that the homogenous integral is given by the eikonal approximation, as in Eq. (1.11) and Eq. (2.39),

$$
\begin{equation*}
\bar{G}_{3, \text { soft }}\left(p_{1}, p_{2}\right)=\mathrm{i} e^{2} \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{\mathcal{N}\left(p_{1}, p_{2}, 0\right)}{\left(k^{2}+\mathrm{i} \eta\right)\left(2 p_{2} \cdot k+\mathrm{i} \eta\right)\left(-2 p_{1} \cdot k+\mathrm{i} \eta\right)} . \tag{3.32}
\end{equation*}
$$

[^17]In the present case, it is easy to see directly that the soft homogeneus integral is dimensionless and logarithmically divergent in $d=4$. In a more general setting, in order to determine the distance from the soft pinch surface as a function of the normal coordinates, we can choose a scaling variable $\lambda_{\mathrm{s}}$, and impose the same scaling for each momentum component, as was done in the UV region, but this time taking the limit $\lambda_{\mathrm{s}} \rightarrow 0$. Thus we can set

$$
\begin{equation*}
k^{\mu}=\lambda_{s} \bar{k}^{\mu} \tag{3.33}
\end{equation*}
$$

and count powers of $\lambda_{\mathrm{S}}$ in the homogeneous integral. The scaling variable $\lambda_{\mathrm{s}}$ is often taken to be dimensionless, however, in case one is interested in keeping track of powers of the hard scale $Q$, one can also take $\lambda_{\mathrm{s}}$ to have dimensions of energy, and treat the reduced components $\bar{k}^{\mu}$ as 'angular' variables 67. In this case, one can choose, for example

$$
\begin{equation*}
\lambda_{\mathrm{s}}=\sum_{\mu}\left|k^{\mu}\right|, \tag{3.34}
\end{equation*}
$$

so that the dimensionless variables $\bar{k}^{\mu}$ are normalised as

$$
\begin{equation*}
\sum_{\mu}\left|\bar{k}^{\mu}\right|=1 . \tag{3.35}
\end{equation*}
$$

Treating $\lambda_{\mathrm{s}}$ as a dimensionless parameter, substituting Eq. (3.33) in the soft homogeneous integral, Eq. $(3.32)$, and replacing every factor of $p_{1}$ and $p_{2}$ by the hard scale $Q$, we verify that

$$
\begin{equation*}
\bar{G}_{3, \text { soft }}\left(p_{1}, p_{2}\right) \sim \frac{1}{\lambda_{\mathrm{s}}^{4-d}} \frac{1}{Q^{2}} \times \mathcal{N}\left(p_{1}, p_{2}, 0\right) . \tag{3.36}
\end{equation*}
$$

In a gauge theory, as seen already in Eq. 1.10, the homogeneous numerator is proportional to $Q^{2}$, so, as announced, the integral is logarithmically divergent in $d=4$, and contributes at leading power in $Q$.

Turning now to the collinear limit, it is useful to introduce light-cone coordinates, such that any four-vector is expressed as $x^{\mu}=\left(x^{+}, x^{-}, \mathbf{x}_{\perp}\right)$, with

$$
\begin{equation*}
x^{+}=\frac{x_{0}+x_{3}}{\sqrt{2}}, \quad x^{-}=\frac{x_{0}-x_{3}}{\sqrt{2}}, \tag{3.37}
\end{equation*}
$$

so that

$$
\begin{equation*}
x^{\mu} y_{\mu}=x^{+} y^{-}+x^{-} y^{+}-\mathbf{x}_{\perp} \cdot \mathbf{y}_{\perp}, \tag{3.38}
\end{equation*}
$$

while the measure of integration becomes

$$
\begin{equation*}
d^{d} k=d k^{+} d k^{-} d^{d-2} k_{\perp} . \tag{3.39}
\end{equation*}
$$

When the photon is collinear to the electron carrying momentum $p_{1}$, in the frame in which Eq. 3.30) applies, $k_{\perp}$ and $k^{-}$must vanish, while we can set $k^{+}=z p_{1}^{+}$. Changing the value of $z$ leaves the loop momentum on-shell, so that configurations with any $z$ in principle belong to the collinear pinch surface: $z$ is an intrinsic coordinate; clearly, the azimuthal angle $\phi$ for the transverse momentum $\mathbf{k}_{\perp}$ is also an intrinsic coordinate. Note however that, using the CN physical picture, the graph can be interpreted as a classical collinear splitting of massless particles with on-shell momenta only if $0 \leq z \leq 1$. If $z$ is outside this range, the photon propagator is still on shell, but the CN interpretation is not valid, and we expect that the contour may be deformed to avoid the singularity. Considering the remaining variables, we see that generic non-vanishing
values of $k^{-}$and $k_{\perp}$ will move the photon away from the mass shell: $k^{-}$and $k_{\perp}$ are normal coordinates.

Expressing $G_{3}\left(p_{1}, p_{2}\right)$ in these variables, expanding each factor in powers of the normal variables, and retaining the leading power in each one of them, we find the collinear homogeneous integral

$$
\begin{align*}
\bar{G}_{3, \text { coll }_{1}}\left(p_{1}, p_{2}\right)= & \frac{\mathrm{i} e^{2} \mu^{2 \epsilon}}{(2 \pi)^{d}} \int d z \frac{\mathcal{N}\left(p_{1}, p_{2}, z\right)}{2 p_{2}^{-} z+\mathrm{i} \eta}  \tag{3.40}\\
& \times \int d k^{-} d^{d-2} k_{\perp} \frac{1}{2 k^{+} k^{-}-k_{\perp}^{2}+\mathrm{i} \eta} \frac{1}{-2(1-z) p_{1}^{+} k^{-}-k_{\perp}^{2}+\mathrm{i} \eta}
\end{align*}
$$

where in the numerator we have set $k^{-}=k_{\perp}=0$, but retained the dependence on $k^{+}$. We see that the photon and electron denominators are linear in the normal coordinate $k^{-}$, but quadratic in $k_{\perp}$. The natural scaling choice, ensuring that these denominators are homogeneous in the scaling parameter, and linear in normal coordinates, is therefore to take

$$
\begin{equation*}
k^{-}=\lambda_{\mathrm{c}} \bar{k}^{-}, \quad k_{\perp}^{2}=\lambda_{\mathrm{c}} \bar{k}_{\perp}^{2} \tag{3.41}
\end{equation*}
$$

where we choose $\lambda_{\mathrm{c}}$ to be dimensionless $\sqrt[22]{22}$. We see that the collinear homogeneous integral is $\mathcal{O}\left(\lambda_{c}^{\epsilon}\right)$, implying a logarithmic divergence in $d=4$. We also see that the off-shell positron line gives a $1 / Q$ suppression, however the collinear numerator also grows linearly with $Q$, so that the collinear region contributes at leading power in $Q$, as was the case for the soft region. In the remainder of Section 3, we will omit the subscripts from the scaling parameters $\lambda_{\mathrm{s}}$ and $\lambda_{\mathrm{c}}$, with the understanding that soft and collinear scalings are defined by Eq. (3.33) and in Eq. (3.41).

Let us conclude this section with two important notes. First, recall that the soft and collinear regions overlap: this is reflected in the fact that the collinear homogeneous integral in Eq. (3.40) still has a soft singularity, as $z \rightarrow 0$, and similarly the soft homogeneous integral in Eq. (3.32) has collinear singularities when $k$ becomes parallel to either $p_{1}$ or $p_{2}$. At the moment, this is not a serious concern, as we are only interested in determining the strength of the singularities. At a later stage, when building an explicit factorised expression for amplitudes and cross sections, a careful treatment of overlapping singularities will become necessary. A second important caveat emerges from the observation that different components of loop momenta may become small at different rates, as is the case in the collinear region, Eq. (3.41). This raises the possibility that there could be different scalings of momentum components (for example combining soft and collinear limits with different strengths) that might need to be treated separately. We will briefly get back to this issue in Section 5 . here we note that this is in principle a processdependent question, that can only be addressed via a detailed diagrammatic analysis. The issue is particularly relevant when factorisation theorems are constructed by means of effective field theories, where the relevant momentum modes must be selected a priori. On the other hand, once a particular scaling has been understood to be relevant, the effective theory can be extended to include it (see, for example, Refs. 272,274$]$ ).

### 3.2.3 Soft and collinear power counting to all orders

Extending soft and collinear power counting beyond one loop is not too cumbersome, and can be done by using a suitable generalisation of the techniques familiar from the analysis of UV divergences. Graphically, it is useful to introduce a diagrammatic notation for subgraphs, which we employ in Fig. 23 and in Fig. 24, and illustrate in what follows. In general, a coloured
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Figure 23: Pinch surfaces for the two-point function of an off-shell photon.
'blob' denotes an arbitrary subgraph, where all lines are supposed to share a common kinematic constraint: for example, all lines in the jet subgraphs labelled $\mathcal{J}$ in Fig. 24 are collinear to the initial-state line entering the subgraph; similarly, all lines in the soft subgraphs labelled $\mathcal{S}$ in Figs. 23 and 24 have vanishing four-momenta, and all lines in the hard subgraphs labelled $\mathcal{H}$ are off the mass shell, and thus are contracted to a point in the reduced graph. When two subgraphs are connected by more than one line, it is understood (unless otherwise stated) that the number of such lines is arbitrary, with only a few being drawn for illustrative purposes.

To illustrate the rather formidable power of the apparently simple tools that we have just assembled, consider first the case of the two-point function for a massive particle, or for an off-shell massless particle such as the photon in Fig. 23, allowing for couplings to other massless particles such as gluons [61]. In this case, the CN analysis allows for no collinear pinch surfaces, since there are no massless external particles, and, if all couplings are to massless particles, there are no normal thresholds. One is left with only potential soft singularities, whose pinch surfaces are portrayed in Fig. 23. The next crucial step consists in identifying which of the pinch surfaces described by Fig. 23 give an actual infrared divergence. Thus, we need to find the superficial degree of infrared divergence $\omega_{s}$ for a generic soft pinch surface, adapting the power counting technique to the subgraph decomposition we have just discussed. In the case at hand, each soft-gluon loop in $d$ dimensions will provide $d$ powers of the soft momentum in the numerator, from the loop integration measure. Adding a gluon to the soft subgraph, however, is tantamount to adding a loop, and each gluon propagator will provide two powers of soft momentum in the denominator. Possible three-gluon couplings can only provide further powers of soft momentum in the numerator. For $N_{s}$ soft gluons we find then

$$
\begin{equation*}
\omega_{s} \geq(d-2) N_{s} . \tag{3.42}
\end{equation*}
$$

In the case of infrared power counting, a divergence will arise only if $\omega_{s} \leq 0$ : thus we have just proved that the two-point function is infrared finite for any $d>2$. Since the total cross section for electron-positron annihilation is given by the imaginary part of just this two-point function, thanks to unitarity, we have also proved that the cancellation of infrared divergences in the total cross section, demonstrated at one loop in Section 2, is actually verified to all perturbative orders. It is not difficult to extend this simple analysis to general massless correlators with euclidean momenta [2], which results in the Poggio-Quinn finiteness theorem (31, 32).

In the same spirit, the CN analysis for the form factor brings us to Fig. 24(a), which represents the generic diagram responsible for one of the pinch surfaces described in Section 3.1.4. Let us note at this point that the key aspects of the form factor analysis leading to Fig. 24(a) are in fact considerably more general, and remain valid beyond our specific example. In particular, for massless fixed-angle multi-particle amplitudes,

- the number of jet subgraphs must be at most equal to the number of hard particles involved, since jets must connect to external on-shell legs, and both incoming and outgoing particles may be affected by collinear emissions;


Figure 24: CN and power-counting analysis for the quark form factor. Panel (a) displays soft, jet and hard subgraphs, connected by an arbitrary number of lines. Panel (b) shows the subset of pinch surfaces contributing to IR divergences in Feynman gauge: double curly lines linking $\mathcal{J}_{i}$ and $\mathcal{H}$ denote scalar-polarised gluons. Panel $(c)$ displays singular surfaces in a physical gauge: in contrast with panel $(b)$, only a single line can connect $\mathcal{J}_{i}$ and $\mathcal{H}$.

- with at most two incoming coloured particles, only one hard subgraph appears in the reduced diagram, and gives the meeting point of incoming and outgoing jet, 23 ,
- particles belonging to different jets may interact only through soft mediators, which can be merged in a single soft subgraph.

In order to proceed to the power counting, it is important to devise a consistent treatment of the lines connecting the various subgraphs, in order to avoid double counting. One possibility 165 is to assign to the soft subgraph all loops containing at least one zero-momentum line, and to assign to jet subgraphs all loops containing only collinear lines with non-vanishing momentum. According to this criterion, for example, the loop in the reduced graph in Fig. 22(a) belongs entirely to the soft subgraph, and there are no collinear subgraphs, while the reduced diagram in the second panel of Fig 22 (b) has only a jet subgraph and no soft subgraph. With these assignments, one can proceed to define soft and collinear superficial degrees of divergence, in terms of the numbers of loops and legs of each subgraph in Fig. 24(a). Let $L_{s}$ be the number of soft loops, and $L_{c, i}$ with $i=1,2$ the number of collinear loops in the $i$-th jet; similarly, let $N_{r}^{b}$ and $N_{r}^{f}$ be the numbers of bosonic and fermionic lines, respectively, in subgraph $r$, with $r=\left\{s, j_{1}, j_{2}\right\}$. According to the scaling rules introduced in Section 3.2.2, in the soft limit bosonic propagators scale as $1 / \lambda^{2}$, while fermion propagators scale as $1 / \lambda$. In the collinear limit, both boson and fermions provide a factor of $1 / \lambda$ (which may be corrected by numerator factors, as we will see below). Considering also the integration volume, that involves two normal coordinates for each collinear loop and four normal coordinates for each soft loop, we can define

$$
\begin{align*}
\omega_{s} & =4 L_{s}-2 N_{s}^{b}-N_{s}^{f}+n_{s} \\
\omega_{c, i} & =2 L_{c, i}-N_{c, i}^{b}-N_{c, i}^{f}+n_{c, i} \tag{3.43}
\end{align*}
$$

where $n_{s}$ and $n_{c, i}$ count positive powers of $\lambda$ arising from numerator factors. With our assignments, one readily verifies that $\omega_{s}=0$ for the reduced graph in Fig. 22(a), and $\omega_{c}=0$ for the reduced graph in the second panel of Fig. 22 (b). In general, provided the lines connecting
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\[

$$
\begin{equation*}
\omega_{\Sigma}=\sum_{i=1}^{2} \omega_{c, i}+\omega_{s} . \tag{3.44}
\end{equation*}
$$

\]

The next step in the procedure is to rewrite Eq. (3.43) and Eq. (3.44) in terms of the numbers of vertices and external lines of the various subgraphs, using elementary graphical relations, such as the Euler identity connecting the numbers of loops, lines and vertices. There are a number of subtleties in the analysis: for example it is necessary to pay attention to the possible existence of lower-dimensional pinch surfaces in a given homogeneous integral, and to the fact that suppression factors for collinear numerators are polarisation-dependent, and thus gaugedependent. The details of the procedure were worked out in Refs. [278 280|, and are reviewed, for example, in Refs. [2, 61, 67, 281, 282]. In what follows, we will just provide a set of simple and, hopefully, intuitive arguments for the structure of the constraints emerging from power counting, and we will summarise the final results.

Consider for example the lines directly connecting the soft and hard subgraphs in Fig. 244(a): each such line would provide a power suppression, and they ultimately cannot contribute to divergent momentum configurations. To see that, let a soft gluon with momentum $k$ attach directly to a hard line carrying momentum $q \sim Q$, and assume that the graph contributes at leading power before the soft gluon is inserted. In case the hard line is a gluon, the corresponding off-shell propagator contributes a factor of $1 / Q^{2}$ before the soft gluon insertion. After the insertion, the hard propagator is doubled, contributing a factor of $1 / Q^{4}$, while the new threegluon vertex can contribute at most a factor of $Q$ : one has effectively gained a power suppression, which is sufficient to make the new graph finite if the graph was logarithmically divergent before the insertion. One can similarly argue that a graph with a soft fermion line connecting soft and jet subgraphs is suppressed by one power of the hard scale with respect to the same graph with a soft gluon, since soft fermion denominators are linear in the soft scaling parameter.

Turning now to numerator suppressions, we first note that in the soft limit the only source of suppression is the presence of three-gluon vertices, which are linear in momenta and thus provide a single power of $\lambda$ in the numerator: the suppression factor $n_{s}$ thus simply equals the number of soft three-gluon vertices. The situation concerning numerator suppressions in the collinear limit is much more subtle and interesting, since suppression factors are spin-dependent. In order to understand this, consider a fermion line carrying momentum $p$ and emitting a collinear gluon with momentum $k$. Both $p$ and $k$ can depend on collinear loop momenta, and thus they can have transverse components, which will however vanish in the collinear limit, where both particles reach the mass shell. The numerator factor associated with the emission vertex and the neighboring propagator reads

$$
\begin{equation*}
(\not p+\not k) \gamma_{\alpha} \not p=-\gamma_{\alpha}(\not p+\not k) \not p+2(p+k)_{\alpha} \not p . \tag{3.45}
\end{equation*}
$$

In the collinear limit, $p$ and $k$ become light-like and the first term vanishes; as a consequence, away from the strict limit it will provide a power suppression proportional to $k_{\perp}$, i.e. a factor of $\sqrt{\lambda}$ for every collinear vertex. The second term in Eq. $\sqrt{3.45}$ does not provide any suppression, but one should keep in mind that the index $\alpha$ will be contracted with the neighbouring gluon propagator, whose numerator represents a sum over gluon polarisations; in the collinear limit, assuming the jet to be in the + direction, the only surviving polarisation coupling to the vertex will be a - component, which corresponds to an unphysical gluon. Such gluons would be absent in a physical gauge, and must decouple, after summing over diagrams, in a covariant gauge [61,281]. To illustrate what happens in a physical gauge, note that a gluon connecting
the jet subgraph to the hard (or soft) subgraph will carry a factor of the axial-gauge gluon propagator

$$
\begin{equation*}
G^{\mu \nu}(k)=\frac{1}{k^{2}+\mathrm{i} \eta}\left(-g^{\mu \nu}+\frac{n^{\mu} k^{\nu}+n^{\nu} k^{\mu}}{n \cdot k}-n^{2} \frac{k^{\mu} k^{\nu}}{(n \cdot k)^{2}}\right), \tag{3.46}
\end{equation*}
$$

where $n^{\mu}$ is the gauge vector, and the gauge condition imposes $n \cdot A=0$. As illustrated by Eq. (3.45), if the gluon connects the jet to the hard subgraph, at the vertex where $G^{\mu \nu}(k)$ attaches to the jet, it will be contracted with a collinear momentum, proportional to the gluon momentum $k$. This will yield a factor 61]

$$
\begin{equation*}
k_{\mu} G^{\mu \nu}(k)=\frac{1}{n \cdot k}\left(n^{\nu}-\frac{n^{2} k^{\nu}}{n \cdot k}\right) . \tag{3.47}
\end{equation*}
$$

This factor has no pole at $k^{2}=0$ (except in the soft limit $k \sim 0$ ), so that such a graph is powersuppressed. In covariant gauges, the argument breaks down, since the contraction $k_{\mu} G^{\mu \nu}(k)$ does not feature the same suppression. For instance, in Feynman gauge, we have

$$
\begin{equation*}
k_{\mu} G^{\mu \nu}(k)=-\frac{k^{\nu}}{k^{2}} . \tag{3.48}
\end{equation*}
$$

We see that in Feynman gauge multiple gluons may connect the jets subgraphs to hard subgraph $\mathcal{H}$, but Eq. (3.48) suggests that such gluons must carry unphysical polarisations. This, in turn, means that, when computing a gauge-invariant quantity, these configurations will be suppressed by means of the Ward Identity, when all the relevant diagrams have been summed. On a diagram-by-diagram basis, this is not guaranteed, and one needs to further manipulate the longitudinally polarised gluons to factor $\mathcal{J}_{i}$ from $\mathcal{H}$.

It is hopefully clear from these arguments that only a small subset of the pinch surfaces depicted in Fig. 24(a) will actually yield divergent contributions. A detailed analysis $2,61,67$, 281 yields the following results.

1. The superficial degree of divergence $\omega_{\Sigma}$ is bounded by $\omega_{\Sigma} \geq 0$, implying that all infrared divergences are logarithmic. This has important consequences in what follows, since it means that even a single extra power suppression, such as those discussed above, makes the diagram superficially finite.
2. As a first consequence, pinch surfaces with lines directly connecting the soft subgraph $\mathcal{S}$ and the hard subgraph $\mathcal{H}$ are finite.
3. A second consequence is that only gluons can directly connect the soft subgraph $\mathcal{S}$ with the jet subgraphs $\mathcal{J}_{i}$.
4. Finally, in a physical gauge, in order to generate a divergence, every jet subgraph $\mathcal{J}_{i}$ must be connected to the hard subgraph $\mathcal{H}$ only by a single line (which must therefore carry the same quantum numbers as the external line entering or exiting the graph). In Feynman gauge, further additional lines linking $\mathcal{J}_{i}$ and $\mathcal{H}$ are allowed, but they must be scalarpolarised gluons. Furthermore one finds that, for each jet $\mathcal{J}_{i}$, the number of external soft gluons plus the number of jet gluons attached to the hard part cannot be greater than the total number of three-point vertices in that jet.

Graphically, these rules mean that pinch surfaces giving rise to divergences are considerably simpler than the general configuration depicted in Fig. 24(a), and they can be described by Fig. 24 (b) in a covariant gauge (with double curly lines denoting scalar-polarised gluons), and by Fig. 24(c) in a physical gauge.

To summarise, we have learnt from power counting that sufficient conditions for the presence of infrared divergences are considerably more restrictive that the corresponding necessary conditions arising from the Landau equations and the CN physical picture. In axial gauges, Fig. 24 (c) is already, effectively, a partially factorised expression for the form factor, separating the divergent subgraphs $\mathcal{S}$ and $\mathcal{J}_{i}$ from the finite subgraph $\mathcal{H}$. In Feynman gauge, we intuitively expect that Ward identities will drive a cancellation among diagrams that will ultimately lead to to a similar result. We can also hope to apply similar arguments to tame soft gluons attaching the soft subgraph to jet subgraphs. The third part of the analysis consists in examining in detail the actual Feynman rules in the relevant soft and collinear limits: this will enable us to leverage the universality of long-distance contributions, identifying operator matrix element that generate soft and collinear divergences for all fixed-angle scattering amplitudes, regardless of the particular hard process under consideration.

### 3.3 Diagrammatic construction of soft and collinear functions

Our next task is to turn the "quasi-factorisation" depicted in Fig. 24 (b) or (c) into an exact statement, writing the form factor (and later more general scattering amplitudes) as a product of functions, each responsible for the enhancements associated with specific kinematic configurations. This is still far from trivial, since what we have achieved so far is true for individual pinch surfaces, and the task ahead is to organise the contributions of all these pinch surfaces into universal operator matrix elements, that can be computed independently of the specific hard process under consideration. In other words, we want to identify matrix elements which share with the scattering amplitude specific sets of singularities, soft and/or collinear, so that the product of these matrix elements will contain all the infrared poles of the amplitude, leaving behind only a finite 'matching coefficient'. If we succeed in identifying such matrix elements, we can then study infrared singularities to all orders, in a process-independent way, by means of evolution equations, as we will discuss in Section 4 .

One way to identify the matrix elements we need is to consider soft and collinear approximations at the diagrammatic level, observe the systematic simplifications that arise in the relevant limits, and build the appropriate operators accordingly. A prominent role in this game will be played by Wilson-line operators, as we will see in some detail in Section 3.3.2,

### 3.3.1 Soft and collinear approximations at one loop

We begin by revisiting our one-loop results in Section 3.2.2, in particular the approximations leading to the soft and collinear homogeneous integrals in Eq. (3.32) and Eq. (3.40). At this level, we can easily generalise the results to the non-abelian theory, and, this time, we will pay closer attention to the numerator structures, which carry information about gluon polarisations, providing a more precise chracterisation of the result in Eq. (3.45). For this purpose, consider the annihilation process $q\left(p_{1}\right) \bar{q}\left(p_{2}\right) \rightarrow \gamma^{*}$. The un-approximated integral corresponding to the one-loop QCD correction to the QED vertex reads

$$
\begin{equation*}
\Gamma_{\mu}^{(1)}\left(p_{1}, p_{2}\right)=-e Q_{q} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{\bar{v}\left(p_{2}\right)\left(g T_{i j}^{a} \gamma^{\alpha}\right)\left(-\not p_{2}-\not \nmid\right) \gamma_{\mu}\left(\not p_{1}-\not \not k\right)\left(g T_{j k}^{a} \gamma_{\alpha}\right) u\left(p_{1}\right)}{\left(k^{2}+\mathrm{i} \eta\right)\left[\left(p_{2}+k\right)^{2}+\mathrm{i} \eta\right]\left[\left(p_{1}-k\right)^{2}+\mathrm{i} \eta\right]} . \tag{3.49}
\end{equation*}
$$

In the soft limit, as was discussed already in Section 1.1, the homogeneous integral arises upon


Figure 25: IR interactions modelled by eikonal Feynman rules. (a) Soft gluon exchange: both interaction vertices become eikonal. (b) Collinear exchange, with $k \| p_{1}$ : only the vertex involving the antiquark line becomes eikonal.
taking the eikonal approximation, amounting to

$$
\begin{array}{rll}
\frac{\left(\not p_{1}-\not k\right)\left(g T^{a} \gamma_{\alpha}\right) u\left(p_{1}\right)}{\left(p_{1}-k\right)^{2}+\mathrm{i} \eta} & \stackrel{k^{\mu} \rightarrow 0}{\longrightarrow} & \frac{g T^{a} \beta_{1, \alpha}}{-\beta_{1} \cdot k+\mathrm{i} \eta} u\left(p_{1}\right), \\
\frac{\bar{v}\left(p_{2}\right)\left(g T_{a} \gamma^{\alpha}\right)\left(-\not p_{2}-\not k\right)}{\left(p_{2}+k\right)^{2}+\mathrm{i} \eta} & \stackrel{k^{\mu} \rightarrow 0}{\longrightarrow} \bar{v}\left(p_{2}\right) \frac{-g T_{a} \beta_{2}^{\alpha}}{\beta_{2} \cdot k+\mathrm{i} \eta} \tag{3.50}
\end{array}
$$

where the Dirac equation has been used, and we took advantage of the scaling invariance of the approximation to replace the momenta $p_{1}$ and $p_{2}$ with the corresponding four-velocities using $p_{1}=\mu \beta_{1}$ and $p_{2}=\mu \beta_{2}$. Analogous replacements can be made for final-state fermions and anti-fermions, with due attention to overall signs and to the relative sign of the i $\eta$ prescription: the results can be simply summarised in the eikonal Feynman rules

$$
\begin{equation*}
\text { propagator : } \frac{\mathrm{i}}{\beta \cdot k+\mathrm{i} \eta}, \quad \text { vertex : } \mathrm{i} g T_{a} \beta^{\alpha} \tag{3.51}
\end{equation*}
$$

with the convention that $\beta$ is the velocity flowing along the arrow of the fermion line, and $k$ is the soft momentum flowing in the same direction ${ }^{24}$. Applying these Feynman rules one gets directly the expression for the soft homogeneous integral, Eq. (3.32), with the appropriate non-abelian prefactor.

As already noted in Section 1.1, these Feynman rules are independent of the spin and energy of the hard emitter, and only sensitive to its direction and colour charge. They apply at leading power in all soft momenta, which, by the power-counting arguments of Section 3.2, is all that is needed to capture soft divergences. We note now two further important properties of the eikonal approximation. First, the coupling to the colour charge is universal, in the sense that it is sufficient to replace the generator $T_{a}$ in the fundamental representation in Eq. (3.51) with the corresponding matrix $T_{a}^{r}$ in the representation $r$ of the gauge group, in order to reproduce the leading-power result if the emitter belongs to $r$ (for example, $\left(T_{a}\right)_{b c} \rightarrow-\mathrm{i} f_{a b c}$ in the adjoint representation): we will take advantage of this universality property in Section 5. Second, we note that, taking the hard momentum in a fixed direction, say $\beta=\left\{\beta^{+}, 0^{-}, \mathbf{0}_{\perp}\right\}$ in lightcone coordinates, the eikonal coupling of the soft gluon to the hard line involves only the component of its polarisation at leading power. Furthermore, if all components of the soft gluon momentum scale equally in the soft limit, according to Eq. (3.33), the only component of the gluon momentum which is relevant at leading power is $k^{-}$. Soft gluons thus couple longitudinally to hard lines, a fact which will be instrumental in what follows. The simplified coupling of soft
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Figure 26: Factorisation of the hard subgraph after a collinear emission. Notice that the collinear prefactor is a spin matrix, as discussed in the text.
lines to hard lines is shown pictorially in Fig 25 (a), where eikonal vertices are represented as the merging of gluon propagator with a double line.

In the same spirit, let's revisit the collinear approximation, leading to the collinear homogeneous integral in Eq. 3.40, focusing on the numerator structure. In the frame in which $p_{1}^{\mu}$ in in the + direction, while $p_{2}^{\mu}$ is in the - direction, the integrand reads

$$
\begin{equation*}
T^{a} T_{a} \frac{\left.\bar{v}\left(p_{2}\right) \gamma^{-}\left(\not p_{2}+\not k\right)\right)^{\mu}\left(\not p_{1}-\not \not k\right) \gamma^{+} u\left(p_{1}\right)}{\left[k^{2}+\mathrm{i} \eta\right]\left[\left(p_{1}-k\right)^{2}+\mathrm{i} \eta\right]\left[\left(p_{2}+k\right)^{2}+\mathrm{i} \eta\right]}, \tag{3.52}
\end{equation*}
$$

where we used the massless Dirac equations in this frame, which read $\bar{v}\left(p_{2}\right) \gamma^{+}=\gamma^{-} u\left(p_{1}\right)=0$. By the same token, and using the fact that, in the region collinear to $p_{1}$, the $k^{-}$component of the loop momentum is power-suppressed, we can approximate the numerator of Eq. (3.52) using

$$
\begin{equation*}
\bar{v}\left(p_{2}\right) \gamma^{-}\left(\not p_{2}+\not \not k\right) \simeq\left(p_{2}+k\right)^{-} \bar{v}\left(p_{2}\right) \gamma^{-} \gamma^{+}=2\left(p_{2}+k\right)^{-} \bar{v}\left(p_{2}\right) \simeq 2 p_{2}^{-} \bar{v}\left(p_{2}\right) . \tag{3.53}
\end{equation*}
$$

In the collinear approximation, Eq. 3.52 can then be rewritten as

$$
\begin{equation*}
T^{a} T_{a} \frac{\bar{v}\left(p_{2}\right) \gamma^{\mu}\left(\not p_{1}-\not \vDash\right) \gamma_{\alpha} u\left(p_{1}\right)}{k^{2}\left(p_{1}-k\right)^{2}} \frac{\beta_{2}^{\alpha}}{\beta_{2} \cdot k} . \tag{3.54}
\end{equation*}
$$

Remarkably, the vertex attaching the collinear gluon to the anti-quark has become eikonal, and can be expressed in terms of the effective Feynman rules of Eq. (3.51), as represented pictorially in Fig. 25 (b). As before, the gluon coupling to the anti-quark has become independent of the anti-quark energy; furthermore, the gluon couples to the antiquark with a polarisation parallel to its momentum: it is longitudinal, and thus unphysical. On the other hand, the coupling of the collinear gluon to the quark has not simplified, and retains its spin and energy dependence. In view of generalising this result to higher perturbative orders, it is useful to note that the sequence of approximations leading to Eq. (3.54) can be reformulated as the application of a tree-level Ward identity. Let us assume to have a longitudinally polarised gluon moving in the + direction, and attaching to a generic hard interaction subgraph $H$. Writing the (Feynman-gauge) numerator of the gluon propagator as a sum over polarisations, including unphysical ones, the amplitude for this process is of the form

$$
\begin{equation*}
\sum_{\lambda} \bar{v}\left(p_{2}\right) \gamma_{\alpha} \frac{\not p_{2}+\not k}{\left(p_{2}+k\right)^{2}+\mathrm{i} \eta} \varepsilon_{(\lambda)}^{\alpha}(k) H \varepsilon_{(\lambda)}^{* \beta}(k) \frac{\not p_{1}-\not k}{\left(p_{1}-k\right)^{2}+\mathrm{i} \eta} \gamma_{\beta} u\left(p_{1}\right), \tag{3.55}
\end{equation*}
$$

where the hard subgraph $H$ is defined here to include the denominator of the gluon propagator and we can focus on the case of longitudinal polarisation. We can then substitute $申_{(\lambda)}(k)=$
$\gamma^{-} \varepsilon^{+}(k)$, and insert a factor of $1=k^{+} \beta_{2}^{-} / k^{+} \beta_{2}^{-}$, so that Eq. 3.55 becomes 283

$$
\begin{align*}
& \frac{k^{+} \beta_{2}^{-}}{k^{+} \beta_{2}^{-}} \bar{v}\left(p_{2}\right) \gamma^{-} \frac{\not p_{2}+\not k}{\left(p_{2}+k\right)^{2}+\mathrm{i} \eta} \varepsilon^{+}(k) H \frac{\not p_{1}-\not k}{\left(p_{1}-k\right)^{2}+\mathrm{i} \eta} \notin(k) u\left(p_{1}\right) \\
& =\frac{\varepsilon(k) \cdot \beta_{2}}{k \cdot \beta_{2}} \bar{v}\left(p_{2}\right) \not \nless \frac{\not p_{2}+\not k}{\left(p_{2}+k\right)^{2}+\mathrm{i} \eta} H \frac{\not p_{1}-\not k}{\left(p_{1}-k\right)^{2}+\mathrm{i} \eta} \notin(k) u\left(p_{1}\right) \\
& =\bar{v}\left(p_{2}\right) H \frac{\varepsilon(k) \cdot \beta_{2}}{k \cdot \beta_{2}} \frac{\not p_{1}-\not k}{\left(p_{1}-k\right)^{2}+\mathrm{i} \eta} \notin(k) u\left(p_{1}\right), \tag{3.56}
\end{align*}
$$

where in the last step we have used $\not k=-\not p_{2}+\left(\not p_{2}+\not k\right)$ : the first term then vanishes by the Dirac equation, and the second term cancels the denominator of the antiquark propagator, effectively replacing it with the eikonal denominator. One then readily recognises Eq. (3.54). Thanks to this 'Ward identity', we can effectively write the amplitude as the product of a spin factor with an eikonal coupling to the antiquark, multiplying the hard subgraph, as depicted in Fig. 26.

To summarise the results of this one-loop analysis, we have seen that a soft gluon couples eikonally to all hard lines, while a collinear gluon couples eikonally to anti-collinear hard lines. Eikonal couplings are energy- and spin-independent, and, more interestingly, involve unphysical polarisations at leading power. This observation is the key to the generalisation of this result to higher orders in perturbation theory: the only effect of unphysical gluons is to dress the hard particles with a gauge rotation. The framing of the one-loop collinear limit in the language of diagrammatic Ward identities suggests how to proceed at higher orders: in case of multiple radiations, the number of possible collinear connections to the hard subgraph increases, however the Ward identity will guarantee that the eikonal approximation on the anticollinear line still holds, and all emissions can be expressed in terms of effective Feynman rules. This was already established for abelian soft radiation in Section 1.1. In the non-abelian theory, further care must be taken in order to insure that the colour ordering of the attachments is consistently reproduced: as we will see in the next section, there is a natural solution to this problem. We must however note an important caveat in the non-abelian case: at higher orders, soft gluons will couple to a set of collinear lines (rather than a single line), which in general will have momenta with small transverse components. Couplings of soft gluons to these components will be negligible only if the soft limit is taken at the same rate for all components of the soft momentum $k$, as in Eq. 3.33). In a momentum region where $k^{-}$is much smaller that $k_{\perp}$, the approximation that we have made in order to effectively factorise soft lines from 'jet' lines may fail. We will briefly return to this issue in Section 5. A more detailed description of the all-order proof of the factorisation of soft lines from hard collinear ones is given in Ref. 61, while a full analysis can be found in Ref. 67$]$.

### 3.3.2 Wilson lines and the eikonal approximation

Power counting and diagrammatic analyses have given us a much-simplified picture of soft and collinear radiation. Specifically, we have seen that only limited physical information links soft, hard and collinear subgraphs. Our next step is to identify operator matrix elements that contain this same information, and therefore share the same singular regions in loop-momentum space. Before we proceed, however, it is important to pause and focus on the physical underpinnings of our conclusions so far. A crucial ingredient of the factorisation is the fact that soft radiation is insensitive to the nature of hard exchanges, as well as to the internal structure of collinear jets of fast particles: only the overall direction of the collinear beam and its overall colour charge can be detected by soft gluons. This is a consequence of the fact that soft radiation has long wavelength, which cannot discriminate the short-distance features of the scattering process, or
the fine structure of collimated jets. This simple physical fact is not directly apparent from individual Feynman diagrams, and only emerges, at high orders, after intricate cancellations. It has however been well-understood for a long time, under the heading of colour transparency, first discussed in the non-abelian theory in Refs. 284, 285, and reviewed for example in Refs. 286, 287. This in turns forms the basis for the colour coherence approach, one of the first powerful tools for all-order analyses in perturbative QCD (see, for example, 288 292). For collinear radiation, we have observed a similar phenomenon: collinear gluons are sensitive to the spin and energy of the emitter, but cannot resolve the quantum numbers of anti-collinear particles. The axial-gauge result, showing that only a single particle can connect jets to the hard scattering, which in turn is reflected by the eikonal couplings of scalar-polarized collinear gluons in covariant gauges, also implies that hard collinear radiation depends on the colour charge of the collinear beam, but is not sensitive to colour exchanges with other hard particles: the only long-distance colour exchanges between different hard particles are effected by soft gluons.

We now turn to the construction of matrix elements reproducing these physical results, expressed by eikonal Feynman rules. In the soft case, a natural guess leads to the correct ansatz: at leading power in the soft radiation, hard particles do not recoil, and follow straight-line trajectories from the hard scattering point out to time-like infinity, in a specified direction. Along these trajectories, soft interactions can only dress the hard particle with a gauge phase. This phase in turn is naturally expressed by integrating the gauge connection along the trajectory. The required operator, for each hard particle, is therefore a straight Wilson line, defined in general by

$$
\begin{equation*}
\Phi_{n}\left(\lambda_{2}, \lambda_{1}\right)=\mathcal{P} \exp \left[\mathrm{i} g \int_{\lambda_{1}}^{\lambda_{2}} d \lambda n \cdot A^{a}(\lambda n) T_{a}\right] \tag{3.57}
\end{equation*}
$$

where $n^{\mu}$ is the direction of the line, and, in the non-abelian case, one needs to introduce the path ordering operator $\mathcal{P}$. Eq. (3.57) is a colour matrix in the representation of the selected hard particle. In the present context, we will only need semi-infinite lines, with $\lambda_{1}=0$ and $\lambda_{2}=\infty$. It is not difficult to convince oneself that Wilson lines reproduce eikonal Feynman rules, and the path-ordering provides the correct non-abelian generalisation of the eikonal approximation.

To this end, consider, for example, a graph $G$ featuring an outgoing on-shell hard quark line carrying momentum $p$, emitting an arbitrary number $n$ of low-energy gluons with colour indices $a_{i}$ and carrying momenta $k_{i}$. At leading power in all soft momenta, we can simply adapt Eq. (1.17) to include color operators, and we obtain the expression

$$
\begin{equation*}
G_{\mu_{1} \ldots \mu_{n}}^{a_{1} \ldots a_{n}}\left(p,\left\{k_{i}\right\}\right) \simeq \prod_{i=1}^{n}\left[\left(\mathrm{i} g T^{a_{i}}\right) \frac{i p^{\mu_{i}}}{p \cdot\left(\sum_{j=1}^{i} k_{j}\right)}\right] \bar{u}(p) \mathcal{M}(p) \tag{3.58}
\end{equation*}
$$

In the abelian case, it was possible to sum explicitly over the permutations of the outgoing gluons, so that Eq. (3.58) could be simplified by applying the eikonal identity, Eq. 1.18. The identity, however, expresses the fact that successive photon emissions are independent and uncorrelated in the abelian theory, and is no longer valid in the non-abelian case, since the colour matrices do not commute. This, in turn, requires the path-ordering prescription in Eq. 3.58). To verify that the momentum-space eikonal Feynman rules are reproduced, it is sufficient to expand the definition in Eq. (3.57), and Fourier transform the gauge field, according to

$$
\begin{equation*}
A_{\mu}^{a}(\lambda n)=\int \frac{d^{d} k}{(2 \pi)^{d}} e^{\mathrm{i} k \cdot \lambda n} \tilde{A}_{\mu}^{a}(k) \tag{3.59}
\end{equation*}
$$

At leading order the expansion gives

$$
\begin{equation*}
\mathcal{P} \exp \left[\mathrm{i} g \int_{0}^{\infty} d \lambda n \cdot A^{a}(\lambda n) T_{a}\right]=1-g \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{n \cdot \tilde{A}^{a}(k)}{n \cdot k+\mathrm{i} \eta} T_{a}+\mathcal{O}\left(g^{2}\right) \tag{3.60}
\end{equation*}
$$



Figure 27: Different steps of the factorisation procedure. a) Factorisation of the soft subgraph: multiple soft gluon emissions are modelled via eikonal Feynman rules. b) Factorisation of the jet subgraph from the hard part: collinear gluons attach to eikonal vertices
where we used Feynman's prescription to define the parameter integral at large distances, resulting in

$$
\begin{equation*}
\int_{0}^{\infty} d \lambda \mathrm{e}^{\mathrm{i}(k \cdot n) \lambda} \rightarrow \int_{0}^{\infty} d \lambda \mathrm{e}^{\mathrm{i}(k \cdot n+\mathrm{i} \eta) \lambda}=\frac{\mathrm{i}}{k \cdot n+\mathrm{i} \eta} \tag{3.61}
\end{equation*}
$$

reflecting the Feynman rules in Eq. (3.51). At the next order in the expansion the path-ordering prescription becomes relevant, yielding the correct partial denominators of Eq. (3.58). Indeed one finds

$$
\begin{align*}
& (\mathrm{i} g)^{2} \int_{0}^{\infty} d \lambda_{1} \int_{0}^{\lambda_{1}} d \lambda_{2} n \cdot A^{a}\left(\lambda_{1} n\right) n \cdot A^{b}\left(\lambda_{2} n\right) T_{a} T_{b} \\
& \quad=(\mathrm{i} g)^{2} \int \frac{d^{d} k_{1}}{(2 \pi)^{d}} \frac{d^{d} k_{2}}{(2 \pi)^{d}} \int_{0}^{\infty} d \lambda_{1} \int_{0}^{\lambda_{1}} d \lambda_{2} \mathrm{e}^{\mathrm{i}\left(\lambda_{1} k_{1}+\lambda_{2} k_{2}\right) \cdot n} n \cdot \tilde{A}^{a}\left(k_{1}\right) n \cdot \tilde{A}^{b}\left(k_{2}\right) T_{a} T_{b} \\
& \quad=g^{2} \int \frac{d^{d} k_{1}}{(2 \pi)^{d}} \frac{d^{d} k_{2}}{(2 \pi)^{d}} \frac{n \cdot \tilde{A}^{a}\left(k_{1}\right)}{k_{1} \cdot n+\mathrm{i} \eta} \frac{n \cdot \tilde{A}^{b}\left(k_{2}\right)}{\left(k_{1}+k_{2}\right) \cdot n+\mathrm{i} \eta} T_{a} T_{b}, \tag{3.62}
\end{align*}
$$

which is fully consistent with the diagrammatic expression of a double emission. The pattern in Eq. (3.62) generalises to all orders, yielding

$$
\begin{equation*}
\mathcal{P} \exp \left[\mathrm{i} g T_{a} \int_{0}^{\infty} d \lambda n \cdot A^{a}(\lambda n)\right]=1+\sum_{n=1}^{\infty}\left[\prod_{i=1}^{n}\left(\int \frac{d^{d} k_{i}}{(2 \pi)^{d}} \frac{g T_{a_{i}} n \cdot \tilde{A}^{a_{i}}\left(k_{i}\right)}{\sum_{j=1}^{i} n \cdot k_{i}+\mathrm{i} \eta}\right)\right] \tag{3.63}
\end{equation*}
$$

which reproduces the leading-power result for soft gluon attachments to a hard line, exemplified in Eq. (3.58).

These results confirm our intuition, that the interactions of a hard particle as it propagates in a background of soft gluons without recoil are correctly reproduced by replacing the particle with an appropriate Wilson-line operator. Interactions between different hard particles propagating in different directions and exchanging soft gluons will similarly be reproduced by taking a vacuum expectation value of a set of Wilson lines, each in the appropriate representation of the gauge group, and defined along the classical straight-line trajectory of the hard emitter. The path-integral evaluation of the resulting correlator will automatically generate all the radiative corrections building up the generic soft subgraphs discussed in the previous sections. To illustrate these facts in the simplest case, we can easily reproduce the expression of the one-loop eikonal integral in Eq. 2.39 by considering the correlator of two Wilson lines. Writing explicitly
the open colour indices, we find

$$
\begin{align*}
& \langle 0| \mathrm{T}\left[\Phi_{\beta_{1}}^{f_{1} g_{1}}(\infty, 0) \Phi_{\beta_{2}}^{f_{2} g_{2}}(\infty, 0)\right]|0\rangle \\
& \quad=1-g^{2}\left(T_{1}^{a}\right)^{f_{1} g_{1}}\left(T_{2}^{b}\right)^{f_{2} g_{2}} \beta_{1}^{\mu} \beta_{2}^{\nu} \int_{0}^{\infty} d \lambda_{1} d \lambda_{2}\langle 0| \mathrm{T}\left[A_{\mu}^{a}\left(\lambda_{1} \beta_{1}\right) A_{\nu}^{b}\left(\lambda_{2} \beta_{2}\right)\right]|0\rangle+\ldots \\
& \quad=1-g^{2}\left(T_{1}^{a}\right)^{f_{1} g_{1}}\left(T_{2}^{b}\right)^{f_{2} g_{2}} \beta_{1}^{\mu} \beta_{2}^{\nu} \int_{0}^{\infty} d \lambda_{1} d \lambda_{2} \int \frac{d^{d} k}{(2 \pi)^{d}}\left(\frac{-\mathrm{i} g_{\mu \nu} \delta^{a b}}{k^{2}+\mathrm{i} \eta}\right) \mathrm{e}^{\mathrm{i} k \cdot\left(\lambda_{1} \beta_{1}-\lambda_{2} \beta_{2}\right)}+\ldots \\
& \quad=1+\mathrm{i} g^{2} T_{1} \cdot T_{2} \beta_{1} \cdot \beta_{2} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{\left(k^{2}+\mathrm{i} \eta\right)\left(k \cdot \beta_{1}-\mathrm{i} \eta\right)\left(k \cdot \beta_{2}+\mathrm{i} \eta\right)}+\ldots \tag{3.64}
\end{align*}
$$

We omitted self-energy corrections, which arise by expanding one of the two Wilson lines to $\mathcal{O}\left(g^{2}\right)$, and vanish in a massless theory, where the Wilson lines lie on the light cone. In the second line of Eq. (3.64) we recognised the coordinate-space gluon propagator, and in the last line we performed the parameter integrals, and we defined the scalar product $T_{1} \cdot T_{2} \equiv T_{1}^{a} T_{2, a}$. We note that one could also perform the calculation by using the explicit expression of the coordinatespace gluon propagator: this possibility is exploited and discussed in detail in Section 5 . We recognise the result of Eq. (2.39), but this time with open colour indices, which can later be contracted with open colour indices of the hard matching function.

The arguments above represent an important step forward on the way to a complete infrared factorisation for form factors, and later for fixed-angle scattering amplitudes: having identified a set of operator matrix elements (such as Eq. (3.64)) that reproduce all the leading-power soft singularities of the form factor, we can promote the diagrammatic factorisation represented in Fig. 24, where subgraphs are still linked by colour and spin indices, to the complete factorisation depicted in Fig. 27(a), where we can now interpret the double lines as Wilson lines, and the soft subgraph is promoted to a soft function,

$$
\begin{equation*}
\langle 0| T\left[\Phi_{\beta_{1}}(\infty, 0) \Phi_{\beta_{2}}(\infty, 0)\right]|0\rangle \tag{3.65}
\end{equation*}
$$

responsible for all divergent configuration originating from soft gluons. Hard and collinear integration regions will of course be misrepresented by the soft function, and will have to be included in other terms in the factorisation.

As far as collinear regions are concerned, the discussion leading to Eq. 3.54 provides a clear suggestion for how to proceed: collinear gluons couple eikonally to anti-collinear lines, so we can build a jet function by replacing anti-collinear lines by a Wilson line, while retaining spin and colour information for the emitting collinear line. This results in the further factorisation depicted in Fig. 27 (b). Tentatively, one could introduce an object of the form

$$
\begin{equation*}
\langle 0| \Phi_{\beta_{2}}(0, \infty) \psi(0)\left|p_{1}, s_{1}\right\rangle \tag{3.66}
\end{equation*}
$$

where a quark of momentum $p_{1}$ and spin polarisation $s_{1}$ in the initial state is annihilated by the quark field at the origin, and a Wilson line replaces the incoming antiquark. This function, however, has the drawback that it still contains collinear divergences associated with the antiquark, since the Wilson line is light-like in the massless case, and gluons attaching to it will have anti-collinear enhancements, not fully matching those of the original amplitude. The solution in this case is very simple: we can just replace the light-like Wilson line along the $\beta_{2}$ direction with a 'massive' Wilson line with a direction $n^{\mu}$, with $n^{2} \neq 0$. The resulting function will have the correct collinear singularities associated with the quark direction, but only finite contributions from the anti-collinear momentum region. As before, the resulting function will again misrepresent the soft and hard momentum integration regions, which are correctly
approximated by other terms in the factorisation. In particular, we note that gluons that are both soft and either collinear or anti-collinear are correctly approximated both in the soft and in the collinear factors. Including both factors will result in double-counting, and will require a subtraction. In the next section, we will tackle these issues, and we will provide a complete picture of infrared factorisation for form factors.

## 4 Factorisation, evolution and resummation: form factors

The tools developed in Section 3 have motivated, if not proved in detail, a factorisation formula for form factors, where all soft and collinear divergences are accounted for in terms of universal function, which can be expressed as matrix elements of fields and Wilson lines. This factorisation formula will be discussed in greater detail in Section 4.1. For the moment, we wish to emphasise that, once the hard work of proving factorisation has been completed, there are low-hanging fruits to be reaped: every factorisation theorem, in fact, implies a set of evolution equations, and the solution of these equation leads to a partial summation of perturbation theory. Before we apply this to soft-collinear factorisation of scattering amplitudes, we wish to recall briefly how this happens in standard applications, following [293].

The simplest and best known example of this process is of course the renormalisation of UV divergences, which amounts to the factorisation of singular cutoff dependence into a finite set of universal renormalisation constants. Assuming that perturbative renormalisability has been proven for the theory at hand, consider the relation between bare and renormalised Green functions,

$$
\begin{equation*}
G_{0}^{(n)}\left(p_{i}, \Lambda, g_{0}\right)=\prod_{i=1}^{n} Z_{i}^{1 / 2}\left(\frac{\Lambda}{\mu}, g(\mu)\right) G_{R}^{(n)}\left(p_{i}, \mu, g(\mu)\right) \tag{4.1}
\end{equation*}
$$

where $Z_{i}$ are renormalisation constants for the fields appearing in the correlator, $g_{0}$ is a bare coupling, $\Lambda$ is an ultraviolet cutoff (for example the inverse of a lattice spacing), and $\mu$ is the renormalisation scale. Proving that Eq. (4.1) holds, possibly with the added burden of showing that other useful properties of the theory, such as unitarity, or gauge symmetry, are preserved, is in general difficult. When this has been achieved, however, one can mine Eq. (4.1) for further information. In order to achieve the factorisation, it is strictly necessary to introduce a additional energy scale, $\mu$, which, intuitively, we place somewhere between the laboratory energy scales, given by the Mandelstam invariants $p_{i} \cdot p_{j}$, and the cutoff scale. Renormalisability means that all singular cutoff dependence is confined to the field renormalisation constants $Z_{i}$. Once that is established, a (Callan-Symanzik) evolution equation immediately follows, by simply noting that the l.h.s of Eq. (4.1) does not depend on the renormalisation scale $\mu$, which has been introduced as a necessary artefact of renormalisation. Scale dependence must therefore cancel between the factors on the r.h.s., so that

$$
\begin{equation*}
\frac{d G_{0}^{(n)}}{d \mu}=0 \quad \longrightarrow \quad \frac{d \log G_{R}^{(n)}}{d \log \mu}=-\sum_{i=1}^{n} \gamma_{i}(g(\mu)) \tag{4.2}
\end{equation*}
$$

where the anomalous dimensions $\gamma_{i}$ are defined by

$$
\begin{equation*}
\gamma_{i}(g(\mu)) \equiv \frac{1}{2} \frac{d \log Z_{i}}{d \log \mu} . \tag{4.3}
\end{equation*}
$$

The simple functional dependence of the anomalous dimensions is dictated by separation of variables in Eq. (4.2): $\gamma_{i}$ cannot depend on the cutoff $\Lambda$, because the renormalised Green function
$G_{R}^{(n)}$ does not, and it cannot depend on the momenta $p_{i}$, because $Z_{i}$ does not. Anomalous dimensions can only depend on arguments that are in common between the l.h.s. and the r.h.s. of Eq. 4.2 , in this case just on the renormalised coupling $g(\mu)$. Armed with an evolution equation, one can solve it, and, in this case, 'resum' logarithms of the renormalisation scale $\mu$. Since the renormalised Green function $G_{R}^{(n)}$ depends on $\mu$ through the coupling and through ratios of the form $p_{i} \cdot p_{j} / \mu^{2}$, solving the equation gives precious information on the dependence of the correlator on external energy scales.

A second standard example of the same phenomenon is collinear factorisation in high-energy scattering, which we briefly introduced in Section 2.8. Eq. (2.62) is an all-order factorisation theorem, which can be proved in perturbation theory either by hard diagrammatic work, or by using more sophisticated tools such as the light-cone expansion. It states that collinearly enhanced contributions can be factored from the cross section in the form of a convolution, and can be organised into a set of parton distribution functions $f_{j / i}$. If desired, the convolution can be diagonalised by a Mellin transform, using the definition

$$
\begin{equation*}
\widetilde{W}(N) \equiv \int_{0}^{1} z^{N-1} W(z) \tag{4.4}
\end{equation*}
$$

Applying this definition to Eq. 2.62, for a single particle flavour, results in the simple factorisation

$$
\begin{equation*}
\widetilde{W}\left(N, \frac{Q^{2}}{m^{2}}, \alpha_{s}\left(Q^{2}\right)\right)=\widetilde{H}\left(N, \frac{Q^{2}}{\mu_{f}^{2}}, \alpha_{s}\left(Q^{2}\right)\right) \widetilde{f}\left(N, \frac{\mu_{f}^{2}}{m^{2}}, \alpha_{s}\left(Q^{2}\right)\right) \tag{4.5}
\end{equation*}
$$

where $Q$ is the hard scale, we used a particle mass $m$ as a collinear regulator, replacing dimensional regularisation, and we noted that the factorisation procedure requires the introduction of a factorisation scale $\mu_{f}$. In Eq. 4.5), the singular dependence on the collinear cutoff $m$ is collected in the (Mellin-space) parton distribution $\widetilde{f}$, while the Wilson coefficient $\widetilde{H}$ is free of singularities as $m \rightarrow 0$. Also in this case, DGLAP evolution follows from the observation that the full partonic structure function does not depend on the factorisation scale. Then

$$
\begin{equation*}
\frac{d \widetilde{W}}{d \mu_{f}}=0 \quad \longrightarrow \quad \frac{d \log \tilde{f}}{d \log \mu_{f}}=-\gamma_{N}\left(\alpha_{s}\left(Q^{2}\right)\right) \tag{4.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{N}\left(\alpha_{s}\left(Q^{2}\right)\right) \equiv \frac{d}{d \log \mu_{f}} \widetilde{H}\left(N, \frac{Q^{2}}{\mu_{f}^{2}}, \alpha_{s}\left(Q^{2}\right)\right) \tag{4.7}
\end{equation*}
$$

Once again, the anomalous dimension $\gamma_{N}$ (the Mellin transform of the DGLAP splitting function) can depend only on variables that are common to the two factors on the r.h.s. of Eq. 4.5), in this case $N$ and $\alpha_{s}$. Solving the DGLAP equation leads to the resummation of collinear logarithms, which effectively disappear from the calculation of the DIS cross section, as they are absorbed into the parton distribution evaluated at the proper scale.

Soft-collinear factorisation of scattering amplitudes generalises these familiar examples. Considering the form factor as a first example, we note that a double factorisation has been performed, extracting a soft factor, and a collinear factor for each external leg. We expect therefore two evolution equations, matching the double-logarithmic nature of the amplitude we are considering. This is indeed what we will find, after examining the factorisation in more detail.

### 4.1 Soft-collinear factorisation of a form factor

Let us summarise the path that leads to the soft-collinear factorisation of the form factor, as outlined in Section 3 . First, the Landau equations, as implemented in the Coleman-Norton physical picture, identify soft and collinear gluons as the only potential source of divergences in the (renormalised) massless form factor. Next, power counting reveals that the connections between hard, soft and collinear subdiagrams are strongly constrained: at leading power in the normal variables, no lines can directly connect soft and hard factors; in a physical gauge, only one line can connect collinear and hard factors (while in a covariant gauge this line can be supplemented by any number of scalar-polarised gluons, which however decouple from the hard subgraph after summing over diagrams, by means of the Ward identity); soft gluons at wide angles couple to collinear lines only with the anti-collinear components of their momenta, and they are longitudinally polarised along the anti-collinear direction, so that they effectively couple to a single Wilson line along the jet direction. The last step in Section 3 was the use of explicit diagrammatic arguments in order to identify operator matrix elements carrying the same singularities as the form factor in the soft and collinear sectors. This led to the identification of the soft function as a matrix element of light-like Wilson lines extending along the classical trajectories of the incoming particles. Taking as an example an incoming quark-antiquark pair, we define then

$$
\begin{equation*}
\mathcal{S}\left(\beta_{1} \cdot \beta_{2}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \equiv\langle 0| T\left[\Phi_{\beta_{1}}(\infty, 0) \Phi_{\beta_{2}}(\infty, 0)\right]|0\rangle \tag{4.8}
\end{equation*}
$$

Similarly, for collinear singularities, after the decoupling from the anti-collinear line and from wide-angle soft gluons, it becomes clear that collinear divergences are uniquely associated with each incoming hard particle, and they can be simulated with a jet function of the form

$$
\begin{equation*}
\mathcal{J}\left(\frac{(p \cdot n)^{2}}{n^{2} \mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) u_{s}(p) \equiv\langle 0| T\left[\Phi_{n}(\infty, 0) \psi(0)\right]|p, s\rangle \tag{4.9}
\end{equation*}
$$

and a similar one for the antiquark. Contrary to the soft function in Eq. 4.8, the jet function in Eq. 4.9) does not contain colour correlations between the quark and the antiquark, but it is spin-dependent. In general, one will also need a definition for a gluon jet function: in order to provide it, one cannot simply replace the quark field by a gluon field in Eq. (4.9), since the result would not be gauge invariant. A possible definition bypassing this problem was proposed in 294, 295, and is given by

$$
\begin{equation*}
\left.g \mathcal{J}_{g}^{\mu \nu}\left(\frac{(k \cdot n)^{2}}{n^{2} \mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \varepsilon_{\mu}^{(\lambda)}(k) \equiv\langle 0| T\left[\Phi_{n}(\infty, 0) \mathrm{i} D^{\nu} \Phi_{n}(\infty, x)\right]|k, \lambda\rangle\right|_{x=0} \tag{4.10}
\end{equation*}
$$

where the Wilson line in the $n$ direction acts directly as the gluon source.
Finally, we turn to the issue of subtracting the potential double counting of the momentum regions involving gluons that are both soft and collinear to the incoming partons. Such regions indeed appear both in the soft function in Eq. 4.8 and in the jets, Eqns. 4.9 and 4.10. It would appear to be non-trivial to subtract collinear configurations from the soft function, however the simple form of the jet functions leads to a straightforward proposal for subtracting their soft limits: one may simply divide each jet by its own soft approximation, which is naturally given by a very similar matrix element, with the field of the hard parton replaced by its own Wilson line. Thus we define the eikonal jet function

$$
\begin{equation*}
\mathcal{J}_{\mathrm{E}}\left(\frac{(\beta \cdot n)^{2}}{n^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \equiv\langle 0| T\left[\Phi_{\beta}(\infty, 0) \Phi_{n}(\infty, 0)\right]|0\rangle \tag{4.11}
\end{equation*}
$$



Figure 28: Pictorial representation of soft-collinear factorisation for the quark form factor.

As expected from the general properties of the soft approximation, eikonal jets are independent of spin, and they depend on colour only through the representation in which the Wilson lines are defined. The fact that the proper way to 'subtract' the soft-collinear region is to divide by the eikonal jets will be better justified in what follows, where we will see that jet and eikonal jet functions exponentiate, and they are normalised to unity at lowest order: by taking a ratio, we are effectively subtracting their perturbative exponents.

Not suprisingly, closely related definitions of soft and jet functions arise in the SCET approach to infrared factorisation (see, for example, Refs. [75, 92, 95, 96, 296]), and they have been extensively investigated both at amplitude and at cross-section leve ${ }^{25}$. In the context of SCET, soft and jet functions are defined in terms of soft and collinear fields, which directly enter the SCET lagrangian. Practical calculations at leading power in the two formalisms are closely related, but the double-counting problem for the soft-collinear region is dealt with in a different way, using the so-called zero-bin subtraction, discussed for example in Refs. 326 -329.

Before making several comments about the physical meaning and implications of our definitions in Eq. (4.8), Eq. (4.9), and Eq. 4.11), we now pause to write down a precise form for the infrared factorisation of the form factor in terms of our soft and jet functions, which is illustrated pictorially in Fig. 28. We write

$$
\begin{align*}
\Gamma\left(\frac{Q^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)= & \prod_{i=1}^{2} \frac{\mathcal{J}_{i}\left(\frac{\left(p_{i} \cdot n_{i}\right)^{2}}{n_{i}^{2} \mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)}{\mathcal{J}_{E, i}\left(\frac{\left(\beta_{i} \cdot n_{i}\right)^{2}}{n_{i}^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)}  \tag{4.12}\\
& \quad \times \mathcal{S}\left(\beta_{1} \cdot \beta_{2}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \mathcal{H}\left(\frac{Q^{2}}{\mu^{2}}, \frac{\left(p_{i} \cdot n_{i}\right)^{2}}{n_{i}^{2} \mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) .
\end{align*}
$$

Here the hard function $\mathcal{H}$, which is finite as $\epsilon \rightarrow 0$, plays the role of a matching coefficient: order by order in perturbation theory, soft and collinear factors miss or misrepresent finite contributions from hard exchanges, and these can be reinstated by computing $\mathcal{H}$, which is defined by subtraction of the singular contributions from the full form factor. A detailed illustration of this factorisation at the one-loop order was given in Ref. [70]. It is important to spend some time on Eq. 4.12, since it forms the basis for further generalisations to fixed-angle scattering amplitudes. We begin by noting that the factorisation of collinear effects into jet functions has

[^21]required the introduction of a vector $n_{i}^{\mu}(i=1,2)$ for each hard parton. The introduction of these vectors can be understood in three complementary ways.

- First of all, such vectors are needed in order to ensure gauge invariance of the jet definition, Eq. 4.9). In the absence of the Wilson line, the jet function would transform as the quark field under a gauge transformation. The Wilson line takes this gauge variation at the origin, and transports it out to infinite distance, where it vanishes, since we are working perturbatively and considering only globally trivial gauge field $2^{26}$
- The one-loop collinear calculation leading to Eq. (3.54) illustrates that the vectors $n_{i}$, de facto, replace the anti-collinear parton. Collinear gluons absorbed at late times (or emitted at early times) are effectively blind to the detailed structure of non-collinear parts of the amplitude, so that those parts can be replaced, at leading-power accuracy, with a Wilsonline absorber. We recall again that it is important in principle to keep $n_{i}^{2} \neq 0$ (a typical choice [283] for the form factor being $n_{1}=\beta_{1}-\beta_{2}=-n_{2}$ ). This avoids the inclusion of spurious collinear divergences in the jet function, arising from gluon emission from the Wilson line, which are not present in the form factor and would need to be subtracted.
- A third way to understand the $n_{i}$ 's is to think of them as factorisation vectors, generalising the idea of a factorisation scale. Since we are trying to distinguish collinear emissions from wide-angle ones, it is perhaps not surprising that one needs to introduce a vector in order to draw a cone around the direction of the emitter, specified by $\beta_{i}$ : in this interpretation, one may decide to assign a gluon to the collinear region if, say, $\beta_{i} \cdot k<n_{i} \cdot k$.

The next set of observations on Eqs. (4.8-4.12) concerns their functional dependences. The fact that jet functions can depend only on the variable $(p \cdot n)^{2} /\left(n^{2} \mu^{2}\right)$ (and similarly eikonal jets can only depend on $(\beta \cdot n)^{2} / n^{2}$ ) stems from their invariance under rescalings of the form $n \rightarrow \kappa n$, which is a property of semi-infinite straight Wilson lines stretching along the direction $n$, with $n^{2} \neq 0$. Indeed, a correlator of two Wilson lines, in directions $n_{i}, i=1,2$, with $n_{i}^{2} \neq 0$, can only depend on the Minkowskian cusp angle between the two directions, defined in a Lorentzinvariant way by $\gamma_{12}=\left(n_{1} \cdot n_{2}\right)^{2} /\left(n_{1}^{2} n_{2}^{2}\right)$. In the case of light-like Wilson lines, such as those appearing in the soft function and in the eikonal jet function, the cusp angles are ill-defined, so that one might expect correlators involving such lines to be just numbers, free of kinematic dependence. As we have seen in Section 2.7, however, this is not the case, since the rescaling symmetry of Wilson lines correlators is broken by the presence of an extra collinear divergence. As a consequence, the soft function for massless partons acquires a dependence on $\beta_{1} \cdot \beta_{2}$, as shown in Eq. 4.8, and the eikonal jets correspondingly acquire a dependence on $\left(\beta_{i} \cdot n_{i}\right)^{2} / n_{i}^{2}$. It is clear from the outset that this 'anomalous' scale dependence must be comparatively simple, since it is entirely associated with the soft-collinear double pole of the form factor. This double singularity is governed by the light-like cusp anomalous dimension, as we will see in Section 4.2 ,

A consequence of this analysis, which will be crucial in applications to multi-parton amplitudes, is the following. If we can construct quantities where soft-collinear double poles cancel, then, for these quantities, the anomalous scale dependence must cancel as well. By inspection of Eq. 4.12), we can readily identify two such quantities.

- The ratio of the partonic jet and the corresponding eikonal jet, $\mathcal{J}_{i} / \mathcal{J}_{E, i}$, which is responsible for hard-collinear corrections, carrying a single collinear pole per loop. In this case, at least at one loop, it is easy to envisage how the cancellation of the anomalous scale

[^22]dependence takes place: both jets depend logarithmically on their arguments, and one can use
\[

$$
\begin{equation*}
\log \left(\frac{\left(p_{i} \cdot n_{i}\right)^{2}}{n_{i}^{2} \mu^{2}}\right)-\log \left(\frac{\left(\beta_{i} \cdot n_{i}\right)^{2}}{n_{i}^{2}}\right) \sim \log \left(\frac{Q^{2}}{\mu^{2}}\right) \tag{4.13}
\end{equation*}
$$

\]

as the two logarithms must have the same coefficient, which stems from the soft-collinear double pole. Explicit expressions for the quark jet and eikonal jet, at one loop, verifying Eq. (4.13), are given in Ref. [70].

- Less trivially, one can define a reduced soft function, by taking the ratio of the soft function with the product of the two eikonal jets,

$$
\begin{equation*}
\widehat{\mathcal{S}}\left(\rho_{12}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \equiv \frac{\mathcal{S}\left(\beta_{1} \cdot \beta_{2}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)}{\mathcal{J}_{E, 1}\left(\frac{\left(\beta_{1} \cdot n_{1}\right)^{2}}{n_{1}^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \mathcal{J}_{E, 2}\left(\frac{\left(\beta_{2} \cdot \cdot_{2}\right)^{2}}{n_{2}^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)}, \tag{4.14}
\end{equation*}
$$

which describes soft radiation at wide angles with respect to the hard partons. Also this quantity provides a single (soft) pole per loop, and therefore must be rescaling invariant under $\beta_{i} \rightarrow \kappa_{i} \beta_{i}$. This is achieved if $\widehat{\mathcal{S}}$ is a function of an invariant variable, which we take here to b ${ }^{27}$

$$
\begin{equation*}
\rho_{12} \equiv \frac{\left(\beta_{1} \cdot \beta_{2}\right)^{2} n_{1}^{2} n_{2}^{2}}{\left(\beta_{1} \cdot n_{1}\right)^{2}\left(\beta_{2} \cdot n_{2}\right)^{2}} . \tag{4.15}
\end{equation*}
$$

Once again, this happens naturally if the dependence of each function in the ratio 4.14) is simply logarithmic, and the logarithms have the same coefficients, tied to the soft-collinear double pole. Clearly, the cancellation implied in Eq. (4.14) is more intricate than the jet case: imposing this constraint will have highly non-trivial consequences in the case of multi-parton amplitudes.

To conclude our analysis of Eq. (4.12), we note the mechanism of cancellation for the dependence on the factorisation vectors $n_{i}$ : poles in $\epsilon$ carrying $n_{i}$ dependence must cancel between the partonic and the eikonal jet, through a mechanism akin to Eq. (4.13). On the other hand the hard function $\mathcal{H}$, which is finite as $\epsilon \rightarrow 0$, must depend on $p_{i} \cdot n_{i}$ (or equivalently $\beta_{i} \cdot n_{i}$ ) in order to cancel the same dependence in the finite parts of the jet functions.

### 4.2 Evolution and resummation of infrared poles

Based on the discussion at the beginning of the present Section, we expect the soft-collinear factorisation displayed in Eq. (4.12) to lead to an evolution equation, and thus to a resummation, in this case of infrared poles in dimensional regularisation. The basic observation is that, in order to achieve that double factorisation into hard, soft and collinear factors, it was necessary to introduce a factorisation scale separating soft and hard momenta (which we can take equal to the renormalisation scale), and also to introduce the 'factorisation vectors' $n_{i}$, separating collinear from wide-angle radiation. Needless to say, the full form factor does not depend on any of these quantities, a statement which directly leads to two evolution equations, which can then be fruitfully combined.

[^23]Beginning with the factorisation/renormalisation scale dependence, the fact that we are considering a matrix element of a conserved current leads directly to the RG equation

$$
\begin{equation*}
\mu \frac{d}{d \mu} \Gamma\left(\frac{Q^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)=0 . \tag{4.16}
\end{equation*}
$$

If we now rewrite Eq. (4.12) as

$$
\begin{equation*}
\Gamma\left(\frac{Q^{2}}{\mu^{2}}\right)=\widehat{\mathcal{S}}\left(\rho_{12}\right) \mathcal{J}_{1}\left(\frac{\left(p_{1} \cdot n_{1}\right)^{2}}{n_{1}^{2} \mu^{2}}\right) \mathcal{J}_{2}\left(\frac{\left(p_{2} \cdot n_{2}\right)^{2}}{n_{2}^{2} \mu^{2}}\right) \mathcal{H}\left(\frac{Q^{2}}{\mu^{2}}, \frac{\left(p_{i} \cdot n_{i}\right)^{2}}{n_{i}^{2} \mu^{2}}\right), \tag{4.17}
\end{equation*}
$$

where we omitted the dependence on the coupling and on $\epsilon$ for brevity, we can define three anomalous dimensions for $\mathcal{J}, \widehat{\mathcal{S}}$, and $\mathcal{H}$, by taking logarithmic derivatives with respect to the scale, as

$$
\begin{align*}
\mu \frac{d}{d \mu} \ln \mathcal{J} & =-\gamma_{\mathcal{J}}\left(\alpha_{s}\right), \\
\mu \frac{d}{d \mu} \ln \widehat{\mathcal{S}} & =-\gamma_{\widehat{\mathcal{S}}}\left(\rho_{12}, \alpha_{s}\right),  \tag{4.18}\\
\mu \frac{d}{d \mu} \ln \mathcal{H} & =-\gamma_{\mathcal{H}}\left(\rho_{12}, \alpha_{s}\right) .
\end{align*}
$$

Note that all anomalous dimensions are finite, since the functions we are differentiating have a single pole per loop. Furthermore, note that the jet anomalous dimension $\gamma_{\mathcal{J}}$ depends only on the coupling: the partonic jet Eq. (4.9) is not scale-less, therefore UV poles have no direct relation to IR poles, and the anomalous dimension is given by the coefficient of the pole in the UV counterterm; on the other hand, the anomalous dimension for the reduced soft function has a residual kinematic dependence, since, for scale-less quantities, UV singularities are strictly related to IR ones: in this case, there is dependence on the rescaling-invariant variable $\rho_{12}$, leftover after the cancellation of soft-collinear double poles. Finally, the renormalisation group equation (4.16) implies

$$
\begin{equation*}
\gamma_{\widehat{\mathcal{S}}}\left(\rho_{12}, \alpha_{s}\right)+\gamma_{\mathcal{H}}\left(\rho_{12}, \alpha_{s}\right)+2 \gamma_{\mathcal{J}}\left(\alpha_{s}\right)=0 ; \tag{4.19}
\end{equation*}
$$

in particular, since $\gamma_{\mathcal{J}}$ is independent of $\rho_{12}$, the residual kinematic dependence must cancel between $\gamma_{\mathcal{H}}$ and $\gamma_{\widehat{\mathcal{S}}}$.

Turning now to the dependence on the factorisation vectors $n_{i}$, first of all we note that this dependence is always through the scalar variables $x_{i}=\left(\beta_{i} \cdot n_{i}\right)^{2} / n_{i}^{2}$ (recall that $\left.p_{i}=\mu \beta_{i}\right)$. Since the complete form factor does not depend on $n_{i}$, we can write

$$
\begin{equation*}
x_{i} \frac{\partial}{\partial x_{i}} \ln \Gamma\left(\frac{Q^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)=0, \tag{4.20}
\end{equation*}
$$

where we let the derivative act on the logarithm of the form factor in order to turn the factorisation in Eq. (4.12) into a sum of terms. Taking into account the fact that the soft function does not depend upon $n_{i}$, we find that

$$
\begin{equation*}
x_{i} \frac{\partial}{\partial x_{i}} \ln \mathcal{J}_{i}=-\frac{1}{2} x_{i} \frac{\partial}{\partial x_{i}} \ln \mathcal{H}+x_{i} \frac{\partial}{\partial x_{i}} \ln \mathcal{J}_{E, i} . \tag{4.21}
\end{equation*}
$$

Eq. (4.21) is very important, because it achieves the separation of a complicated problem into two simpler ones. The first term on the r.h.s. of Eq. (4.21) can be intricate at high orders, since $\mathcal{H}$ is a matching function, and thus inherits some of the complexity of the full amplitude: on
the other hand, $\mathcal{H}$ is finite as $\epsilon \rightarrow 0$, so the same must be true for its derivative in Eq. (4.21). The second term on the r.h.s. of Eq. 4.21, on the contrary, is divergent as $\epsilon \rightarrow 0$ (indeed, it contains only poles in $\epsilon$, since $\mathcal{J}$ is a pure counterterm in dimensional regularisation); however, its functional form must be extremely simple: indeed, $\mathcal{J}$ would be just a number, with no kinematic dependence whatsoever, were it not for the anomalous breaking of rescaling invariance due to the collinear poles associated with the $\beta$ direction. Order by order in perturbation theory, these soft-collinear poles are determined by the cusp anomalous dimension, and the ensuing kinematic dependence must be single-logarithmic ${ }^{28}$. It follows that the logarithmic derivative of the eikonal jet $\mathcal{J}_{i}$ in Eq. 4.21 must be independent of the kinematic variable $x_{i}$. These considerations can be made explicit by defining two functions, corresponding to the two terms on the r.h.s. of Eq. 4.21). For the eikonal jet we define

$$
\begin{equation*}
x_{i} \frac{\partial}{\partial x_{i}} \ln \mathcal{J}_{E, i}=\frac{1}{2} \mathcal{K}\left(\alpha_{s}\left(\mu^{2}\right), \epsilon\right), \tag{4.22}
\end{equation*}
$$

while for the hard matching function $\mathcal{H}$ we define

$$
\begin{equation*}
x_{i} \frac{\partial}{\partial x_{i}} \ln \mathcal{H}=-\mathcal{G}_{i}\left(x_{i}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) . \tag{4.23}
\end{equation*}
$$

Eq. 4.21) can then be written as

$$
\begin{equation*}
x_{i} \frac{\partial}{\partial x_{i}} \ln \mathcal{J}_{i}=\frac{1}{2}\left[\mathcal{K}\left(\alpha_{s}\left(\mu^{2}\right), \epsilon\right)+\mathcal{G}_{i}\left(x_{i}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)\right] \tag{4.24}
\end{equation*}
$$

Eq. (4.24) is an example of a class of equations associated with the soft-collinear evolution of cross-sections and amplitudes in QCD, which we will call 'Collins-Soper equations' as they were first derived in Ref. [330]; they were later widely used for resummations of Sudakov logarithms and infrared singularities (see, for example, $70,226,283,293,331,332$ ). In this form, Eq. 4.24) appears rather uninteresting, describing evolution with respect to an unphysical quantity. As is typically the case for RG equations, however, Eq. (4.24), when combined with Eq. 4.16), leads directly to a much more powerful and interesting equation for the evolution of the full form factor with respect to the physical scale $Q^{2}$. Indeed, we can write

$$
\begin{align*}
Q^{2} \frac{\partial}{\partial Q^{2}} \ln \Gamma\left(\frac{Q^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) & =Q^{2} \frac{\partial}{\partial Q^{2}} \ln \mathcal{H}+\sum_{i=1}^{2} Q^{2} \frac{\partial}{\partial Q^{2}} \ln \mathcal{J}_{i} \\
& =-\mu^{2} \frac{\partial}{\partial \mu^{2}} \ln \mathcal{H}+\sum_{i=1}^{2} x_{i} \frac{\partial}{\partial x_{i}} \ln \mathcal{J}_{i} \tag{4.25}
\end{align*}
$$

where in the first line we have used the fact that purely eikonal functions do not depend on the scale $Q^{2}$, and in the second line we used dimensional analysis, and the fact that jets depend on $Q^{2}$ only through $(p \cdot n)^{2}$. Now for the $\mu$ dependence of the hard function we can use Eq. 4.18) and Eq. 4.19, with the result

$$
\begin{align*}
-\mu^{2} \frac{\partial}{\partial \mu^{2}} \ln \mathcal{H} & =-\frac{1}{2} \mu \frac{d}{d \mu} \ln \mathcal{H}+\frac{1}{2} \beta\left(\epsilon, \alpha_{s}\right) \frac{d}{d \alpha_{s}} \ln \mathcal{H} \\
& =\frac{1}{2} \beta\left(\epsilon, \alpha_{s}\right) \frac{d}{d \alpha_{s}} \ln \mathcal{H}-\frac{1}{2} \gamma_{\widehat{\mathcal{S}}}-\gamma_{\mathcal{J}} \tag{4.26}
\end{align*}
$$

[^24]while Eq. (4.24) gives the $x_{i}$ dependence of the jets. The results can be summarised in a new, much more powerful Collins-Soper equation for the full form factor
\[

$$
\begin{equation*}
Q^{2} \frac{\partial}{\partial Q^{2}} \ln \Gamma\left(\frac{Q^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)=\frac{1}{2}\left[K\left(\alpha_{s}\left(\mu^{2}\right), \epsilon\right)+G\left(\frac{Q^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)\right], \tag{4.27}
\end{equation*}
$$

\]

where we defined

$$
\begin{align*}
K\left(\alpha_{s}\left(\mu^{2}\right), \epsilon\right) & \equiv 2 \mathcal{K}\left(\alpha_{s}\left(\mu^{2}\right), \epsilon\right) \\
G\left(\frac{Q^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) & \equiv \beta\left(\epsilon, \alpha_{s}\right) \frac{d}{d \alpha_{s}} \ln \mathcal{H}-\gamma_{\mathcal{S}}-2 \gamma_{\mathcal{J}}+\frac{1}{2} \sum_{i=1}^{2} \mathcal{G}_{i}\left(x_{i}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) . \tag{4.28}
\end{align*}
$$

Once again, $K$ is a pure counterterm, and independent of kinematics, while $G$ retains kinematic information, but is finite as $\epsilon \rightarrow 0$. There is a final nugget of information to be extracted from Eq. (4.16): since the form factor is not affected by an overall renormalisation, the functions $K$ and $G$ can renormalise additively, but their renormalisations must cancel. Thus

$$
\begin{align*}
\mu \frac{d}{d \mu} G\left(\frac{Q^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) & =-\mu \frac{d}{d \mu} K\left(\alpha_{s}\left(\mu^{2}\right), \epsilon\right) \\
& =-\beta\left(\epsilon, \alpha_{s}\right) \frac{d}{d \alpha_{s}} K\left(\alpha_{s}\left(\mu^{2}\right), \epsilon\right) \equiv \gamma_{K}\left(\alpha_{s}\left(\mu^{2}\right)\right) \tag{4.29}
\end{align*}
$$

where in the second line we used the fact that $K$ has no explicit scale dependence.
For the purposes of our review, Eq. (4.29) can be taken as an operational definition of the light-like cusp anomalous dimension $\gamma_{K}\left(\alpha_{s}\right)$. This is, however, such an important object for infrared studies of perturbative gauge theories that it deserves a brief dedicated discussion, before we continue with our analysis of the exponentiation of the form factor.

The function $\gamma_{K}\left(\alpha_{s}\right)$ appears in several cornerstone gauge-theory calculations. As shown in Ref. [333], it gives the coefficient of the soft singularity of DGLAP splitting functions (discussed here in Section 2.8 and later in Section (6) as the collinear momentum fraction $z \rightarrow 1$, to all orders in perturbation theory. As a consequence, it resums leading threshold logarithms in many crucial hadronic cross sections (see, for example, [226, 334-336|): in that context, it is often denoted by $A\left(\alpha_{s}\right)$. A closely related function appears in the resummation of leading transverse momentum logarithms in the hadronic production of colour-singlet final states [337, 338], however the two functions begin to differ at the three-loop order [339]. Finally, $\gamma_{K}\left(\alpha_{s}\right)$ plays a crucial role for Regge behaviour in the high-energy limit [340-344], and of course, as we discuss below, for the all-order structure of infrared divergences in gauge-theory amplitudes.

The reason for the ubiquitous and crucial role played by the cusp anomalous dimension is not difficult to understand, and emerges from our discussion in Section 3.3.2. In the soft approximation, hard emitters can be replaced by Wilson lines directed along their classical trajectories; then, by the mechanism discussed here in Section 2.7, infrared poles of the original amplitude can be replaced by ultraviolet poles of the corresponding Wilson-line correlator [243]; such correlators (up to collinear divergences) are multiplicatively renormalisable 345 348; finally, one finds that the anomalous dimension controlling the ultraviolet divergences arising when two light-like Wilson lines meet at a cusp is given precisely by $\gamma_{K}\left(\alpha_{s}\right)$. More generally, as noted above in Section 4.1 when two straight Wilson lines directed along non-light-like directions $n_{1}^{\mu}$ and $n_{2}^{\mu}$ meet, forming a Minkowskian angle given by $\gamma_{12}=\left(n_{1} \cdot n_{2}\right)^{2} /\left(n_{1}^{2} n_{2}^{2}\right)$, the ultraviolet divergences of the corresponding correlator are controlled by a function $\Gamma_{\text {cusp }}\left(\gamma_{12}, \alpha_{s}\right)$, sometimes called angle-dependent cusp anomalous dimension [349]. Not surprisingly, this function plays an essential role for the infrared behaviour of scattering amplitudes and form factors involving massive particles 350-353]. To all orders, the function $\Gamma_{\text {cusp }}\left(\gamma_{12}, \alpha_{s}\right)$ displays a collinear singularity
as $n_{i}^{2} \rightarrow 0$, or $\gamma_{12} \rightarrow \infty$, diverging as the logarithm of $\gamma_{12}$. The coefficient of this logarithm gives the light-like anomalous dimension $\gamma_{K}\left(\alpha_{s}\right)$.

Quite naturally, perturbative calculations of these vital anomalous dimensions have been the focus of intense activity in the past decades. The light-like cusp anomalous dimension can be extracted from calculations of collinear splitting kernels, so the two-loop result can be traced to Ref. [354], and, in the context of resummation, to Ref. [355]; similarly, the three-loop result emerges from Ref. [356] (see also [357]). At four loops, the result has been computed directly from correlation functions with lagrangian insertions in Ref. 230], and extracted from form factor calculations in Ref. [231]. The full angle-dependent cusp anomalous dimension was computed at two loops in Ref. [244] (see also [358]), and at three loops in Refs. 359, 360]. At four loops, efforts are ongoing, and a wealth of partial information is already available $361-365$. Perhaps most remarkably, in the special case of $\mathcal{N}=4$ Super-Yang-Mills theory, the integrability of the planar limit gives access to fully non-perturbative information: gluon amplitudes can be studied in the strong-coupling regime [366], the light-like cusp anomalous dimension can be defined [367], and it can be shown that it obeys a non-perturbative equation [368], which can be analysed both at weak $369-371]$ and at strong coupling [372, 373]. We will further discuss the remarkable role played by the cusp for the infrared limit of gauge theory amplitudes in Section 5 , where we will also perform in detail the one-loop, angle-dependent calculation.

Returning now to the form factor problem, we note that Eq. 4.29) can be readily solved for $K$, with the result

$$
\begin{equation*}
K\left(\alpha_{s}\left(\mu^{2}\right), \epsilon\right)=-\frac{1}{4} \int_{0}^{\mu^{2}} \frac{d \lambda^{2}}{\lambda^{2}} \gamma_{K}\left(\bar{\alpha}\left(\lambda^{2}, \epsilon\right)\right) \tag{4.30}
\end{equation*}
$$

Alternatively, it is possible to proceed order by order in perturbation theory, and recursively determine the perturbative coefficients of $K$ in terms of those of the $\beta$ function and of the cusp anomalous dimension $\gamma_{K}$, as was done in Ref. 699 . Up to three loops, the result takes the form

$$
\begin{align*}
K\left(\alpha_{s}, \epsilon\right)= & \frac{\alpha_{s}}{\pi} \frac{\gamma_{K}^{(1)}}{4 \epsilon}+\left(\frac{\alpha_{s}}{\pi}\right)^{2}\left(\frac{\gamma_{K}^{(2)}}{8 \epsilon}-\frac{b_{0} \gamma_{K}^{(1)}}{32 \epsilon^{2}}\right) \\
& +\left(\frac{\alpha_{s}}{\pi}\right)^{3}\left(\frac{\gamma_{K}^{(3)}}{12 \epsilon}-\frac{b_{0} \gamma_{K}^{(2)}+b_{1} \gamma_{K}^{(1)}}{48 \epsilon^{2}}+\frac{b_{0}^{2} \gamma_{K}^{(1)}}{192 \epsilon^{3}}\right)+\mathcal{O}\left(\alpha_{s}^{4}\right) \tag{4.31}
\end{align*}
$$

The function $K$ has a long history in the context of perturbative QCD (see, for example, Ref. [330]), and plays an important role also for multi-particle scattering amplitudes, and in the high-energy limit, as we will see in Section 5 .

Solving Eq. 4.27) is a standard exercise, but in this case the consistent use of dimensional regularisation yields a very significant simplification: indeed, working with $\epsilon<0$, one can use the fact that the $d$-dimensional strong coupling vanishes in the infrared to impose the simple boundary condition

$$
\begin{equation*}
\Gamma\left(0, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)=\Gamma(1, \bar{\alpha}(0, \epsilon), \epsilon)=1 \tag{4.32}
\end{equation*}
$$

where on the l.h.s we have set $Q^{2}=0$ for fixed $\mu$, while in the second step we have first set $\mu^{2}=Q^{2}$, and then taken $\mu \rightarrow 0$. Thanks to Eq. 4.32, the form factor is a pure exponential with no prefactor, and can be written as 68

$$
\begin{align*}
\Gamma\left(\frac{Q^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)=\exp [ & {\left[\frac { 1 } { 2 } \int _ { 0 } ^ { - Q ^ { 2 } } \frac { d \xi ^ { 2 } } { \xi ^ { 2 } } \left(K\left(\alpha_{s}\left(\mu^{2}\right), \epsilon\right)+G\left(-1, \bar{\alpha}\left(\xi^{2}, \epsilon\right), \epsilon\right)\right.\right.} \\
& \left.\left.+\frac{1}{2} \int_{\xi^{2}}^{\mu^{2}} \frac{d \lambda^{2}}{\lambda^{2}} \gamma_{K}\left(\bar{\alpha}\left(\lambda^{2}, \epsilon\right)\right)\right)\right] \tag{4.33}
\end{align*}
$$

where we have used Eq. 4.29) to evolve $G$ from the scale $\xi^{2}$ to the scale $\mu^{2}$, and we have chosen to integrate to the scale $\left(-Q^{2}\right)$ to emphasise that the form factor is real for negative $Q^{2}$ : in this way, $G(-1)$ is real, and all phases can be explicitly obtained by analytic continuation. We note that in Eq. 4.33), in its present form, one needs a non-trivial cancellation of ill-defined contributions between the first term, which diverges at the lower limit of integration, since $K$ does not depend on $\xi$, and the contribution of the upper limit of integration of the $\lambda$ integral, which also does not depend on $\xi$. This cancellation can be performed analytically by using Eq. 4.30), which easily leads to the final expression for the form factor,

$$
\begin{equation*}
\Gamma\left(\frac{Q^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)=\exp \left[\frac{1}{2} \int_{0}^{-Q^{2}} \frac{d \xi^{2}}{\xi^{2}}\left(G\left(-1, \bar{\alpha}\left(\xi^{2}, \epsilon\right), \epsilon\right)-\frac{1}{2} \gamma_{K}\left(\bar{\alpha}\left(\xi^{2}, \epsilon\right)\right) \ln \left(\frac{-Q^{2}}{\xi^{2}}\right)\right)\right] \cdot( \tag{4.34}
\end{equation*}
$$

As promised, all the ingredients entering the exponent in Eq. (4.34) are finite as $\epsilon \rightarrow 0$, and all infrared poles, to all orders in perturbation theory, are generated by the scale integration.

It is worthwhile at this point to pause for a few considerations on Eq. (4.34), which is the simplest case of exponentiation of infrared poles for non-abelian scattering amplitudes ${ }^{29}$, anticipating many features that will be generalised to multi-particle amplitudes in Section 5 .

- Perhaps the first point to emphasise is the fact that Eq. (4.34) is predictive: we are not simply shifting the problem from the calculation of $\Gamma$ to the calculation of its logarithm. To see this, note that the direct computation of the form factor order by order yields two infrared poles per loop, so that one finds $\epsilon^{-2 n}$ poles at $\mathcal{O}\left(\alpha_{s}^{n}\right)$. The exponent in Eq. (4.34), on the other hand, has only one infrared pole per loop beyond one loop: the logarithm of the form factor has singularities up to $\epsilon^{-n-1}$ at $\mathcal{O}\left(\alpha_{s}^{n}\right)$. Clearly, all poles of the form $\alpha_{s}^{n} \epsilon^{-p}$ with $n+1<p \leq 2 n$ are generated at lower orders and can be obtained by exponentiation: for example, the one-loop calculation of the form factor predicts the leading poles to all orders in perturbation theory. One can in fact look at Eq. (4.33) a little closer, and note that a singularity is generated in the exponent by each integration, so that one immediately detects an exponentiated double pole. The remaining poles in the exponent, $\epsilon^{-p}$ with $2<p \leq n+1$, are generated by the running of the the $d$-dimensional coupling: for example, note that the expansion of Eq. 2.27) in powers of $\alpha_{s}\left(\mu_{0}^{2}\right)$ is finite order by order as $\epsilon \rightarrow 0$, but the integration of each term over the scale $\mu$ generates poles proportional to powers of $b_{0}$. Higher-order terms in the $\beta$ function have a similar effect. This predictive structure has been both verified and exploited in finite-order calculations up to four loops 230, 231, 375 377).
- These considerations lead to a second significant observation: the form factor - perhaps not surprisingly - becomes extremely simple in the case of gauge theories that are conformal in $d=4$, such as $\mathcal{N}=4$ Super-Yang-Mills theory, and several of its possible deformations. For these theories, the four-dimensional $\beta$ function vanishes to all orders, so that one has

$$
\begin{equation*}
\beta\left(\epsilon, \alpha_{s}\right)=-2 \epsilon \alpha_{s}, \tag{4.35}
\end{equation*}
$$

and Eq. 2.28 holds exactly. As a consequence, the scale integrals in Eq. 4.33), or equivalently Eq. (4.34), can be performed explicitly. Expanding the cusp anomalous dimension and the the function $G$ as

$$
\begin{equation*}
\gamma_{K}\left(\alpha_{s}\right)=\sum_{n=1}^{\infty}\left(\frac{\alpha_{s}}{\pi}\right)^{n} \gamma_{K}^{(n)}, \quad G\left(-1, \alpha_{s}, \epsilon\right)=\sum_{n=1}^{\infty}\left(\frac{\alpha_{s}}{\pi}\right)^{n} G^{(n)}(\epsilon), \tag{4.36}
\end{equation*}
$$

[^25]one readily finds 79
\[

$$
\begin{equation*}
\ln \left[\Gamma\left(\frac{Q^{2}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)\right]=-\frac{1}{2} \sum_{n=1}^{\infty}\left(\frac{\alpha_{s}\left(\mu^{2}\right)}{\pi}\right)^{n}\left(\frac{\mu^{2}}{-Q^{2}}\right)^{n \epsilon}\left[\frac{\gamma_{K}^{(n)}}{2 n^{2} \epsilon^{2}}+\frac{G^{(n)}(\epsilon)}{n \epsilon}\right] . \tag{4.37}
\end{equation*}
$$

\]

Using Eq. (2.28), one easily sees that Eq. 4.37) displays exact RG invariance (it is independent of $\mu$ ), as expected. Eq. 4.37 has important consequences: indeed, it is sufficient to determine the infrared singularity structure of all scattering amplitudes in $\mathcal{N}=4 \mathrm{SYM}$ in the planar limit. This is easily understood by noting that, for planar gluon amplitudes, soft gluons can only connect two external states that are consecutive in the selected cyclic ordering, so that the infrared divergences of the full planar amplitude are just given by a product of (gluon) form factors. This fact was exploited in Ref. 79 to constrain the ' $B D S^{\prime}$ ansatz for $n$-point planar amplitudes in $\mathcal{N}=4 \mathrm{SYM}$, which was later proved to give the exact all-order result for $n=4$ and $n=5$ [378, 379].

- A non-trivial practical feature of Eq. (4.34) is the fact that it can be directly compared to finite-order results obtained evaluating Feynman diagrams in dimensional regularisation. Using different infrared regulators, the exponential containing singular terms is multiplied by an 'initial condition' which depends on a factorisation scale, and in general admits its own perturbative expansion. Using Eq. 4.34, on the other hand, a finite-order calculation can directly be compared to the corresponding expansion of the exponential, thus extracting the perturbative coefficients of $\gamma_{K}$ and $G$. Non-singular contributions to the form factor are encoded in $\mathcal{O}\left(\epsilon^{p}\right)$ terms of $G$, with $p>0$, and they also 'exponentiate', yielding a weak prediction for higher-order finite contributions [225, 226, 233, 234.
- A final feature of Eq. (4.34) which is worth noting is the fact that it allows for a straightforward extraction of the analytic continuation of the form factor from negative values of $Q^{2}$ (where $\Gamma$ is real) to positive ones [68]. Indeed, the dependence on $Q^{2}$ is just in the upper limit of integration, so that the ratio of the time-like form factor to the space-like one is simply given by the exponential of the same integral, stretching from $+Q^{2}$ to $-Q^{2}$. Since at the origin one only finds integrable singularities, one can deform the integration contour to a half-circle of radius $Q^{2}$ in the complex $\xi^{2}$ plane, showing that this ratio is completely dominated by perturbative contributions in asymptotically free theories. Furthermore, one can show 68] that the poles of this ratio can be collected in an overall divergent phase, given by the counterterm function $K$,

$$
\begin{equation*}
\left.\frac{\Gamma\left(Q^{2}, \alpha_{s}\right)}{\Gamma\left(-Q^{2}, \alpha_{s}\right)}\right|_{\mathrm{poles}}=\exp \left[\mathrm{i} \frac{\pi}{2} K\left(\alpha_{s}\left(Q^{2}\right), \epsilon\right)\right] \tag{4.38}
\end{equation*}
$$

so that the modulus of the ratio is finite. This is relevant for phenomenological applications, since the modulus of the ratio (or related quantities) appears in cross-sections for vector boson or Higgs production $225,226,233$, and 'resums' large constants such as the factor of $\pi^{2}$ appearing in Eq. 2.23 . In the case of $\mathcal{N}=4 \mathrm{SYM}$, starting from Eq. (4.37), one can also get a strikingly simple and elegant expression for finite terms, which are given by

$$
\begin{equation*}
\left|\frac{\Gamma\left(Q^{2}, \alpha_{s}\right)}{\Gamma\left(-Q^{2}, \alpha_{s}\right)}\right|^{2}=\exp \left[\frac{\pi^{2}}{4} \gamma_{K}\left(\alpha_{s}\right)\right] \tag{4.39}
\end{equation*}
$$

Note that the r.h.s. is independent of $Q^{2}$, as expected for a four-dimensional quantity in a conformal theory. Since all quantities in Eq. (4.39) are well-defined at the non-perturbative
level, and since the r.h.s. provides a finite, unambiguous resummation of perturbation theory, Eq. 4.39) can be argued to be an exact non-perturbative result. In some cases, such non-perturbative results can be tested against strong-coupling calculations based on the AdS/CFT correspondence $366,367,380$.
Having completed our survey of the exponentiation of form factors, we now move on to discuss the general case of fixed-angle scattering amplitudes.

## 5 Fixed-angle scattering amplitudes

We consider now the case of multi-particle, fixed-angle scattering amplitudes in a general massless gauge theory. We write such amplitudes as

$$
\begin{equation*}
\mathcal{A}_{n}^{a_{1} \ldots a_{n}}\left(\frac{p_{i}}{\mu}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \tag{5.1}
\end{equation*}
$$

implying that the normalisation has been chosen in order to work with a dimensionless quantity. The spin structure is understood, but we are displaying the colour indices, which in general can belong to different representations of the gauge group. The fixed-angle assumption amounts to the statement that all Mandelstam invariants $s_{i j}=2 p_{i} \cdot p_{j}$ are parametrically of the same size, say $\left|s_{i j}\right| \sim Q^{2}, \forall i, j$. This means that there are no strong scale hierarchies: the cases in which some momentum $p_{i}$ becomes soft, or two momenta $p_{i}$ and $p_{j}$ become collinear, must be treated separately.

For amplitudes in this class, it is not too difficult to generalise the reasoning leading to the soft-collinear factorisation of the form factor, Eq. 4.12. A diagrammatic analysis, using the Landau equations and the Coleman-Norton physical picture, confirms that non-integrable singularities arise only from soft and collinear configurations; soft gluons, and separately collinear gluons, factorise from the hard part by the same reasoning that was applied to the form factor; finally, so long as external particles are not collinear to each other, the factorisation of soft gluons from each jet at leading power is supported by the same diagrammatic arguments and Ward identities. From a physical point of view, at leading power, jets moving in different directions can interact only at the hard scattering, and soft particles cannot resolve either the details of the hard interaction, or the fine structure of streams of massless particles moving collinearly. The most delicate issue in this generalisation is whether different loop momentum regions, other than soft or collinear, could give raise to singularities. Specifically, recall that the soft region for loop momentum $k$ is defined by the scaling

$$
\begin{equation*}
k^{\mu}=\left\{k^{+}, k^{-}, \mathbf{k}_{\perp}\right\} \quad \rightarrow \quad \lambda k^{\mu}, \quad \lambda \rightarrow 0 \tag{5.2}
\end{equation*}
$$

In the case of collinear scaling, we can separately consider each hard particle in the amplitude, and in each case define the collinear direction as one of the two directions spanning the lightcone: for example, for a given loop momentum $k$, when considering the collinear region $k^{\mu} \| p_{i}^{\mu}$, we can choose a frame where $p_{i}^{\mu}=\left\{p_{i}^{+}, 0^{-}, \mathbf{0}_{\perp}\right\}$; then the collinear scaling is

$$
\begin{equation*}
k^{\mu}=\left\{k^{+}, k^{-}, \mathbf{k}_{\perp}\right\} \quad \rightarrow \quad\left\{k^{+}, \lambda k^{-}, \sqrt{\lambda} \mathbf{k}_{\perp}\right\}, \quad \lambda \rightarrow 0 \tag{5.3}
\end{equation*}
$$

which leads to $k^{2}=2 k^{+} k^{-}-\mathbf{k}_{\perp}^{2}$ vanishing uniformly as $\lambda$. One must wonder whether different momentum scalings could lead to singular contributions: a notable possibility ${ }^{30}$ is given by soft wide-angle gluons, scaling as

$$
\begin{equation*}
k^{\mu}=\left\{k^{+}, k^{-}, \mathbf{k}_{\perp}\right\}, \quad \rightarrow \quad\left\{\lambda^{p} k^{+}, \lambda^{p} k^{-}, \lambda \mathbf{k}_{\perp}\right\}, \quad p \geq 2, \quad \lambda \rightarrow 0 \tag{5.4}
\end{equation*}
$$

[^26]with respect to one of the hard parton directions. For fixed-angle amplitudes, such gluons essentially have vanishing longitudinal components, and are usually called Glauber gluons. Glauber gluons are known to give important contributions at cross-section level, and the cancellation of the corresponding divergences is a crucial step in the proof of collinear factorisation for collider processes 205, 206]; furthermore, they can contribute to infrared poles of scattering amplitudes when the external particles are allowed to become collinear, while some of the Mandelstam invariants become space-like 207]. For fixed-angle scattering amplitudes, however, Glauber gluons do not contribute at leading power [276].

With these premises, it is easy to propose a generalisation of Eq. 4.12) for multi-particle amplitudes. First of all, we expect that collinear dynamics will be captured by jet functions, which are essentially single-particle quantities, and thus cannot change the colour content of the outgoing state; soft gluons, on the other hand, can connect any pair of hard particles, and they will change the colour of those particles even if they carry a vanishing energy. We expect then that the soft function in Eq. (4.12) will need to be promoted to a colour operator acting on the colour indices of all external particles. The emergent form of soft-collinear factorisation for fixed-angle multi-particle scattering amplitudes in massless gauge theories is then

$$
\begin{align*}
\mathcal{A}_{n}\left(\frac{p_{i}}{\mu}, \alpha_{s}(\mu), \epsilon\right)= & \prod_{i=1}^{n} \frac{\mathcal{J}_{i}\left(\frac{\left(p_{i} \cdot n_{i}\right)^{2}}{n_{i}^{2} \mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)}{\mathcal{J}_{E, i}\left(\frac{\left(\beta_{i} \cdot n_{i}\right)^{2}}{n_{i}^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)} \\
& \times \mathcal{S}_{n}\left(\beta_{i} \cdot \beta_{j}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \mathcal{H}_{n}\left(\frac{p_{i} \cdot p_{j}}{\mu^{2}}, \frac{\left(p_{i} \cdot n_{i}\right)^{2}}{n_{i}^{2} \mu^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \tag{5.5}
\end{align*}
$$

where we introduced a jet function, and its eikonal counterpart, for each external hard particle, with the definitions given in Eq. (4.9) and Eq. (4.11), and we defined the $n$-particle soft function as the natural generalisation of Eq. (4.8),

$$
\begin{equation*}
\mathcal{S}\left(\beta_{i} \cdot \beta_{j}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \equiv\langle 0| T\left[\prod_{k=1}^{n} \Phi_{\beta_{k}}(\infty, 0)\right]|0\rangle \tag{5.6}
\end{equation*}
$$

The factorisation in Eq. (5.5) is supported by the exhaustive diagrammatic analysis carried out in Ref. 381, which leads to a BPHZ-like forest formula for soft and collinear singularities in fixed-angle scattering amplitudes. This analysis makes use of the coordinate-space formalism developed in Ref. [224], and generalises the early results of 66, 330]. An independent derivation of an analogous factorisation in the context of SCET was given in 95.

In order to proceed to a more detailed analysis of the factorisation, we first need to be much more concrete concerning the treatment of colour flow in Eq. (5.5), clarifying the action of the soft colour operator $\mathcal{S}$ on the hard part of the amplitude, $\mathcal{H}$ : this was trivial for form factors, where particles with opposite colour charges annihilate into a colour-singlet state, but can be very intricate for general scattering amplitudes. With this in mind, before proceeding to discuss the dynamical aspects of the soft-collinear factorisation in Eq. (5.5), we briefly digress to describe the two main methods commonly used to handle colour in this general case.
context of SCET, such gluons are referred to as soft, while the scaling in Eq. 5.2 is called ultrasoft. The version of SCET that distinguishes the two scalings is called $\mathrm{SCET}_{I}$, and it can mapped to the theory with a single soft scaling $\left(\mathrm{SCET}_{I I}\right)$ by a suitable matching procedure. One may also consider Coulomb gluons, whose (soft) spatial momentum components dominate their energy in a selected frame. These scalings will not be needed in what follows.


Figure 29: Feynman diagrams for tree-level quark-antiquark scattering, and their colour flow at leading power in $N_{c}$.

### 5.1 Handling color structures

The colour structure of a generic multi-particle non-abelian scattering amplitude is an interesting group theory problem, solved in principle with standard tools, but not easy to implement in practice when the particle number grows. In general, each color index in Eq. (5.1) can belong to a different representation of the gauge group $r_{i}, i=1, \ldots, n$. The amplitude $\mathcal{A}$ is a tensor in the vector space $\mathcal{V}_{n} \equiv r_{1} \otimes \ldots \otimes r_{n}$, and colour conservation implies that it must be an invariant tensor. The task is then to decompose the reducible representation $\mathcal{V}_{n}$ into a sum of irreducible representations, and impose the colour-conservation constraint on the result. A practical way to do this is to pick a channel, i.e. a set of particles taken as 'incoming', and build the tensor product of the corresponding representations; one then repeats the construction for the remaining, 'outgoing', particles, and selects the irreducible representations that appear in both lists: those are the possible colour states that can be exchanged in that channel. A thorough analysis of this construction was performed in Ref. [382] (see also [343]): using Clebsch-Gordan coefficients, one can construct projection operators identifying each possible colour flow in the selected channel.

In the present context, our concern is to understand how the colour structure is implemented in the soft-collinear factorisation of the amplitude, Eq. (5.5). In order to represent the action of the soft operator $\mathcal{S}_{n}$ on the hard matching coefficient $\mathcal{H}_{n}$, two formalisms are commonly adopted, one based upon a choice of basis in the space of colour tensors available for the selected process, and one formulated in terms of basis-independent colour insertion operators. For completeness, we briefly present below the basics of both formalisms.

### 5.1.1 Colour tensor bases

Using the techniques discussed in Refs. 343 382, it is possible to identify, in any selected channel, a basis of colour tensors spanning the representations that can be exchanged in that channel. Denoting the basis tensors by $c_{L}^{a_{1} \ldots a_{n}}$, we can then write the amplitude as

$$
\begin{equation*}
\mathcal{A}_{n}^{a_{1} \ldots a_{n}}\left(\frac{p_{i}}{\mu}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)=\sum_{L} \mathcal{A}_{n}^{L}\left(\frac{p_{i}}{\mu}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) c_{L}^{a_{1} \ldots a_{n}} . \tag{5.7}
\end{equation*}
$$

The tensors $c_{L}^{a_{1} \ldots a_{n}}$ are quadratic combinations of the Clebsch-Gordan coefficients appearing in the decomposition of $\mathcal{V}_{n}$ in a direct sum of irreducible representations. They can be chosen to be orthonormal, in the sense that

$$
\begin{equation*}
\sum_{\left\{a_{i}\right\}} c_{L}^{a_{1} \ldots a_{n}}\left(c_{M}^{a_{1} \ldots a_{n}}\right)^{*}=\delta_{L M} \tag{5.8}
\end{equation*}
$$

To illustrate this, consider the simple case of $q \bar{q}$ scattering: at tree level, the contributing diagrams are depicted in Fig. 29. Applying the Feynman rules, and the Fierz identity

$$
\begin{equation*}
\left(T_{a}\right)_{i j}\left(T^{a}\right)_{k l}=\frac{1}{2}\left(\delta_{i l} \delta_{j k}-\frac{1}{N_{c}} \delta_{i j} \delta_{k l}\right), \tag{5.9}
\end{equation*}
$$

one immediately identifies a possible set of basis color tensors as

$$
\begin{equation*}
\hat{c}_{1}^{i j k l}=\delta^{i l} \delta^{j k}, \quad \hat{c}_{2}^{i j k l}=\delta^{i j} \delta^{k l}, \tag{5.10}
\end{equation*}
$$

corresponding to leading-color flow in the $s$ channel and in the $t$ channel, respectively. It is clear that this set forms a basis for higher-order corrections as well, since the third possible combination of Kronecker $\delta$ functions in the fundamental representation is forbidden, as it would require a quark to turn into an antiquark. More formally, one would start by noting that the representations entering the scattering (for example in the $s$ channel) give $\underline{\mathbf{3}} \otimes \underline{\mathbf{3}}^{*}=\underline{\mathbf{1}} \oplus \underline{\mathbf{8}}$ : one then expects a set of only two basis tensors. The correspondence between the basis tensors and the representation content is made more transparent by transforming the basis in Eq. (5.10) to an orthonormal one, according to Eq. (5.8), by using again Eq. 5.9). One can then pick

$$
\begin{equation*}
c_{1}^{i j k l}=\frac{2}{\sqrt{N_{c}^{2}-1}}\left(T_{a}\right)_{j i}\left(T^{a}\right)_{k l}, \quad c_{2}^{i j k l}=\frac{1}{N_{c}} \delta^{i j} \delta^{k l} \tag{5.11}
\end{equation*}
$$

corresponding to octet and singlet $s$-channel exchanges, respectively. Once a basis has been selected, the amplitude can be thought of as a vector in the vector space spanned by the $c_{L}$ tensors. In the chosen basis, the soft operator is represented by a matrix, acting on a vector of hard matching coefficients. To be precise, we note that the Wilson lines in Eq. (5.6) have open colour indices at both ends, and both sets of indices can be projected on the basis tensors. We define then the matrix elements $\mathcal{S}_{n}{ }_{K}$ of the soft operator, in the chosen basis, by

$$
\begin{equation*}
\sum_{L} c_{L}{ }^{a_{1} \ldots a_{n}} \mathcal{S}_{n}^{L}{ }_{K}\left(\beta_{i} \cdot \beta_{j}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)=\sum_{b_{1}, \ldots, b_{n}}\langle 0| \prod_{k=1}^{n}\left[\Phi_{\beta_{k}}(\infty, 0)\right]_{b_{k}}^{a_{k}}|0\rangle c_{K}^{b_{1} \ldots b_{n}} ; \tag{5.12}
\end{equation*}
$$

in Eq. (5.5), the soft matrix thus defined acts on a vector of finite matching coefficients $\mathcal{H}^{K}$.
Working with explicit colour bases is useful for practical applications, for example for the implementation of soft gluon resummations in hadron scattering [383, 387]. The formalism, however, does not easily lend itself to the general treatment of $n$-point amplitudes: the size of the matrices involved grows steeply with the number of particles, and colour conservation is implemented essentially on a process-by-process basis. For example, the treatment of $g g \rightarrow g g$ scattering in $S U\left(N_{c}\right)$ requires $9 \times 9$ matrices (although some simplification are possible 388 , $389 \mid$ ), while already for amplitudes involving five gluons $(g g \rightarrow g g g)$ the matrices involved have dimension $d=44$ [390]. We now proceed to describe a formalism which is better suited for generic particle multiplicities.

### 5.1.2 Colour insertion operators

Considering soft-gluon corrections, the factorisation formula in Eq. (5.5) formalises an intuitive understanding: soft divergences arise when soft gluons (real or virtual) are emitted from an onshell particle. Essentially, this means that soft divergences are associated with emissions from external legs, so that one can think of the soft operator as acting 'from the outside' on the hard factor, which contains corrections associated with 'inner', off-shell virtual exchanges. It then makes sense, at leading power, to think of the soft emission as a colour operator, inserting a soft gluon on the non-radiative amplitude, according to the scheme

$$
\begin{equation*}
\left.\mathcal{A}_{n+1}^{a b_{1} \ldots b_{n}}\right|_{\text {soft }} \propto \sum_{i=1}^{n}\left[\mathbf{T}_{i}^{a}\right]_{c_{i}}^{b_{i}} \mathcal{A}_{n}^{b_{1} \ldots c_{i} \ldots b_{n}} . \tag{5.13}
\end{equation*}
$$

The colour operators $\mathbf{T}_{i}$ act on the tensor product space $\mathcal{V}_{n}$, and the index $i$ identifies the specific factor in the product on which the operator acts non-trivially, corresponding to the
emission of a gluon with (adjoint) index $a$ from particle $i$. In order to be more precise, and to illustrate how this operator formalism emerges [81,289], consider the case of soft gluon emission from an outgoing quark, in a generic tree-level matrix element involving $n$ coloured particles, plus the emitted gluon. Let the $n$ 'Born-level' particles have momenta $p_{i}$, colour indices $c_{i}$ and polarisation $\lambda_{i}$, and let the radiated gluon be characterised by momentum $k$, colour $c$ and polarisation $\lambda$. The only diagrams surviving at leading power in $k$ are those where the soft gluon is emitted by the on-shell external legs, so we can easily isolate the contribution of a specific outgoing quark, say the one carrying momentum $p_{i}$. The relevant contribution to the emission amplitude is given by

$$
\begin{equation*}
g \mu^{\epsilon} \bar{u}_{s_{i}}\left(p_{i}\right) \gamma_{\alpha} \frac{\not p_{i}+\not k}{2 p_{i} \cdot k}\left(T^{c}\right)_{c_{i} d_{i}} \widehat{\mathcal{A}}_{s_{1} \ldots s_{n}}^{c_{1} \ldots d_{i} \ldots c_{n}}\left(\left\{p_{j}\right\}, k\right) \epsilon_{\lambda}^{* \alpha}(k), \tag{5.14}
\end{equation*}
$$

where $\widehat{\mathcal{A}}$, while not quite a scattering amplitude itself, since the $i$-th leg is off-shell for generic $k$, represents all the remaining factors of the radiative amplitude. Now, taking the soft limit $k^{\mu} \rightarrow 0$, we can apply the eikonal approximation to the factors associated with the $i$-th particle, and, at leading power in $k$, we can neglect $k$ in the factor $\widehat{\mathcal{A}}$, which thus becomes precisely the 'Born' amplitude for the original $n$ on-shell particles. Following the steps already outlined in Section 1 in the case of QED, this leads to the expression

$$
\begin{equation*}
g \mu^{\epsilon} \frac{\beta_{i} \cdot \epsilon_{\lambda}^{*}(k)}{\beta_{i} \cdot k}\left(T^{c}\right)_{c_{i} d_{i}}\left(\mathcal{A}_{n}\right)_{s_{1} \ldots s_{n}}^{c_{1} \ldots d_{i} \ldots c_{n}}\left(\left\{p_{j}\right\}\right) \equiv g \mu^{\epsilon} \frac{\beta_{i} \cdot \epsilon_{\lambda}^{*}(k)}{\beta_{i} \cdot k} \mathbf{T}_{i} \mathcal{A}_{n}\left(\left\{p_{j}\right\}\right) \tag{5.15}
\end{equation*}
$$

We have thus identified the precise expression for the colour operator $\mathbf{T}_{i}$, when the $i$-th particle is an outgoing quark: in that case, $\mathbf{T}_{i}$ is the colour generator $T_{c d}^{a}$, in the fundamental representation. Performing the same calculation for an outgoing antiquark, and an outgoing gluon, one finds the identifications

$$
\begin{equation*}
\left.\mathbf{T}_{i}\right|_{\mathrm{q}, \text { out }} \rightarrow T_{c d}^{a},\left.\quad \mathbf{T}_{i}\right|_{\overline{\mathrm{q}}, \text { out }} \rightarrow-T_{d c}^{a},\left.\quad \mathbf{T}_{i}\right|_{\mathrm{g}, \text { out }} \rightarrow-\mathrm{i} f_{c d}^{a} \tag{5.16}
\end{equation*}
$$

with the convention that the colour index $d$ is the one to be contracted with the Born amplitude; the action on incoming particles is defined by crossing symmetry: it is unchanged for gluons, while the expressions for quarks and antiquarks are interchanged. Notice that the negative sign for antiquarks in Eq. (5.16) emerges from the orientation of the fermion line of the Born amplitude, which is opposite to the (outgoing) momentum flow for an antiparticle.

In case the soft gluon is emitted into the final state, this discussion sketches the derivation of the tree-level current for the emission of a soft-gluon with momentum $k$,

$$
\begin{equation*}
\mathbf{J}^{\mu}(k)=g \mu^{\epsilon} \sum_{i=1}^{n} \frac{\beta_{i}^{\mu}}{\beta_{i} \cdot k} \mathbf{T}_{i} \tag{5.17}
\end{equation*}
$$

which will be discussed in greater detail in Section 6. If the soft gluon is virtual, it will be reabsorbed by another hard particle, leading to the colour-dipole structure $\mathbf{T}_{i} \cdot \mathbf{T}_{j}$, where the product implies a sum over the soft gluon colour indices. Since the colour operators $\mathbf{T}_{i}$ act nontrivially only on the colour index of particle $i$, operators acting on different particles commute, and they satisfy the algebra

$$
\begin{equation*}
\mathbf{T}_{i} \cdot \mathbf{T}_{j}=\mathbf{T}_{j} \cdot \mathbf{T}_{i} \quad(i \neq j) ; \quad \mathbf{T}_{i} \cdot \mathbf{T}_{i} \equiv \mathbf{T}_{i}^{2}=C_{r_{i}}^{(2)} \tag{5.18}
\end{equation*}
$$

where $C_{r_{i}}^{(2)}$ is the quadratic Casimir eigenvalue for the representation $r_{i}$, so that $C_{A}^{(2)} \equiv C_{A}=N_{c}$ and $C_{F}^{(2)} \equiv C_{F}=\left(N_{c}^{2}-1\right) / 2 N_{c}$ for the adjoint and the fundamental representations, respectively. The statement that the scattering amplitude is an invariant tensor of the colour group is
represented in this formalism by the fact that, when acting on the non-radiative amplitude, the colour operators satisfy

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbf{T}_{i}=0 \tag{5.19}
\end{equation*}
$$

which, as we will see, poses a non-trivial constraint on the structure of the soft operator at high orders. This brief introduction suggests that the colour operator notation, while somewhat more formal, and thus perhaps less suited to concrete applications, is very powerful to construct general statements about scattering amplitudes with a generic number of particles. In what follows, we will often leave the colour structure implicit, treating the soft matrix as a formal colour operator, as in Eq. (5.5): when needed, we will adapt our notation, either by choosing a basis or by explicitly introducing colour operators.

### 5.2 The dipole formula and beyond

Having dealt with ways to handle the colour structure of the factorised amplitude, we now turn back to explore the all-important dynamical consequences of the factorisation in Eq. (5.5). As we will see, most of the considerations that were discussed in Section 4.1 in the case of form factors still apply for the general case of fixed-angle amplitudes, but they turn out to have much more powerful consequences.

The first point to notice is that the soft function defined in Eq. (5.6), like its two-line counterpart in Eq. 4.8), obeys a renormalisation group equation, which however now has a matrix form. Technically, multiplicative renormalisability of (straight) Wilson-line correlators holds when the lines are not on the light cone, or in the presence of a collinear regulator: formally, for the moment, we are going to use dimensional regularisation as a collinear regulator, while later, for concrete calculations in Section 5.3, it will turn out to be more practical to tilt Wilson lines off the light cone and reserve dimensional continuation for the control of UV divergences. With this understanding, the renormalisation group equation for the soft operator (in a selected colour basis) reads

$$
\begin{equation*}
\mu \frac{d}{d \mu} \mathcal{S}_{L K}\left(\beta_{i} \cdot \beta_{j}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)=-\mathcal{S}_{L}^{M}\left(\beta_{i} \cdot \beta_{j}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \Gamma_{M K}^{(\mathcal{S})}\left(\beta_{i} \cdot \beta_{j}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right), \tag{5.20}
\end{equation*}
$$

which defines the anomalous dimension matrix $\Gamma^{(\mathcal{S})}$. At this stage, $\Gamma^{(\mathcal{S})}$ is not finite, but carries collinear poles in $\epsilon$. The solution to Eq. (5.20) can readily be written as

$$
\begin{equation*}
\mathcal{S}\left(\beta_{i} \cdot \beta_{j}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)=\mathcal{P} \exp \left[-\frac{1}{2} \int_{0}^{\mu^{2}} \frac{d \xi^{2}}{\xi^{2}} \Gamma^{(\mathcal{S})}\left(\beta_{i} \cdot \beta_{j}, \alpha_{s}\left(\xi^{2}, \epsilon\right), \epsilon\right)\right] \tag{5.21}
\end{equation*}
$$

where we used the vanishing of the $d$-dimensional coupling in the infrared, and we have shuffled the tree-level colour structure into the hard coefficient function.

It would be nice, of course, to deal with a finite anomalous dimension matrix, and this is where the full power of the soft-collinear factorisation of the amplitude can be brought to bear. Indeed, as was the case for form factors, we can organise Eq. (5.5) either by building the hard-collinear combinations $\mathcal{J}_{i} / \mathcal{J}_{E, i}$, which have no soft poles, or, much more interestingly, by defining the reduced soft matrix

$$
\begin{equation*}
\widehat{\mathcal{S}}_{L K}\left(\rho_{i j}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \equiv \frac{\mathcal{S}_{L K}\left(\beta_{i} \cdot \beta_{j}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)}{\prod_{i=1}^{n} \mathcal{J}_{E, i}\left(\frac{\left(\beta_{i} \cdot n_{2}\right)^{2}}{n_{i}^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)} . \tag{5.22}
\end{equation*}
$$

which must be free of collinear poles, and is responsible for wide-angle soft singularities. We see, however, that in this case the cancellation is much more surprising, since the numerator of Eq. (5.22) is a matrix, while the denominator is just a number. Clearly, this poses strong constraints on the soft operator: for example, as the notation suggests, the anomalous dependence on the light-like vectors $\beta_{i}$ must cancel along with the collinear poles, which forces the reduced soft function to depend on $n_{i}$ only through the rescaling-invariant ratios introduced in Eq. 4.15),

$$
\begin{equation*}
\rho_{i j} \equiv \frac{\left(\beta_{i} \cdot \beta_{j}\right)^{2} n_{i}^{2} n_{j}^{2}}{\left(\beta_{i} \cdot n_{i}\right)^{2}\left(\beta_{j} \cdot n_{j}\right)^{2}} . \tag{5.23}
\end{equation*}
$$

The full power of the constraints arising from Eq. (5.22) is best displayed at the level of the anomalous dimensions. One can write the renormalisation group equation for the reduced soft function as

$$
\begin{equation*}
\mu \frac{d}{d \mu} \widehat{\mathcal{S}}_{L K}\left(\rho_{i j}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)=-\widehat{\mathcal{S}}_{L}^{M}\left(\rho_{i j}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \Gamma_{M K}^{(\widehat{\mathcal{S}}}\left(\rho_{i j}, \alpha_{s}\left(\mu^{2}\right)\right), \tag{5.24}
\end{equation*}
$$

and then note that the matrix $\Gamma^{(\widehat{\mathcal{S}})}$ can be written as

$$
\begin{equation*}
\Gamma_{K L}^{(\widehat{\mathcal{S}})}\left(\rho_{i j}, \alpha_{s}\left(\mu^{2}\right)\right)=\Gamma_{K L}^{(\mathcal{S})}\left(\beta_{i} \cdot \beta_{j}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)-\delta_{K L} \sum_{i=1}^{n} \gamma_{\mathcal{J}_{E}}\left(\frac{\left(\beta_{i} \cdot n_{i}\right)^{2}}{n_{i}^{2}}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \tag{5.25}
\end{equation*}
$$

where $\gamma_{\mathcal{J}_{E}}$ is the anomalous dimension for the eikonal jet function, which carries the anomalous dependence on the jet direction $\beta_{i}$, arising from soft-collinear double poles. It is immediately clear that three separate powerful constraints on the soft anomalous dimension matrix $\Gamma^{(\mathcal{S})}$ arise from Eq. (5.25).

- Collinear poles in $\Gamma^{(\mathcal{S})}$ must be confined to the diagonal entries of the matrix, and they must be determined solely by the light-like cusp anomalous dimension $\gamma_{K}$, which governs soft-collinear singularites, and thus fixes $\gamma_{\mathcal{J}_{E}}$ [74].
- Finite diagonal terms in $\Gamma^{(\mathcal{S})}$ must combine with finite terms in $\gamma_{\mathcal{J}_{E}}$ to form the rescalinginvariant ratios $\rho_{i j}$ in Eq. (5.23), as was the case for the form factor.
- Off-diagonal terms in $\Gamma^{(\mathcal{S})}$ must be finite, and furthermore they must, by themselves, be rescaling-invariant functions of the four-velocities $\beta_{i}$. Thus, they can only depend on conformal-invariant cross ratios of the form

$$
\begin{equation*}
\rho_{i j k l}=\frac{\beta_{i} \cdot \beta_{j} \beta_{k} \cdot \beta_{l}}{\beta_{i} \cdot \beta_{k} \beta_{j} \cdot \beta_{l}} . \tag{5.26}
\end{equation*}
$$

In order to translate these qualitative statements into a precise mathematical formulation, we can take a derivative of the matrix $\Gamma^{(\widehat{\mathcal{S}})}$ with respect the arguments $x_{i}=\left(\beta_{i} \cdot n_{i}\right)^{2} / n_{i}^{2}$, which only occur in the eikonal jets. We find

$$
\begin{equation*}
x_{i} \frac{\partial}{\partial x_{i}} \Gamma_{K L}^{(\widehat{\mathcal{S}})}\left(\rho_{i j}, \alpha_{s}\right)=-\delta_{K L} x_{i} \frac{\partial}{\partial x_{i}} \gamma_{J_{E}}=-\frac{1}{4} \gamma_{K}\left(\alpha_{s}\right) \delta_{K L} \tag{5.27}
\end{equation*}
$$

where the last equality expresses the fact that kinematic dependence in the eikonal jets can only arise through the superposition of soft and collinear singularities, and is thus determined by the light-like cusp anomalous dimension $\gamma_{K}\left(\alpha_{s}\right)$. The precise form of the equality follows from a detailed analysis of the RG equation for the eikonal jet [74], as well as from the general
arguments leading to Collins-Soper equations, as first laid out in Ref. [330]. We know, however, that $\Gamma^{(\hat{\mathcal{S}})}$ can only depend on $x_{i}$ through the combinations $\rho_{i j}$ defined in Eq. 5.23. Using the chain rule we then conclude that 74,75

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j \neq i} \frac{\partial}{\partial \ln \rho_{i j}} \Gamma_{K L}^{(\widehat{\mathcal{S}})}\left(\rho_{i j}, \alpha_{s}\right)=\frac{1}{4} \gamma_{K}\left(\alpha_{s}\right) \delta_{K L} . \tag{5.28}
\end{equation*}
$$

Eq. (5.28) governs the interplay of colour and kinematics in the soft anomalous dimension matrix to all orders in perturbation theory, and is an exact result.

Our remaining task is now to solve Eq. (5.28). As we are dealing with a linear inhomogeneous partial differential equation, the general solution can be expressed as the sum of a particular solution of the inhomogeneous problem, plus a generic solution of the corresponding homogeneous equation. In order to proceed, we now shift from the basis-dependent notation employed thus far to the colour-operator notation: upon making a single approximation, this will allow us to write a particular solution of Eq. $(5.28)$ in a transparent and elegant way. We begin by noting that the cusp anomalous dimension in colour representation $r$ can be computed from the form factor for particles trasforming under $r$, and admits a Casimir expansion 391 394

$$
\begin{equation*}
\gamma_{K}^{(r)}\left(\alpha_{s}\right)=\sum_{p, i}^{\infty} C_{r}^{(2 p, i)} \widehat{\gamma}_{K}^{(2 p, i)}\left(\alpha_{s}\right), \tag{5.29}
\end{equation*}
$$

where $C_{r}^{(n, i)}$ are eigenvalues of $n$-th order Casimir operators of the Lie algebra, in representation $r$, and the functions $\widehat{\gamma}_{K}^{(2 p, i)}$ are independent of $r$. The index $i$ takes into account possible dependence on the matter content of the particular gauge theory under consideration: in ordinary QCD, for example, one finds loop-level contributions involving both the adjoint and the fundamental representations. For $p>1$, building a Casimir invariant of order $2 p$ requires $2 p$ gluon attachments to the Wilson lines, and a further $2 p$ vertices (for example forming a loop) in order to build a symmetric colour tensor saturating the open colour indices. Thus, for example, quartic Casimir contributions (corresponding to $p=2$ ) will start at four loops, sixth-order Casimir contributions ( $p=3$ ) at six loops, and so on; quadratic Casimirs are special because they are built with the Lie algebra metric tensor $\delta_{a b}$, so that the corresponding contribution starts at one loop. Finite-order calculations indeed confirm that the cusp anomalous dimension obeys Casimir scaling up to three loops (i.e. it is proportional to the quadratic Casimir eigenvalue $C_{r}^{(2)}$ ), while it develops quartic Casimir components at four loops, as expected [230, 231, 363, 395 399].

Given this general structure, it is both phenomenologically and theoretically interesting to begin by focusing on the quadratic Casimir component of the cusp, which provides the full answer up to three loops. This component yields a simple solution to Eq. 5.28), since one can write (using Eq. (5.18))

$$
\begin{equation*}
\gamma_{K}^{(r)}\left(\alpha_{s}\right)=C_{r}^{(2)} \widehat{\gamma}_{K}\left(\alpha_{s}\right)=\widehat{\gamma}_{K}\left(\alpha_{s}\right) \mathbf{T}_{i} \cdot \mathbf{T}_{i}, \tag{5.30}
\end{equation*}
$$

where for simplicity we dropped the Casimir-counting indices in Eq. 55.29). It is then easy to verify, using Eq. (5.19), that the 'dipole sum'

$$
\begin{equation*}
\Gamma_{\text {dip }}^{(\widehat{\mathcal{S}})}\left(\rho_{i j}, \alpha_{s}\right)=-\frac{1}{8} \widehat{\gamma}_{K}\left(\alpha_{s}\right) \sum_{i=1}^{n} \sum_{j \neq i} \ln \rho_{i j} \mathbf{T}_{i} \cdot \mathbf{T}_{j}+\delta^{(\widehat{\mathcal{S}})}\left(\alpha_{s}\right) \sum_{i=1}^{n} \mathbf{T}_{i} \cdot \mathbf{T}_{i}, \tag{5.31}
\end{equation*}
$$

is a solution of Eq. 5.28), with the function $\delta^{(\widehat{\mathcal{S}})}$ playing the role of an integration constant. Before highlighting the important properties of Eq. (5.31), it is useful to embed it in the full
factorisation of the amplitude, in order to get rid of the unphysical dependence on the auxiliary vectors $n_{i}$, which still feature in Eq. (5.31) through the variables $\rho_{i j}$. Indeed, as already noted at the end of Section 4.1, $n_{i}$-dependent singular terms must cancel in the ratio of jets and eikonal jets, whereas finite $n_{i}$-dependent terms must cancel between the jets and the hard matching function $\mathcal{H}$. Performing these cancellations, order by order in perturbation theory, yields a simplified form for the soft-collinear factorisation of fixed-angle amplitudes, which can be written as 75 , 76

$$
\begin{equation*}
\mathcal{A}_{n}\left(\frac{p_{i}}{\mu}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)=\mathcal{Z}_{n}\left(\frac{p_{i}}{\mu}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \mathcal{F}_{n}\left(\frac{p_{i}}{\mu}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \tag{5.32}
\end{equation*}
$$

where $\mathcal{Z}_{n}$ is a colour operator generating all infrared singularities, and acting on the finite vector $\mathcal{F}_{n}$. Since the non-trivial colour structure of $\mathcal{Z}_{n}$ arises entirely from the soft factor, it will obey a matrix renormalisation group equation of the same form as Eq. 5.24, and the solution will again be an exponential, which we can write as

$$
\begin{equation*}
\mathcal{Z}_{n}\left(\frac{p_{i}}{\mu}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)=\mathcal{P} \exp \left[\frac{1}{2} \int_{0}^{\mu^{2}} \frac{d \lambda^{2}}{\lambda^{2}} \Gamma_{n}\left(\frac{p_{i}}{\lambda}, \alpha_{s}\left(\lambda^{2}, \epsilon\right)\right)\right] \tag{5.33}
\end{equation*}
$$

with the full infrared anomalous dimension matrix $\Gamma_{n}$ satisfying a constraint equation inherited from Eq. (5.28). The general solution to that equation will take the form

$$
\begin{equation*}
\Gamma_{n}\left(\frac{p_{i}}{\mu}, \alpha_{s}\left(\mu^{2}\right)\right)=\Gamma_{n}^{\operatorname{dip}}\left(\frac{s_{i j}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right)\right)+\Delta_{n}\left(\rho_{i j k l}, \alpha_{s}\left(\mu^{2}\right)\right) \tag{5.34}
\end{equation*}
$$

with $\Gamma_{n}^{\text {dip }}$ a particular solution of the inhomogeneous equation, akin to Eq. 5.31, and $\Delta_{n}$ the general solution of the homogeneous problem. Considering first the dipole term, after the cancellation of of the dependence on the auxiliary vectors, the logarithms of the scaling variables $\rho_{i j}$ must be replaced with logarithms of the corresponding Mandelstam invariants. At this point we can also reinstate the analytic properties, which we have neglected so far, recalling from Section 4.1 that time-like invariants carry imaginary parts. With these considerations, we can finally write the dipole formula as $73-76$

$$
\begin{equation*}
\Gamma_{n}^{\operatorname{dip}}\left(\frac{s_{i j}}{\mu^{2}}, \alpha_{s}\left(\mu^{2}\right)\right)=\frac{1}{2} \widehat{\gamma}_{K}\left(\alpha_{s}\left(\mu^{2}\right)\right) \sum_{i=1}^{n} \sum_{j=i+1}^{n} \log \left(\frac{s_{i j} \mathrm{e}^{\mathrm{i} \pi \lambda_{i j}}}{\mu^{2}}\right) \mathbf{T}_{i} \cdot \mathbf{T}_{j}+\sum_{i=1}^{n} \gamma_{i}\left(\alpha_{s}\left(\mu^{2}\right)\right),( \tag{5.35}
\end{equation*}
$$

where $\gamma_{i}$ are colour-diagonal anomalous dimensions arising from jet functions, and the phases are given by $\lambda_{i j}=1$, if particles $i$ and $j$ are either both in the final state or both in the initial state, while $\lambda_{i j}=0$ otherwise.

Turning now to the homogeneous problem, we note that the operator $\Delta_{n}$, in the language of Eq. (5.28), must satisfy

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j \neq i} \frac{\partial}{\partial \ln \rho_{i j}} \Delta_{n}=0 \tag{5.36}
\end{equation*}
$$

As anticipated by the notation in Eq. 5.34, the general solution to this equation expresses the fact that $\Delta_{n}$ must be scale invariant in each momentum variable, which in turn implies that it can depend on Mandelstam invariants only through the conformal cross ratios defined in Eq. (5.26). Since $\Delta_{n}$ involves correlations of at least four particles, we can conclude that Eq. 5.35) gives the exact all-order result for the infrared anomalous dimension for $n=2,3$. Furthermore, for $n \geq 4$, we note that correlations involving four hard particles can only arise
starting at three loops. We conclude that Eq. 5.35 provides the exact result, up to two loops, for any number of hard particles: this is non-trivial, since at two loops three-particle correlations can arise (and indeed they do arise when hard particles are massive [400], as we briefly discuss in Section 5.3.5. This confirms, and further explains, the result of the direct calculation performed in 71, 72. Further constraints on $\Delta$ at three loops from various kinematic limits and symmetry arguments were studied in Refs. 401,402, highlighting the limited span of the space of functions available for such corrections.

The lowest order contribution to the conformal correction $\Delta_{n}$, at the three-loop order, was finally calculated for the first time in Ref. [77], and verified by an explicit amplitude calculation in $\mathcal{N}=4$ Super-Yang-Mills theory in Ref. 403. It takes the form of quadrupole colour correlations, with a kinematic dependence expressed in terms of a single combination of weight-five polylogarithms, of remarkable simplicity and elegance. We write

$$
\begin{equation*}
\Delta_{n}\left(\rho_{i j k l}, \alpha_{s}\right)=\left(\frac{\alpha_{s}}{\pi}\right)^{3} \Delta_{n}^{(3)}\left(\rho_{i j k l}\right)+\mathcal{O}\left(\alpha_{s}^{4}\right) \tag{5.37}
\end{equation*}
$$

where 77]

$$
\begin{align*}
& \Delta_{n}^{(3)}\left(\rho_{i j k l}\right)=\frac{1}{4} f_{a b e} f_{c d}^{e}\left\{-C \sum_{i=1}^{n} \sum_{\substack{1 \leq j<k \leq n \\
j, k \neq i}}\left\{\mathbf{T}_{i}^{a}, \mathbf{T}_{i}^{d}\right\} \mathbf{T}_{j}^{b} \mathbf{T}_{k}^{c}\right.  \tag{5.38}\\
& +\sum_{1 \leq i<j<k<l \leq n}\left[\mathbf{T}_{i}^{a} \mathbf{T}_{j}^{b} \mathbf{T}_{k}^{c} \mathbf{T}_{l}^{d} \mathcal{F}\left(\rho_{i k j l}, \rho_{i l j k}\right)+\mathbf{T}_{i}^{a} \mathbf{T}_{k}^{b} \mathbf{T}_{j}^{c} \mathbf{T}_{l}^{d} \mathcal{F}\left(\rho_{i j k l}, \rho_{i l k j}\right)\right. \\
& \\
& \left.\left.\quad+\mathbf{T}_{i}^{a} \mathbf{T}_{l}^{b} \mathbf{T}_{j}^{c} \mathbf{T}_{k}^{d} \mathcal{F}\left(\rho_{i j l k}, \rho_{i k l j}\right)\right]\right\}
\end{align*}
$$

One readily observes that the form of $\Delta$ is heavily constrained by Bose symmetry. The first line in Eq. 5.38) is a constant (kinematic-independent) colour tensor, with

$$
\begin{equation*}
C=\zeta_{5}+2 \zeta_{2} \zeta_{3} \tag{5.39}
\end{equation*}
$$

The specific value of the constant $C$ is crucial to preserve the property of collinear factorisation, to which we will return in Section 6, in the limit in which two (or more) hard particles become collinear, the scattering amplitude is expected to factorise, yielding a lower-multiplicity amplitude, multiplied times a splitting kernel, and the splitting kernel is expected to depend only on the quantum numbers of the collinear set. The value of the constant $C$ guarantees the necessary cancellations to enforce this result at three loops 77. In order to display the kinematic dependence of $\Delta$, it is useful to introduce auxiliary variables $\left\{z_{i j k l}, \bar{z}_{i j k l}\right\}$, defined by the relations

$$
\begin{equation*}
z_{i j k l} \bar{z}_{i j k l}=\rho_{i j k l}, \quad\left(1-z_{i j k l}\right)\left(1-\bar{z}_{i j k l}\right)=\rho_{i l k j} \tag{5.40}
\end{equation*}
$$

In terms of these variables, we can express the kinematic function $\mathcal{F}$ as

$$
\begin{equation*}
\mathcal{F}\left(\rho_{i j k l}, \rho_{i l k j}\right)=F\left(1-z_{i j k l}\right)-F\left(z_{i j k l}\right) \tag{5.41}
\end{equation*}
$$

where, finally, one finds

$$
\begin{equation*}
F(z)=\mathcal{L}_{10101}(z)+2 \zeta_{2}\left[\mathcal{L}_{001}(z)+\mathcal{L}_{100}(z)\right] \tag{5.42}
\end{equation*}
$$

The functions $\mathcal{L}_{w}(z)$ (where $w$ is a word composed of zeroes and ones) are single-valued harmonic polylogarithms (SVHPL) 404. These are special combinations of harmonic polylogarithms 405]
with the property of being single-valued in the kinematic region where $\bar{z}$ is equal to the complex conjugate of $z$ : this region is a subset of the Euclidean region, where all Mandelstam invariants are spacelike, $s_{i j}<0$. Unitarity of massless scattering amplitudes dictates that they can only have singularities due to the vanishing of Mandelstam invariants, which do not occur in the Euclidean region of fixed angle scattering. Thus, the single-valuedness of the function $F$ directly reflects the analytic structure of the underlying amplitude. Interestingly, the landmark result in Eq. (5.38) can be derived without resorting to the explicit calculation of the relevant Feynman diagrams, but rather by using bootstrap methods, i.e. by identifying the space of functions which can contribute to $\Delta^{(3)}$, and subsequently imposing kinematic constraints arising from known symmetries and limiting behaviours of the scattering amplitude, such as high-energy and collinear limits. This was done successfully at the three-loop order in Ref. [406], reproducing Eqs. $5.38-5.42$.

We emphasise that, in this Section, we have chosen to arrive at the general expression for the infrared anomalous dimension matrix in Eq. (5.34) following the path of factorisation. Eq. (5.34), with the definition of the dipole contribution in Eq. (5.35), are thus valid to all orders in perturbation theory. The historical path was quite different, starting with studies at two loops. The general structure of infrared divergences in multi-particle scattering amplitudes for massless non-abelian gauge theories at two-loops was first displayed in the seminal paper by Catani, Ref. 407, and subsequently derived from factorisation in Ref. 408. At that time, the precise form of soft single-pole contributions at two loops could not be explicitly determined, and in principle it was natural to expect a colour-tripole contribution at that level. Explicit calculations of four-point scattering amplitudes and splitting functions at two loops 409 417) indeed found single-pole contributions with a colour-tripole structure. It turns out however that these contributions do not arise at the level of the soft anomalous dimension (in a minimal scheme), but can be generated when the infrared factorisation formula is expanded to finite orders, and the one-loop hard part has been defined in a non-minimal scheme, such as the one employed in Ref. 407. The absence of tripole contributions in the soft anomalous dimension at two loops was later explicitly verified by direct calculation in Refs. 71, 72. Finally, Refs. 73 - 76 provided the underlying symmetry argument for the cancellation, which leads to the all-order structure in displayed in Eq. (5.34). Importantly, it has been conjectured in [418, 419] that the cancellation extends to all odd colour multipoles, which would for example forbid the presence of a penta-pole contribution to $\Delta_{n}$ at four loops.

The frontier of current research is the evaluation of the infrared anomalous dimension matrix at the four-loop level for massless gauge theories, and at the three-loop level in the presence of massive coloured particles. At four loops, the occurrence of quartic Casimir operators in the cusp anomalous dimensions provides interesting new constraints, in particular arising from the requirements of collinear factorisation. The infrared anomalous dimension matrix for multiparticle amplitudes will also contain quartic Casimir contributions at four loops, with a more intricate colour structure as compared with the cusp. These two sets of contributions must however be subtly correlated in order to preserve known all-order properties of the amplitudes in collinear and high-energy limits. These constraints have been studied in Refs. 420,421, where a general ansatz for the infrared matrix was provided. It is possible that a bootstrap approach will succeed in determining all the unknown functions in the ansatz in 421, if a sufficient number of constraints can be imposed. Interestingly, the first direct evidence for the existence of terms beyond the dipole formula came from the analysis of the high-energy limit in Ref. [422], which uncovered a single-pole contribution at four loops, of the quartic Casimir type. More recently, further constraints on the infrared matrix, arising from the high-energy limit, were uncovered in Refs. [423-428]: the high-energy limit of the infrared matrix is now known to all-orders at next-to-leading logarithmic (NLL) accuracy, while NNLL contributions constrain the quartic

Casimir component at four loops.
Before moving on to illustrating techniques which are useful for explicit computation of the infrared matrix in Section 5.3, we conclude this Section by highlighting some interesting consequences of the dipole approximation, Eq. (5.35), first in the high-energy limit, and then in the language of the celestial approach to the infrared limit.

### 5.2.1 Taking the high-energy limit

Our discussion of scattering amplitudes so far has been limited by the fixed-angle assumption, which in principle excludes very interesting and important configurations, such as the cases of soft and collinear radiation (to be discussed in Section 6D, and the high-energy limit, where the total energy $s$ of the process is much larger than all $t$ - and $u$-channel Mandelstam invariants involving both initial and final state particles. It is important to note, however, that once we have achieved a prediction for infrared poles for a generic configuration of momenta, we are free to approach (though not to reach) singular limits, where certain Mandelstam invariants are much larger than others. Near these limits, the corresponding logarithms will become dominant, but the predictions concerning infrared poles will continue to apply: indeed, selecting dominant terms in an expansion in external invariants cannot generate new infrared singularities. The failure of the infrared factorisation that we have described so far will, instead, manifest itself in the fact that we will be unable to predict the infrared-finite parts of the dominant logarithmic terms in the relevant limit. This simple consideration opens the way for cross-fertilisation between factorisations, and resummations, obtained in different limiting configurations. In what follows, we will briefly summarise an example of such a cross-fertilisation, examining how infrared factorisation constrains and complements the high-energy limit.

The high-energy, or Regge limit of gauge amplitudes has been the subject of a vast body of studies over a span of several decades (see, for example, [263.429], and, more recently, [430, 431]). For the sake of illustration, here we will focus on the case of the four-gluon amplitude in a massless gauge theory, although the results generalise both to quark amplitudes and to multiparticle scattering. As with any renormalised massless four-point amplitude, the four-gluon amplitude is a function of the Mandelstam invariants $s, t$ and $u$, satisfying $s+t+u=0$, and of the renormalisation scale $\mu$. The high-energy limit is defined, in the physical region, by taking $s \gg-t>0$. In this limit, the amplitude is dominated by the exchange of a spin- 1 gluon in the $t$ channel, and loop corrections generate large logarithms of the ratio $s /(-t)$. Leading and next-to-leading logarithms can be resummed to all orders thanks to the process of Reggeisation, which roughly amounts to the replacement of the $t$-channel gluon propagator in the tree-level amplitude according to the rule 432

$$
\begin{equation*}
\frac{1}{t} \rightarrow \frac{1}{t}\left(\frac{s}{-t}\right)^{\alpha(t)} \tag{5.43}
\end{equation*}
$$

where $\alpha(t)$ is the Regge trajectory, which can be computed in perturbation theory, and is characterised by the presence of infrared poles. At one-loop, for example, one can write

$$
\begin{equation*}
\alpha(t)=\left(\frac{\mu^{2}}{-t}\right)^{\epsilon} \frac{\alpha_{s}\left(\mu^{2}\right)}{\pi} \alpha^{(1)}+\mathcal{O}\left(\alpha_{s}^{2}\right), \tag{5.44}
\end{equation*}
$$

with $\alpha^{(1)}=C_{A} /(2 \epsilon)$. At the $n$-loop order, $\alpha^{(n)}$ has poles up to $1 / \epsilon^{n}$, as well as finite parts.
To be more precise, consider the scattering process $g\left(k_{1}\right)+g\left(k_{2}\right) \rightarrow g\left(k_{3}\right)+g\left(k_{4}\right)$. At leadinglogarithmic (LL) accuracy [433], and next-to-leading logarithmic (NLL) accuracy for the real
part of the amplitude [434], one can write the factorised expression

$$
\begin{align*}
& \mathcal{A}_{4 g}\left(\frac{s}{\mu^{2}}, \frac{t}{\mu^{2}}, \alpha_{s}, \epsilon\right)=4 \pi \alpha_{s} \frac{s}{t}\left[\left(\mathbf{T}^{a}\right)_{a_{1} a_{3}} C_{\lambda_{1} \lambda_{3}}\left(k_{1}, k_{3}\right)\right] \\
& \times\left[\left(\frac{s}{-t}\right)^{\alpha(t)}+\left(\frac{-s}{-t}\right)^{\alpha(t)}\right]\left[\left(\mathbf{T}_{a}\right)_{a_{2} a_{4}} C_{\lambda_{2} \lambda_{4}}\left(k_{2}, k_{4}\right)\right] \tag{5.45}
\end{align*}
$$

where $s=\left(k_{1}+k_{2}\right)^{2}, t=\left(k_{1}-k_{3}\right)^{2}, a_{i}$ and $\lambda_{i}$ are respectively the colour and polarisation labels of the gluons, and the colour operators $\mathbf{T}_{b c}^{a}=-\mathrm{i} f_{b c}^{a}$ in the adjoint representation. The functions $C_{\lambda_{i} \lambda_{j}}\left(k_{i}, k_{j}\right)$ depend on gluon helicities, but not on the center-of-mass energy $\sqrt{s}$, and are called impact factors: they describe the separate dynamical evolution of the two colliding particles as they are scattered by a small angle through the exchange of a reggeized gluon. The central factor in Eq. (5.45), which is responsible for the $s$ dependence, takes into account the symmetry of the amplitude under $s \leftrightarrow u$, and the fact that $u=-s$ at leading power in the high-energy limit.

The fact that the Regge trajectory $\alpha(t)$ is infrared singular implies that the coefficients of the high-energy $\operatorname{logarithms} \log (s / t)$ will contain infrared poles. These poles can be predicted by infrared factorisation: we expect therefore that the high-energy limit of Eq. (5.33) will reflect the structure of the factorisation in Eq. 5.45. Focusing on the dipole contribution to the infrared anomalous dimension, Eq. 5.35, it is easy to verify that this is indeed the case. At leading power in $t / s$, one finds that the infrared operator in Eq. (5.33), in the case of the four-gluon amplitude, factorises in the form 343,344

$$
\begin{equation*}
\mathcal{Z}_{4}\left(\frac{s}{\mu^{2}}, \frac{t}{\mu^{2}}, \alpha_{s}\right)=\exp \left[-2 \pi \mathrm{i} K\left(\alpha_{s}\right)\right] \mathcal{Z}_{4, C}\left(\frac{t}{\mu^{2}}, \alpha_{s}\right) \widetilde{\mathcal{Z}}\left(\frac{s}{t}, \alpha_{s}\right)+\mathcal{O}\left(\frac{t}{s}\right) \tag{5.46}
\end{equation*}
$$

where $K\left(\alpha_{s}\right)$ was defined in Eq. 4.30). The energy-independent factor $\mathcal{Z}_{4, C}$ in Eq. (5.46) is a product of four 'jet' factors, associated with each one of the external particles, and is naturally interpreted as a divergent contribution to the impact factors in Eq. 5.45. It can be written as

$$
\begin{equation*}
\mathcal{Z}_{4, C}\left(\frac{t}{\mu^{2}}, \alpha_{s}\right)=\exp \left\{2\left[K\left(\alpha_{s}\right) \log \left(\frac{-t}{\mu^{2}}\right)+D\left(\alpha_{s}\right)\right]+4 B_{g}\left(\alpha_{s}\right)\right\} \tag{5.47}
\end{equation*}
$$

where we defined the functions

$$
\begin{align*}
D\left(\alpha_{s}\right) & =-\frac{1}{4} \int_{0}^{\mu^{2}} \frac{d \lambda^{2}}{\lambda^{2}} \gamma_{K}\left(\alpha_{s}\left(\lambda^{2}\right)\right) \log \left(\frac{\mu^{2}}{\lambda^{2}}\right) \\
B_{g}\left(\alpha_{s}\right) & =-\frac{1}{2} \int_{0}^{\mu^{2}} \frac{d \lambda^{2}}{\lambda^{2}} \gamma_{g}\left(\alpha_{s}\left(\lambda^{2}\right)\right) \tag{5.48}
\end{align*}
$$

and $\gamma_{g}$ is the gluon jet anomalous dimension. Recalling Eq. 2.32), one sees that the function $D\left(\alpha_{s}\right)$ encodes double poles of soft-collinear origin, which do not display colour correlations, as expected from the general structure of infrared factorisation. Energy dependence and colour correlations in the high-energy limit are confined to the factor $\widetilde{\mathcal{Z}}$ in Eq. 5.46. In order to write it explicitly, it is useful to define colour charges associated with exchanges in the $s, t$ and $u$ channels, according to 388

$$
\begin{align*}
\mathbf{T}_{s} & \equiv \mathbf{T}_{1}+\mathbf{T}_{2}=-\left(\mathbf{T}_{3}+\mathbf{T}_{4}\right) \\
\mathbf{T}_{t} & \equiv \mathbf{T}_{1}+\mathbf{T}_{3}=-\left(\mathbf{T}_{3}+\mathbf{T}_{4}\right) \\
\mathbf{T}_{u} & \equiv \mathbf{T}_{1}+\mathbf{T}_{4}=-\left(\mathbf{T}_{2}+\mathbf{T}_{3}\right) \tag{5.49}
\end{align*}
$$

Due to colour conservation, these charges obey a sum rule formally similar to the sum of Mandelstam invariants, with masses replaced by quadratic Casimir eigenvalues. One verifies that

$$
\begin{equation*}
\mathbf{T}_{s}^{2}+\mathbf{T}_{t}^{2}+\mathbf{T}_{u}^{2}=\sum_{i=1}^{4} C_{i}^{(2)} \tag{5.50}
\end{equation*}
$$

In terms of these colour operators, one finds

$$
\begin{equation*}
\widetilde{\mathcal{Z}}\left(\frac{s}{t}, \alpha_{s}\right)=\exp \left\{\widehat{K}\left(\alpha_{s}\right)\left[\log \left(\frac{s}{-t}\right) \mathbf{T}_{t}^{2}+i \pi \mathbf{T}_{s}^{2}\right]\right\} \tag{5.51}
\end{equation*}
$$

where $\widehat{K}\left(\alpha_{s}\right)$ is the function in Eq. 4.30 with the quadratic Casimir of the appropriate representation scaled out (in the present case, $\left.\widehat{K}\left(\alpha_{s}\right)=K\left(\alpha_{s}\right) / C_{A}\right)$. Leading high-energy logarithms accompanied by infrared poles are generated exclusively from the first term in the exponent, and a direct matching with Eq. (5.45) yields an expression for the divergent part of the Regge trajectory $\alpha(t)$. Indeed, when the colour operator $\widetilde{\mathcal{Z}}$ acts on a tree-level exchange dominated at leading power by $t$-channel octet exchange (as is the case for gluon scattering), one can replace the colour operator $\mathbf{T}_{t}^{2}$ by its eigenvalue $C_{A}$. One then finds that

$$
\begin{equation*}
\alpha(t)=K\left(\alpha_{s}(-t), \epsilon\right), \tag{5.52}
\end{equation*}
$$

where we naturally chose the renormalisation scale as $\mu^{2}=|t|$. Eq. 5.52 readily reproduces Eq. (5.44) at one loop, and provides an all-order expression for infrared poles at leadinglogarithmic accuracy. Note that an expression analogous to Eq. (5.52) was derived much earlier, in Refs. $340-342$, with a different approach to the high-energy limit. Recognising that highenergy scattering for $s \gg-t$ corresponds to small scattering angles, the colliding particles are approximated with infinite (as opposed to semi-infinite) Wilson lines, corresponding to the classical trajectories for forward scattering, and separated by a fixed impact parameter in the transverse plane. Arguments closer to the ones discussed here were also given in Ref. 435.

In recent years, constraints linking the high-energy limit of scattering amplitudes with infrared factorisation have been successfully exploited to gain a number of important insights. For example, Refs. 436, 437] showed how infrared information can be used to go beyond the (next-to-)leading logarithmic approximation of Eq. 5.45), uncovering contributions that are not described by simple gluon reggeisation, and in particular explaining the breakdown of Eq. (5.45) for the real part of the amplitude at NLL accuracy, first observed in Ref. [438]. The case of $\mathcal{N}=4$ Super-Yang-Mills theory was considered in Refs. 439, 440, focusing in particular on an interesting set of sub-leading colour contributions [441. On the other hand, powerful tools are available to study the high-energy limit of scattering amplitudes with a much greater accuracy and generality than the approximation described by Eq. 5.45). In particular, over the years, an effective theory for the high-energy limit in terms of multiple parallel Wilson lines interacting at finite impact parameters has been developed, leading to the Balitsky-JIMWLK equation [442 448]. This framework was recast in Ref. [422] in a formulation allowing for a much more direct comparison with infrared factorisation: this made possible the first direct calculation of a contribution to the soft anomalous dimension matrix going beyond the dipole formula, at the four-loop level. A systematic development of the framework proposed in [422] has led to the determination of the soft anomalous dimension matrix for $2 \rightarrow 2$ scattering amplitudes at NLL accuracy to all orders in perturbation theory [423-425], and at NNLL accuracy up to four loops 426428 . This result, in turn, establishes for the first time the presence of quartic Casimir contributions to the soft anomalous dimension matrix, beyond those induced by the cusp anomalous dimension.

### 5.2.2 A celestial view

We conclude this Section by providing an example of how the novel approach to the infrared limit introduced in Refs. [147, 148], and reviewed in Refs. [161, 449], can provide fresh and surprising insights on the physics and mathematics of soft interactions. We will use the dipole formula, Eq. 5.35, as an example. Following Ref. 164 , we will begin by rewriting the dipole formula in coordinates appropriate to the celestial sphere. We will see that this formulation leads to a remarkable simplification of the infrared operator $\mathcal{Z}_{n}$, defined in Eq. (5.33), in the dipole approximation. We will then observe that colour correlations, which originate exclusively from wide-angle soft radiation, can be computed in terms of a simple two-dimensional conformal field theory on the celestial sphere: a remarkable result, which might well lead to further insights beyond the dipole approximation, and new computational techniques.

As a first step, it is useful to disentangle the explicit dependence on the running renormalisation scale $\lambda$ in the integrand in Eq. (5.33) from colour correlations. To this end, note that the soft anomalous dimension matrix, given by Eq. 5.35 in the dipole approximation, must be evaluated at the running scale $\lambda$ when substituted in Eq. (5.33), where $\lambda$ is the integration variable. It is then useful to rewrite the arguments of the logarithms in Eq. (5.33) in terms of the fixed scale $\mu$, and then use colour conservation, expressed by Eq. (5.19). This leads to

$$
\begin{align*}
\Gamma_{n}^{\operatorname{dip}}\left(\frac{s_{i j}}{\lambda^{2}}, \alpha_{s}(\lambda, \epsilon)\right)= & \frac{1}{2} \widehat{\gamma}_{K}\left(\alpha_{s}(\lambda, \epsilon)\right) \sum_{i=1}^{n} \sum_{j=i+1}^{n} \ln \left(\frac{-s_{i j}+\mathrm{i} \eta}{\mu^{2}}\right) \mathbf{T}_{i} \cdot \mathbf{T}_{j}  \tag{5.53}\\
& -\sum_{i=1}^{n} \gamma_{i}\left(\alpha_{s}(\lambda, \epsilon)\right)-\frac{1}{4} \widehat{\gamma}_{K}\left(\alpha_{s}(\lambda, \epsilon)\right) \ln \left(\frac{\mu^{2}}{\lambda^{2}}\right) \sum_{i=1}^{n} C_{i}^{(2)}
\end{align*}
$$

Eq. (5.53) reflects the fact that colour correlations arise only from the exchange of soft, wideangle gluons, and therefore they involve only single soft poles, generated by the first line in Eq. 5.53. Collinear effects must be free of colour correlations, as dictated by the form of the factorisation in Eq. (5.5): this is reflected in the second line in Eq. 5.53), which is a sum of contributions from each external particle, including double-pole contributions arising from the last term.

The second step, which is natural in the approach of Refs. 147, 148, is to parametrise particle momenta in celestial coordinates, using

$$
\begin{equation*}
p_{i}^{\mu}=\omega_{i}\left\{1+z_{i} \bar{z}_{i}, z_{i}+\bar{z}_{i},-\mathrm{i}\left(z_{i}-\bar{z}_{i}\right), 1-z_{i} \bar{z}_{i}\right\} \tag{5.54}
\end{equation*}
$$

Eq. (5.54) describes a massless momentum $p_{i}^{\mu}$ in terms of a light-cone energy $\omega_{i}$ and a dimensionless complex coordinate $z_{i}$ identifying the direction of $p_{i}^{\mu}$. More precisely, note that the set of light rays emanating from the origin in four-dimensional Minkowsky space is in one-to-one correspondence with the points of a sphere $\mathcal{S}_{2}$. At asymptotically large light-cone times, the sphere can be mapped to the complex plane, and $z_{i}$ identifies the intersection of the light ray corresponding to $p_{i}^{\mu}$ with this asymptotic celestial sphere. Importantly, the Lorentz group $S O(1,3)$ acts on the celestial coordinates $z_{i}$ as $S L(2, \mathbf{C})$, providing a first suggestion that the theory describing the asymptotic dynamics could be a two-dimensional conformal field theory. For our present purposes, an important immediate consequence of the parametrisation in Eq. (5.54) is the expression for the Mandelstam invariants, which are given by

$$
\begin{equation*}
s_{i j}=2 p_{i} \cdot p_{j}=4 \omega_{i} \omega_{j}\left|z_{i}-z_{j}\right|^{2} \tag{5.55}
\end{equation*}
$$

This implies that the logarithms appearing in the colour-correlated part of Eq. (5.53) will decompose as

$$
\begin{equation*}
\log \left(\frac{-s_{i j}+\mathrm{i} \eta}{\mu^{2}}\right)=\log \left(\left|z_{i}-z_{j}\right|^{2}\right)+\log \left(\frac{\omega_{i}}{\mu}\right)+\log \left(\frac{\omega_{j}}{\mu}\right)+2 \log 2+\mathrm{i} \pi \tag{5.56}
\end{equation*}
$$

We can now neatly separate colour-correlated from colour-singlet contributions to the soft anomalous dimension matrix, writing

$$
\begin{equation*}
\Gamma_{n}^{\operatorname{dip}}\left(\frac{s_{i j}}{\lambda^{2}}, \alpha_{s}(\lambda, \epsilon)\right) \equiv \Gamma_{n}^{\text {corr }}\left(z_{i j}, \alpha_{s}(\lambda, \epsilon)\right)+\Gamma_{n}^{\operatorname{singl}}\left(\frac{\omega_{i}}{\lambda}, \alpha_{s}(\lambda, \epsilon)\right), \tag{5.57}
\end{equation*}
$$

where we defined $z_{i j} \equiv z_{i}-z_{j}$. The colour-singlet contribution is given by

$$
\begin{equation*}
\Gamma_{n}^{\operatorname{singl}}\left(\frac{\omega_{i}}{\lambda}, \alpha_{s}(\lambda, \epsilon)\right)=-\sum_{i=1}^{n} \gamma_{i}\left(\alpha_{s}(\lambda, \epsilon)\right)-\frac{1}{4} \widehat{\gamma}_{K}\left(\alpha_{s}(\lambda, \epsilon)\right) \sum_{i=1}^{n} \ln \left(\frac{-4 \omega_{i}^{2}+\mathrm{i} \eta}{\lambda^{2}}\right) C_{i}^{(2)}, \tag{5.58}
\end{equation*}
$$

while colour correlations are generated by

$$
\begin{equation*}
\Gamma_{n}^{\text {corr }}\left(z_{i j}, \alpha_{s}(\lambda, \epsilon)\right)=\frac{1}{2} \widehat{\gamma}_{K}\left(\alpha_{s}(\lambda, \epsilon)\right) \sum_{i=1}^{n} \sum_{j=i+1}^{n} \ln \left(\left|z_{i j}\right|^{2}\right) \mathbf{T}_{i} \cdot \mathbf{T}_{j} . \tag{5.59}
\end{equation*}
$$

Eq. (5.59) is remarkable, showing that the dependence on the running scale $\lambda$, the coupling, and the infrared regulator is universal, and completely factorised from colour correlations. As a consequence, one can write the colour-correlated part of the infrared operator $\mathcal{Z}_{n}$ in a strikingly simple way, as

$$
\begin{align*}
\mathcal{Z}_{n}^{\text {corr }}\left(z_{i j}, \alpha_{s}(\mu), \epsilon\right) & \equiv \exp \left[\int_{0}^{\mu} \frac{d \lambda}{\lambda} \widehat{\Gamma}_{n}^{\operatorname{corr}}\left(z_{i j}, \alpha_{s}(\lambda, \epsilon)\right)\right] \\
& =\exp \left[-\widehat{K}\left(\alpha_{s}(\mu), \epsilon\right) \sum_{i=1}^{n} \sum_{j=i+1}^{n} \ln \left(\left|z_{i j}\right|^{2}\right) \mathbf{T}_{i} \cdot \mathbf{T}_{j}\right] \tag{5.60}
\end{align*}
$$

The celestial parametrisation given in Eq. (5.54) thus shows that the factorisation of infrared singularities in the universal function $\widehat{K}$ is completely general, and not limited to the high-energy limit of four-point amplitudes given in Eq. 5.51). This universal role of the function $\widehat{K}$, which can be seen as the scale average of the light-like cusp anomalous dimension in the infrared range, provides support for a long-standing suggestion: that the light-like cusp should indeed be taken as a proper definition of the gauge coupling in the infrared regime [359, $360,450,453$ ].

Taking now a more directly celestial viewpoint, we note that the expression in Eq. (5.60), regarded as a function on the punctured Riemann sphere, bears a striking similarity to a correlator of primary fields in a two-dimensional conformal field theory. This similarity was noticed, in the case of QED, in [454, and, in greater detail, in [455]. Note however that in QED the infrared operator $\mathcal{Z}_{n}$ is one-loop exact, whereas Eq. (5.60) organises highly non-trivial all-order corrections in the non-abelian theory. In order to explore this remarkable connection, following Ref. [164], consider a theory of free bosons, spanning the adjoint representation of the gauge algebra, with the action

$$
\begin{equation*}
S[\phi]=\frac{1}{2 \pi} \int d^{2} z \partial_{z} \phi^{a}(z, \bar{z}) \partial_{\bar{z}} \phi_{a}(z, \bar{z}), \tag{5.61}
\end{equation*}
$$

with $a=1, \ldots, N_{c}^{2}-1$ for $S U(N)$. As a conformal theory on the sphere, the action in Eq. (5.61) is of course well-known 456], not least because it maps to the action for the free bosonic string, if the adjoint index $a$ is replaced by a space-time index $\mu$ (see, for example, 457). The theory is completely solvable: the energy-momentum tensor is traceless and conserved, and furthermore the manifest global translation invariance of Eq. (5.61) implies the existence of two conserved Noether currents, respectively holomorphic and anti-holomorphic, given by

$$
\begin{equation*}
j^{a}(z)=\partial_{z} \phi^{a}(z, \bar{z}), \quad \tilde{j}^{a}(\bar{z})=\partial_{\bar{z}} \phi^{a}(z, \bar{z}) . \tag{5.62}
\end{equation*}
$$

By analogy with the bosonic string, and generalising the QED results of Refs. 454, 455 to the non-abelian theory, one can introduce matrix-valued vertex operators of the form

$$
\begin{equation*}
V(z, \bar{z}) \equiv: \mathrm{e}^{\mathrm{i} \kappa \mathbf{T}_{z} \cdot \phi(z, \bar{z})}:, \tag{5.63}
\end{equation*}
$$

where the colon denotes normal ordering, $\kappa$ is a normalisation constant, and $\mathbf{T}_{z}$ is a colour operator as defined in Section 5.1.2. Note that colour operators are associated with points on the sphere: operators acting at different points commute, as dictated by the structure of the gauge-theory factorisation that we are trying to reproduce.

It is far from obvious that Eq. (5.63) defines a proper conformal primary field, since $V(z, \bar{z})$ is a matrix in colour space, however it can be readily verified that the vertex operator has a well-defined conformal weight, given by $h=\kappa^{2} C_{r}^{(2)} / 4>0$, where $C_{r}^{(2)}$ is the quadratic Casimir eigenvalue of the representation chosen for the operator $\mathbf{T}_{z}$. Similarly, one can verify that the two-point function of two vertex operators has the appropriate power-law behaviour

$$
\begin{equation*}
\left\langle V\left(z_{1}, \bar{z}_{1}\right) V\left(z_{2}, \bar{z}_{2}\right)\right\rangle \sim\left|z_{12}\right|^{-4 h} . \tag{5.64}
\end{equation*}
$$

Computing correlators of vertex operators of the form of Eq. 5.63 in the theory defined by Eq. (5.61) is a straighforward exercise, and one finds

$$
\begin{equation*}
\mathcal{C}_{n}\left(\left\{z_{i}\right\}, \kappa\right) \equiv\left\langle\prod_{i=1}^{n} V\left(z_{i}, \bar{z}_{i}\right)\right\rangle=C\left(N_{c}\right) \exp \left[\frac{\kappa^{2}}{2} \sum_{i=1}^{n} \sum_{j=i+1}^{n} \ln \left(\left|z_{i j}\right|^{2}\right) \mathbf{T}_{i} \cdot \mathbf{T}_{j}\right] \tag{5.65}
\end{equation*}
$$

where $C\left(N_{c}\right)$ is an overall normalisation depending only on the dimension of the gauge algebra. Manifestly, the correlator $\mathcal{C}_{n}$ reproduces Eq. (5.60), with the identification $\kappa^{2}=-2 \widehat{K}\left(\alpha_{s}, \epsilon\right)$.

Further checks of the power of the celestial approach are possible. One may consider limits where one of the $n$ hard particles becomes soft, or where two particles become collinear. Strictly speaking, these limits lie outside the range of validity of the fixed-angle approximation, as was the case for the high-energy limit discussed in Section 5.2.1. One may however study how these limits are approached, and the predictions for infrared poles will remain valid near the limits. We will discuss the factorisation properties of real radiation in soft and collinear limits in greater detail in Section 6, however, for completeness, we will describe here how some crucial aspects of that factorisation emerge from the celestial viewpoint.

The first interesting case is the limit in which a single hard particle becomes soft. At tree level, this limit is described by a simple factorisation, discussed already in 137 for the abelian theory, and presented here in Eq. (6.2) of Section (6. As expected from the general reasoning of Ref. [147], this tree-level soft factorisation can be derived in the celestial context as a Ward identity for the translation symmetry of the action in Eq. 5.61. Indeed, computing a correlator of vertex operators with the insertion of a holomorphic current, by means of the conformal OPE, yields the result

$$
\begin{equation*}
\left\langle\partial_{z} \phi^{a}(z, \bar{z}) \prod_{i=1}^{n} V\left(z_{i}, \bar{z}_{i}\right)\right\rangle \simeq-\frac{\mathrm{i}}{2} \sum_{i=1}^{n} \frac{\mathbf{T}_{i}^{a}}{z-z_{i}} \mathcal{C}_{n}\left(\left\{z_{i}\right\}, \kappa\right) \tag{5.66}
\end{equation*}
$$

which reproduces Eq. 6.2 , upon projecting on one of the two physical polarisations for the soft gluon, with the tree-level soft current given by Eq. (5.17). The poles as $z \rightarrow z_{i}$ are collinear poles, corresponding to the singularities of the soft current as the soft momentum $k$ becomes parallel to one of the hard momenta $p_{i}$. A Ward identity equivalent to Eq. (5.66) was derived in Ref. [154] (see also Refs. 454, 458, 459]) using a current built with asymptotic expressions for the gauge fields near null infinity.

Collinear limits for the soft anomalous dimension matrix in the dipole approximation were studied in Ref. [75], and are discussed here in Section 6. In such limits, it is useful to construct a splitting anomalous dimension, defined by

$$
\begin{equation*}
\Gamma_{\mathrm{Sp}}\left(p_{1}, p_{2}\right) \equiv \Gamma_{n}\left(p_{1}, p_{2}, \ldots, p_{n}\right)-\left.\Gamma_{n-1}\left(p, p_{3}, \ldots, p_{n}\right)\right|_{\mathbf{T}_{p} \rightarrow \mathbf{T}_{1}+\mathbf{T}_{2}}, \tag{5.67}
\end{equation*}
$$

where $p_{1}$ and $p_{2}$ are the momenta becoming collinear, and $p$ is their common collinear limit. The statement of collinear factorisation at amplitude leve ${ }^{31}$ is the fact that the splitting anomalous dimension $\Gamma_{\mathrm{Sp}}$ depends only on the quantum numbers of the two collinear particles. Using a precise definition of the collinear limit on the celestial sphere [164], one may compute collinear limits of the celestial correlator $\mathcal{C}_{n}$ by means of the conformal OPE. Upon reinstating the energy dependence that was factored in the singlet contribution, Eq. (5.58), one may verify that collinear factorisation is built in the conformal correlation function, and one recovers the known all-order expression for the splitting anomalous dimension in the dipole approximation, first derived in Ref. [75],

$$
\begin{gather*}
\Gamma_{\mathrm{Sp} .}\left(p_{1}, p_{2}\right)=\frac{1}{2} \widehat{\gamma}_{K}\left(\alpha_{s}\right)\left[\ln \left(\frac{-s_{12}+\mathrm{i} \eta}{\mu^{2}}\right) \mathbf{T}_{1} \cdot \mathbf{T}_{2}-\ln x \mathbf{T}_{1} \cdot\left(\mathbf{T}_{1}+\mathbf{T}_{2}\right)\right. \\
\left.-\ln (1-x) \mathbf{T}_{2} \cdot\left(\mathbf{T}_{1}+\mathbf{T}_{2}\right)\right], \tag{5.68}
\end{gather*}
$$

where $x$ and $1-x$ are the energy fractions carried by the two collinear particles $p_{1}$ and $p_{2}$, respectively.

The emerging connection between the infrared properties of massless non-abelian gauge theories and two-dimensional conformal field theories is certainly one of the most striking aspects of the approach pioneered in Refs. 147,148 . It can be more precisely formalised by taking a Mellin transform of momentum-space scattering amplitudes with respect to light-cone energies, which yields the so-called celestial amplitudes (see, for example, $460-463$ ), which have simple transformation properties under the two-dimensional conformal group. Within this approach, results similar, and in part complementary, to the ones discussed in this Section, were obtained in Ref. [464], and further extended in Ref. [465], studying special colour configurations and the high-energy limit of four-point amplitudes ${ }^{32}$. In principle, existing gauge-theory data can be used to explore the non-linear generalisation of Eq. (5.61), which would be needed in order to extend this analysis beyond the dipole approximation. If this generalisation can be identified, conformal field theory techniques may well provide powerful new tools for the study of infrared factorisation, at high orders in perturbation theory, and possibly beyond.

### 5.3 Computing the infrared anomalous dimension matrix

It should be clear from the arguments of Section 5.2 that the infrared anomalous dimension matrix defined in Eq. (5.34) is the cornerstone for the discussion of soft and collinear divergences in gauge theory scattering amplitudes, as well as a crucial ingredient for the resummation of large logarithms in many cross sections of phenomenological interest; furthermore, it gives a perturbative window to explore the connection between colour exchanges and kinematic configurations, providing insights that have implications to all orders in perturbation theory. It is clear therefore that it is very worthwhile to develop systematic tools to compute $\Gamma_{n}$ to high orders in perturbation theory.

[^27]To this end, one may first note that the hard collinear components of the infrared matrix, essentially contained in the jet anomalous dimensions $\gamma_{i}$ in Eq. (5.35), are colour-diagonal, and can therefore be extracted in a straightforward manner from form factor data. Non-trivial colour structures, and the subtle correlations between colour and kinematics, arise from the soft operator defined in Eq. (5.6), and this Section will therefore focus on the properties of correlators of semi-infinite Wilson lines, and on techniques to evaluate them.

As discussed already in Section 2.7 at the one-loop level, soft operators of the form of Eq. (5.6) are highly singular, being affected by ultraviolet, soft, and, in case $\beta_{i}^{2}=0$, collinear divergences. As a consequence, special care is required to evaluate them [242,478 480. In Section 2.7, it was possible to exploit the simple form of the one-loop correction in order disentangle the different singularities, and thus extract the relevant UV counterterm, which still contains a collinear pole, as displayed in Eq. 2.43). At higher orders, this simple-minded treatment becomes very difficult, as different singular regions in the relevant integrals overlap in an intricate way. It is then necessary to introduce different regulators in order to safely extract the anomalous dimension from the correlator.

As a first step, it is natural to regulate collinear divergences (for massless amplitudes) by setting $\beta_{i}^{2} \neq 0$, i.e. tilting the Wilson lines off the light cone. This clearly has an intrinsic interest, since infrared divergences arising from soft gluon exchanges affect also amplitudes involving massive particles, and they are described precisely by this kind of soft function. Results relevant for the massless case can then be extracted by carefully taking the $\beta_{i}^{2} \rightarrow 0$ limit (77]. An immediate consequence of the introduction of the collinear regulator is that all issues related to collinear divergences, and in particular the anomalous dependence of the soft function on the invariants $\beta_{i} \cdot \beta_{j}$, are eliminated. In the massive case, the soft function can only depend on rescaling-invariant variables, which can be expressed in terms of the Minkowskian angles

$$
\begin{equation*}
\gamma_{i j} \equiv \frac{\beta_{i} \cdot \beta_{j}}{\sqrt{\beta_{i}^{2} \beta_{j}^{2}}}=\frac{p_{i} \cdot p_{j}}{\sqrt{p_{i}^{2} p_{j}^{2}}} \tag{5.69}
\end{equation*}
$$

Even for massive Wilson lines, it remains true that all loop corrections to the soft function in Eq. 5.6., before renormalisation, vanish in dimensional regularisation, since they are given by scale-less integrals. We must therefore concentrate on the calculation of UV counterterms, as was done in Section 2.7. To this end, it is useful to introduce an infrared (soft) regulator, while retaining dimensional regularisation only for ultraviolet singularities. The bare, infraredregulated correlator will have the same UV divergences as its unregulated counterpart: it can then be evaluated and renormalised, yielding the desired answer.

An elegant way to proceed was proposed in Ref. [199, 242], and exploited for explicit calculations up to 3 loops in Refs. 77,480 . In this approach, one introduces the infrared regulator at the level of individual Wilson lines, forcing an exponential suppression of gluon emission at large distances by means of the definition

$$
\begin{equation*}
\Phi_{\beta_{i}}^{(m)}=\mathcal{P} \exp \left[\mathrm{i} g \mu^{\epsilon} \int_{0}^{\infty} d \lambda \beta_{i} \cdot A\left(\lambda \beta_{i}\right) \mathrm{e}^{-m \lambda \sqrt{\beta_{i}^{2}}}\right], \tag{5.70}
\end{equation*}
$$

and then defining the regulated soft function by

$$
\begin{equation*}
\mathcal{S}_{n}^{(m)}\left(\gamma_{i j}, \alpha_{s}(\mu), \epsilon, \frac{m}{\mu}\right) \equiv\langle 0| T\left[\Phi_{\beta_{1}}^{(m)} \otimes \Phi_{\beta_{2}}^{(m)} \otimes \ldots \otimes \Phi_{\beta_{L}}^{(m)}\right]|0\rangle \tag{5.71}
\end{equation*}
$$

so that one recovers the unregulated Wilson line as $m \rightarrow 0$. The crucial advantage of the regulator defined in Eq. (5.70) is that it preserves the rescaling invariance of the correlator under $\beta_{i} \rightarrow \kappa_{i} \beta_{i}$, so that all the ensuing constraints on its functional form also apply to the regulated
definition. If one were to take seriously the $m$ dependence, this kind of long-distance suppression would raise issues of gauge invariance, however, in a minimal renormalisation scheme, all dependence on $m$ cancels in the renormalised correlator, so the proposed regularisation remains viable.

In order to proceed, we make use of the fact that Wilson line correlators are multiplicatively renormalisable $244,345347,481$, which, in the present case, means that we can define the renormalised correlator through the matrix equation

$$
\begin{equation*}
\mathcal{S}_{n}^{(\text {ren.) })}\left(\gamma_{i j}, \alpha_{s}\left(\mu^{2}\right), \epsilon, \frac{m}{\mu}\right)=\mathcal{S}_{n}^{(m)}\left(\gamma_{i j}, \alpha_{s}\left(\mu^{2}\right), \epsilon, \frac{m}{\mu}\right) \mathcal{Z}_{n}^{\mathcal{S}}\left(\gamma_{i j}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \tag{5.72}
\end{equation*}
$$

We can now focus on the calculation of $\mathcal{Z}_{n}^{\mathcal{S}}$, which, as we will verify, is independent of $m$. Indeed, as stated above, the UV divergences of $\mathcal{S}_{n}^{(m)}$ coincide with those of the original soft function; furthermore, as we discussed, in the limit $m \rightarrow 0$ the bare correlator reduces to the unit matrix (since all loop corrections vanish in dimensional regularisation), so that, in that limit, $\mathcal{Z}_{n}^{\mathcal{S}}$ coincides with the renormalised soft function that we wish to evaluate.

The renormalization matrix $\mathcal{Z}_{n}^{\mathcal{S}}$ satisfies a renormalisation group equation of the same form as Eq. 5.20 , which we write as

$$
\begin{equation*}
\mu \frac{d}{d \mu} \mathcal{Z}_{n}^{\mathcal{S}}\left(\gamma_{i j}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right)=-\mathcal{Z}_{n}^{\mathcal{S}}\left(\gamma_{i j}, \alpha_{s}\left(\mu^{2}\right), \epsilon\right) \Gamma_{n}^{\mathcal{S}}\left(\gamma_{i j}, \alpha_{s}\left(\mu^{2}\right)\right) \tag{5.73}
\end{equation*}
$$

which defines the soft anomalous dimension matrix $\Gamma_{n}^{\mathcal{S}}$ : it is a finite matrix, independent of $\epsilon$, with a direct physical meaning for the scattering of massive coloured particles, while in the massless case it provides a regularised version of the singular matrix introduced in Eq. (5.20); it compactly encodes the ultraviolet singularities of $\mathcal{Z}_{n}^{\mathcal{S}}$, and thus of $\mathcal{S}_{n}$. We note that the ordering on the r.h.s of Eq. (5.73) is important, since both $\mathcal{Z}_{N}^{\mathcal{S}}$ and $\Gamma_{n}^{\mathcal{S}}$ are matrix valued, and therefore do not commute in general. This has important consequences on the explicit form of the solution of Eq. (5.73), which are worth discussing before getting into the details of the evaluation.

The non-commutativity of the factors in Eq. (5.72) and in Eq. (5.73) influences the calculation of the anomalous dimension matrix in two different ways. To illustrate them, let us for the moment assume, as suggested by Eq. (5.21) and Eq. (5.33), and as will be discussed in detail in Section 5.3.1, that all factors in Eq. 5.72) can be written in exponential form, as

$$
\begin{equation*}
\mathcal{S}_{n}^{(\text {ren. })}=\exp \left[W_{n}^{(\text {ren. })}\right], \quad \mathcal{S}_{n}^{(m)}=\exp \left[W_{n}^{(m)}\right], \quad \mathcal{Z}_{n}^{\mathcal{S}}=\exp \left[\zeta_{n}\right] \tag{5.74}
\end{equation*}
$$

Now the first thing to notice is that the matrix nature of $\mathcal{Z}_{n}^{\mathcal{S}}$ complicates the relationship between the perturbative coefficients of $\Gamma_{n}^{\mathcal{S}}$ and those of $\zeta_{n}^{\mathcal{S}}$. To see this one may write 199

$$
\begin{align*}
\Gamma_{n}^{\mathcal{S}} & =-\left(\mathcal{Z}_{n}^{\mathcal{S}}\right)^{-1} \frac{d \mathcal{Z}_{n}^{\mathcal{S}}}{d \ln \mu}=\int_{0}^{1} d \tau \mathrm{e}^{-\tau \zeta_{n}} \frac{d \zeta_{n}}{d \ln \mu} \mathrm{e}^{\tau \zeta_{n}} \\
& =-\frac{d \zeta_{n}}{d \ln \mu}+\frac{1}{2}\left[\zeta_{n}, \frac{d \zeta_{n}}{d \ln \mu}\right]-\frac{1}{6}\left[\zeta_{n},\left[\zeta_{n}, \frac{d \zeta_{n}}{d \ln \mu}\right]\right]+\ldots \tag{5.75}
\end{align*}
$$

Next one may use the fact that, in a minimal subtraction scheme, $\zeta_{n}$ can depend on the renormalisation scale only through the coupling; defining the perturbative coefficients by

$$
\begin{equation*}
\Gamma_{n}^{\mathcal{S}}=\sum_{k=1}^{\infty}\left(\frac{\alpha_{s}}{\pi}\right)^{k} \Gamma_{\mathcal{S}, n}^{(k)}, \quad \zeta_{n}=\sum_{k=1}^{\infty}\left(\frac{\alpha_{S}}{\pi}\right)^{k} \zeta_{n}^{(k)} \tag{5.76}
\end{equation*}
$$

and using Eq. (2.26) and Eq. 5.75, one easily finds at low orders

$$
\begin{align*}
\Gamma_{\mathcal{S}, n}^{(1)} & =2 \epsilon \zeta_{n}^{(1)}, \\
\Gamma_{\mathcal{S}, n}^{(2)} & =4 \epsilon \zeta_{n}^{(2)}+\frac{b_{0}}{2} \zeta_{n}^{(1)}, \\
\Gamma_{\mathcal{S}, n}^{(3)} & =6 \epsilon \zeta_{n}^{(3)}-\epsilon\left[\zeta_{n}^{(1)}, \zeta_{n}^{(2)}\right]+b_{0} \zeta_{n}^{(2)}+\frac{b_{1}}{2} \zeta_{n}^{(1)}, \tag{5.77}
\end{align*}
$$

with further nested commutators appearing at higher orders. Inverting Eq. (5.77), one finds, as customary in minimal schemes, that the $k$-loop anomalous dimension matrix is proportional to the single pole of $\zeta_{n}^{(k)}$; furthermore, $\zeta_{n}^{(k)}$ is found to have UV poles up to $\epsilon^{-k}$, with coefficients which are determined recursively from lower-order results 199.

The second non-trivial consequence of the matrix nature of soft anomalous dimensions is the relation between the logarithm of the renormalised correlator and that of its regularised counterpart. In fact, substituting Eq. (5.74) into Eq. (5.72), one finds that 199,482

$$
\begin{equation*}
W_{n}^{(\text {ren. })}=W_{n}^{(m)}+\zeta_{n}+\mathcal{C}\left(W_{n}^{(m)}, \zeta_{n}\right) \tag{5.78}
\end{equation*}
$$

where $\mathcal{C}$ is a series of nested commutators, determined as usual by the Baker-Campbell-Haussdorf formula. As is often the case when employing dimensional regularisation and minimal schemes, Eq. 5.78 provides non-trivial constraints: indeed, the renormalised matrix $W_{n}^{(r e n .)}$ must be finite as $\epsilon \rightarrow 0$, while the matrix $\zeta_{n}$ contains only poles in $\epsilon$. In the presence of the commutator terms building up the function $\mathcal{C}$, this means, remarkably, that terms proportional to positive powers of $\epsilon$ in the regularised matrix $W_{n}^{(m)}$ can interfere with the poles in $\zeta_{n}$ to give finite contributions to the renormalised correlator, and thus to the anomalous dimension matrix. Concretely, one may expand the regularised matrix $W_{n}^{(m)}$ in powers of $\alpha_{s}$ and $\epsilon$, as

$$
\begin{equation*}
W_{n}^{(m)}=\sum_{k=1}^{\infty}\left(\frac{\alpha_{s}}{\pi}\right)^{k} \sum_{p=-k}^{\infty} \epsilon^{p} W_{n}^{(k, p)} \tag{5.79}
\end{equation*}
$$

Using the finiteness of Eq. (5.78), as well as Eq. (5.77), one can finally express the perturbative coefficients of the anomalous dimension matrix directly in terms of the regularized matrix $W_{n}{ }^{(m)}$, which is the object one actually computes. At low orders, one finds 199,482

$$
\begin{align*}
\Gamma_{\mathcal{S}, n}^{(1)}= & -2 W_{n}^{(1,-1)} \\
\Gamma_{\mathcal{S}, n}^{(2)}= & -4 W_{n}^{(2,-1)}-2\left[W_{n}^{(1,-1)}, W_{n}^{(1,0)}\right] \\
\Gamma_{\mathcal{S}, n}^{(3)}= & -6 W_{n}^{(3,-1)}+\frac{3}{8} b_{0}\left[W_{n}^{(1,-1)}, W_{n}^{(1,1)}\right]+3\left[W_{n}^{(1,0)}, W_{n}^{(2,-1)}\right]+3\left[W_{n}^{(2,0)}, W_{n}^{(1,-1)}\right] \\
& +\left[W_{n}^{(1,0)},\left[W_{n}^{(1,-1)}, W_{n}^{(1,0)}\right]\right]-\left[W_{n}^{(1,-1)},\left[W_{n}^{(1,-1)}, W_{n}^{(1,1)}\right]\right] \tag{5.80}
\end{align*}
$$

which can be straightforwardly (if tediously) extended to higher orders. Having established this general framework, one can now proceed to evaluate the soft anomalous dimension matrix $\Gamma_{n}^{\mathcal{S}}$ from the regularised correlator, with diagrammatic methods. The problem has two aspects: the determination and analysis of the possible colour structures appearing in $\Gamma_{n}^{\mathcal{S}}$, and the calculation of the corresponding kinematic factors. We will first study colour structures in Section5.3.1 and in Section 5.3 .2 , and then we will give two simple examples of the calculation of kinematic factors in Section 5.3.4 and in Section 5.3.5.

### 5.3.1 Diagrammatic exponentiation of Wilson-line correlators

So far in our analysis we have shown that Wilson-line correlators exponentiate on the basis of factorisation and renormalisation group arguments. The resulting exponentiation has proven to be non-trivial: the logarithm of the correlator is significantly less singular than the correlator itself, and it can be expressed as a scale integral of a finite anomalous dimension colour matrix. We now turn to the discussion of a second, independent method to prove exponentiation, which is based on purely diagrammatic arguments, and leads to a systematic way to compute directly the perturbative exponent.

We begin by stating the most general form of the result, which holds not only for correlators of straight, semi-infinite Wilson lines, such as the ones we have been discussing so far, but actually extends to generic Wilson lines, following curved paths $\gamma$ which can be open or closed. For the purposes of the present discussion we consider then correlators of the form

$$
\begin{equation*}
\mathcal{S}_{n}\left(\left\{\gamma_{i}\right\}\right) \equiv\langle 0| T\left[\prod_{k=1}^{n} \Phi_{r_{k}}\left(\gamma_{k}\right)\right]|0\rangle \tag{5.81}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{r}(\gamma) \equiv P \exp \left[\mathrm{i} g \int_{\gamma} d x \cdot \mathbf{A}_{r}(x)\right] \tag{5.82}
\end{equation*}
$$

is the Wilson line operator defined on the curve $\gamma$ and in the representation $r$ of the gauge group. All such correlators can be written in exponential form as

$$
\begin{equation*}
\mathcal{S}_{n}\left(\left\{\gamma_{i}\right\}\right)=\exp \left[W_{n}\left(\left\{\gamma_{i}\right\}\right)\right] \tag{5.83}
\end{equation*}
$$

We already know, from renormalisation group arguments, that the exponentiation is non trivial. The new statement now is that the exponent $W_{n}$ can be directly computed in terms of a proper subset of the Feynman diagrams that form the perturbative expansion of the original correlator $\mathcal{S}_{n}$; these diagrams will however appear in the exponent with modified colour factors, which can be determined from the original Feynman rules, as discussed below.

This general result has a long history. In the abelian theory, diagrammatic exponentiation is implicit in the original arguments on the cancellation of divergences [18,20,21, but can actually be derived in general on the basis of simple combinatoric arguments 110. The result is that the diagrams contributing to the exponent are those building up connected photon correlators, and they appear in the exponent with unchanged weights (since 'colour' is trivial). In the nonabelian theory, the case of two Wilson lines in a colour-singlet configuration was the first to be tackled $483-485$. In that case, diagrams contributing to the exponent were called webs, and they are characterised topologically as being two-eikonal-irreducible: they are diagrams that are not partitioned into disjoint subdiagrams when each Wilson line is cut exactly once. Web diagrams contribute to the exponent with modified colour factors, which will emerge from our general treatment below. Exponentiation in the two-line case is reviewed in 110,281 . The general result that we are discussing, for an arbitrary number of generic Wilson lines, was derived with essentially combinatoric arguments in 482, 486, and further refined in 199, 487, 488] (see also 489 ), culminating in the non-abelian exponentiation theorem proved in 490, which we will summarise below: as we will see, this result involves a non-trivial generalisation of the concept of we ${ }^{33}$. In what follows, for ease of notation, we will drop the subscript $n$ that indicates the number of Wilson lines, and we will also leave the dependence on the contours $\gamma_{i}$ implicit.

[^28]Let $D$ be a Feynman diagram contributing to the correlator $\mathcal{S}$. Each such diagram is a product of a kinematic factor $\mathcal{K}(D)$ and a colour factor $C(D)$. For straight Wilson lines, the kinematic factor is a function of the four velocities $\beta_{i}$; more generally, it is a functional of the contours $\gamma_{i}$. Diagrammatic exponentiation means that the logarithm of the correlator, $W$, can be written as a linear combination of the same Feynman diagrams, however with modified colour factors. We write

$$
\begin{equation*}
W=\sum_{D} \mathcal{K}(D) \widetilde{C}(D), \tag{5.84}
\end{equation*}
$$

where $\widetilde{C}(D)$ is referred to as Exponentiated Colour Factor (ECF) for diagram $D$. The crucial point in Eq. (5.84) is of course that a large number of diagrams have vanishing ECFs, and therefore do not contribute to $W$ : for example, for $n=2$, Refs. [483 485] show that all two-eikonal-reducible diagrams have $\widetilde{C}(D)=0$. In the general case involving $n$ Wilson lines, ECFs are linear combinations of the ordinary color factors of sets of diagrams that differ only by the order of their gluon attachments to the Wilson lines. This naturally groups the Feynman diagrams that appear at any given order into subsets, and each such subset ${ }^{34}$ is called a web, which we denote by $w$. We then use the definition [486]

Web: A set of Feynman diagrams contributing to a Wilson-line correlator that can be obtained from any representative diagram by permuting the gluon attachments to the Wilson lines.

Consequently, the sum in Eq. (5.84) can be organized as a sum over webs, and, for each diagram $D$ of a given web $w$, the ECF can be expressed as

$$
\begin{equation*}
\widetilde{C}(D)=\sum_{D^{\prime} \in w} R_{w}\left(D, D^{\prime}\right) C\left(D^{\prime}\right), \tag{5.85}
\end{equation*}
$$

where the sum is over all diagrams belonging to web $w$, and $R_{w}\left(D, D^{\prime}\right)$ is called web mixing matrix. Thus, each web $w$ can be written as

$$
\begin{equation*}
w=\sum_{D \in w} \mathcal{K}(D) \widetilde{C}(D)=\sum_{D, D^{\prime} \in w} \mathcal{K}(D) R_{w}\left(D, D^{\prime}\right) C\left(D^{\prime}\right) . \tag{5.86}
\end{equation*}
$$

In this language, $W=\sum w$, where the sum extends to all webs, order by order in perturbation theory, and now we can express the correlator in Eq. (5.83) as

$$
\begin{equation*}
\mathcal{S}=\exp \left[\sum_{w} \sum_{D, D^{\prime} \in w} \mathcal{K}(D) R_{w}\left(D, D^{\prime}\right) C\left(D^{\prime}\right)\right] . \tag{5.87}
\end{equation*}
$$

A simple example of a two-loop, three-line web involving two diagrams is presented in Fig. 30 . There are only 2 diagrams in this web, as two permutations are possible only on the second Wilson line. Web mixing matrices are clearly crucial quantities for the purpose of computing Wilson-line correlators, and therefore, in particular, the soft anomalous dimension matrix. Their properties were extensively studied in Refs. [199, 482, 486 490,493 , while an interesting alternative approach to exponentiation was developed in Refs. 494. 495]. We conclude this subsection by listing the properties of the mixing matrices that appear in Eq. (5.85), while in Section 5.3.3 we will describe an algorithm to compute them explicitly, after introducing a more suitable diagrammatic organisation of the perturbative exponent in Section 5.3.2. Properties 1 to 3 below were proved in Refs. 199, 487, 490, while Property 4 was conjectured in [199], and verified to hold up to four loops in Refs. 496, 497.

[^29]
(a)

(b)

Figure 30: A simple two-loop, three-line web involving two Feynman diagrams. Note that Wilson lines are oriented, and labelled by integers in green; multiple gluon attachments to a given line (whose permutations generate the web) are labelled by capital letters in blue.

1. Idempotency. Web mixing matrices are idempotent, i.e.

$$
\begin{equation*}
R_{w}^{2}=R_{w} \tag{5.88}
\end{equation*}
$$

This property implies that the eigenvalues can only be either 1 or 0 : in other words, web mixing matrices are projection operators, selecting a subset of the available colour factors. If we denote by $Y_{w}$ the matrix diagonalising $R_{w}$, we have then

$$
\begin{equation*}
Y_{w} R_{w} Y_{w}^{-1}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{p_{w}}\right)=\mathbf{1}_{r_{w}} \oplus \mathbf{0}_{p_{w}-r_{w}} \tag{5.89}
\end{equation*}
$$

where $p_{w}$ is the number of diagrams for web $w$, and thus the dimension of the matrix $R_{w}$, while $r_{w}<p_{w}$ is the rank of $R_{w}$. We can now write Eq. (5.86) as

$$
\begin{align*}
w & =\left(\mathcal{K}_{w}^{T} Y_{w}^{-1}\right) Y_{w} R_{w} Y_{w}^{-1}\left(Y_{w} C_{w}\right) \\
& =\sum_{h=1}^{r_{w}}\left(\mathcal{K}_{w}^{T} Y_{w}^{-1}\right)_{h}\left(Y_{w} C_{w}\right)_{h} \tag{5.90}
\end{align*}
$$

where $\mathcal{K}_{w}$ is the vector of kinematic factors and $C_{w}$ the vector of colour factors for web $w$. It is clear that only $r_{w}$ ECFs will contribute to web $w$.
2. Non-abelian exponentiation. The non-abelian exponentiation theorem 490 identifies the colour factors which survive the projection discussed above: to all orders in perturbation theory, they are the colour factors which, by the Feynman rules, would be associated to connected gluon subdiagrams.
3. Row sum rule. The elements of web mixing matrices obey the row sum rule

$$
\begin{equation*}
\sum_{D^{\prime}} R_{w}\left(D, D^{\prime}\right)=0 \tag{5.91}
\end{equation*}
$$

for any web $w$ with $p_{w}>1$, implying that at least one of the eigenvalues of any non-trivial web mixing matrix must vanish.
4. Column sum rule. One may also envisage the web mixing matrix as acting on the vector of kinematic factors for the diagrams of web $w$. Taking this viewpoint, the projection effected by the matrix $R_{w}$ has another non-trivial effect: it selects combinations of
kinematic factors that do not contain ultraviolet sub-divergences. This is crucial for the consistency of the method we are outlining: thanks to this property, at each successive order in perturbation theory webs contribute a single extra UV pole, so that the corresponding counterterm can be extracted, in a minimal scheme, with no dependence on the infrared regulator. The absence of sub-divergences was established for the two-line case in Refs. 483 485]; for $n>2$ Wilson lines a complete all-order proof is still lacking, but the property holds for all webs up to four loops 199,496,497. A necessary ingredient for the proof is that the elements of web mixing matrices obey a column sum rule, which can be characterised as follows.
Given a diagram $D$, consider the set of its connected sub-diagrams (after removing the Wilson lines), $\left\{D_{\mathrm{c}}^{i} \subset D\right\}$; we say that a connected sub-diagram $D_{\mathrm{c}}^{i}$ can be shrunk to the common origin of the Wilson lines if all the vertices connecting the sub-diagram to the Wilson lines can be moved to the origin without encountering vertices associated with other sub-diagrams.
For any given diagram $D$, we then define the column weight of diagram $D, s(D)$, as the number of different ways in which the connected sub-diagrams $D_{\mathrm{c}}^{i}$ of $D$ can be sequentially shrunk, so that all gluon attachments to Wilson lines in $D$ are moved to their common origin. Thus, if all gluon attachments are entangled, so that no subdiagram can be shrunk without shrinking the whole diagram, then $s(D)=0$. On the other hand, if, for example, a single subdiagram $D_{\mathrm{c}}^{i}$ can be shrunk without affecting the others, this provides a nontrivial sequence for the the shrinking of the whole diagram, so that $s(D)=1$ : this is the situation for the two diagrams portrayed in Fig. 30.
Armed with these definitions, we can state the (conjectured) column sum rule for web mixing matrices as

$$
\begin{equation*}
\sum_{D \in w} s(D) R_{w}\left(D, D^{\prime}\right)=0 \tag{5.92}
\end{equation*}
$$

The connection of this rule to UV sub-divergences is clear in a coordinate-space picture [224]: in this picture, one understands UV divergences as arising from short distances between interaction vertices, and 'shrinkable' sub-diagrams are naturally associated to UV sub-divergences. Eq. (5.92) guarantees that these sub-diagrams are projected out of the webs.

### 5.3.2 From gluon webs to correlator webs

Even from the preliminary description given in Section 5.3.1, it should be apparent that the diagrammatic structure of the perturbative exponent has two independent components: on the one hand, connected gluon subdiagrams with external (off-shell) gluons, and on the other hand the arrangement of possible attachments of these gluons to the Wilson lines. Motivated by this observation, Ref. 496] proposed to organise the perturbative exponent not in terms of sets of diagrams, but in terms of sets of connected gluon correlators, which were called Cwebs. Conceptually, Cwebs are the proper building blocks for the logarithm of the Wilsonline correlator: indeed, their introduction simplifies considerably the counting and organisation of diagrammatic contributions, especially at high orders, where radiative corrections to gluon sub-diagrams become important and proliferate; furthermore, using Cwebs does not affect the

[^30]definition and structure of web mixing matrices, which are derived exclusively from the ordering of gluon attachments to the Wilson lines, and are not affected by gluon interactions away from the Wilson lines. In this Section, we will briefly review the properties of Cwebs, while in Section 5.3 .3 we will describe an algorithm to compute Cweb mixing matrices, which is a simple adaptation of the algorithm given in Ref. [486], implicitly showing that Cwebs are a natural and proper generalisation of webs.


Figure 31: A four-line Cweb containing one four-gluon correlator and one two-gluon correlator.

We begin with the definition
Correlator Web (Cweb): A set of skeleton diagrams, built out of connected gluon correlators attached to Wilson lines, and closed under permutations of the gluon attachments to each Wilson line.

As an example, a four-line Cweb built with two connected gluon correlators is shown in Fig. 31. Clearly, Cwebs are not fixed-order quantities, but admit their own perturbative expansion in powers of the gauge coupling $g$. Below, we will use the notation $W_{n}^{\left(c_{2}, \ldots, c_{p}\right)}\left(k_{1}, \ldots, k_{n}\right)$ for a Cweb constructed out of $c_{m} m$-point connected gluon correlators ( $m=2, \ldots, p$ ), where $k_{i}$ is the number of gluon attachments to the $i$-th Wilson line ${ }^{36}$. Note that there is an obvious degeneracy in the counting of Cwebs, since Cwebs that differ only by a permutation of their Wilson lines are structurally identical, and it is trivial to include them in the calculation of the full correlator, simply by summing over Wilson-line labels. For the sake of classification, we can then focus on a specific Wilson-line ordering, choosing for example $k_{1} \leq k_{2} \leq \ldots \leq k_{n}$. As an example, in this notation the Cweb in Fig. 31 is denoted by $W_{4}^{(1,0,1)}(1,1,2,2)$. Taking into account the fact that the perturbative expansion for an $m$-point connected gluon correlator starts at $\mathcal{O}\left(g^{m-2}\right)$, while each attachment to a Wilson line carries a further power of $g$, the perturbative expansion for a Cweb can be written as

$$
\begin{equation*}
W_{n}^{\left(c_{2}, \ldots, c_{p}\right)}\left(k_{1}, \ldots, k_{n}\right)=g^{\sum_{i=1}^{n} k_{i}+\sum_{r=2}^{p} c_{r}(r-2)} \sum_{j=0}^{\infty} W_{n, j}^{\left(c_{2}, \ldots, c_{p}\right)}\left(k_{1}, \ldots, k_{n}\right) g^{2 j} \tag{5.93}
\end{equation*}
$$

which defines the perturbative coefficients $W_{n, j}^{\left(c_{2}, \ldots, c_{p}\right)}\left(k_{1}, \ldots, k_{n}\right)$. With this in mind, it is natural to classify Cwebs based on the perturbative order where they receive their lowest-order contribution, which is given by the power of $g$ in the prefactor of Eq. 5.93 ; one may then easily design a recursive procedure for construction of Cwebs.

[^31]

Figure 32: The only two Cwebs whose perturbative expansion starts at $\mathcal{O}\left(g^{2}\right)$.

Starting at lowest order, we notice that only two Cwebs appear at order $g^{2}$ : the self-energy insertion with a two-point connected gluon correlator attached to a single Wilson line, which we denote by $W_{1}^{(1)}(2)$, and the configuration where the two-gluon correlator joins two Wilson lines, denoted by $W_{2}^{(1)}(1,1)$. These two Cwebs are depicted in Fig. 32 . Notice that, if the Wilson lines are light-like, the self-energy Cweb vanishes identically, since, by the eikonal Feynman rules, it is proportional to the square of the Wilson-line four-velocity vector, $\beta^{2}$ : in that case, one is left with just one non-vanishing $\mathcal{O}\left(g^{2}\right) \mathrm{Cweb}{ }^{37}$. Starting from this initial condition, one may recursively construct all Cwebs starting at higher perturbative orders: indeed, having constructed all Cwebs at $\mathcal{O}\left(g^{2 n}\right)$, there are three ways of adding a power of $g^{2}$.

- Add a two-gluon connected correlator connecting any two Wilson lines (including 'new' Wilson lines that had no attachments in lower-order Cwebs).
- Connect an existing m-point correlator to any Wilson line (again, including Wilson lines with no attachments at lower orders), turning it into an $(m+1)$-point correlator.
- Connect an existing $m$-point correlator to an existing $n$-point correlator, resulting in an $(n+m)$-point correlator.

Executing all possible moves is clearly redundant, since the same Cweb is generated more than once through different sequences of moves: upon performing all moves, one must therefore remove Cwebs that have been counted more than once. The procedure can be considerably streamlined by taking into account known properties of webs, which naturally generalise to Cwebs. For example, webs (and thus Cwebs) that are given by the product of two or more disconnected lower-order webs (so that there are subsets of Wilson lines not joined by any gluons) do not contribute to the logarithm of the correlator, $\mathcal{W}_{n}$; furthermore, as mentioned above, in a massless theory all self-energy Cwebs, where all gluon lines attach to the same Wilson line, vanish as a consequence of the eikonal Feynman rules. Thus, any Cweb containing a connected gluon correlator attaching to a single Wilson line will vanish. Using these recursive rules, it is easy to enumerate inequivalent Cwebs at low orders. In the massless theory, for example, one finds four inequivalent Cwebs at $\mathcal{O}\left(g^{4}\right)$, fourteen new Cwebs at $\mathcal{O}\left(g^{6}\right)$, and a total of sixty new Cwebs at $\mathcal{O}\left(g^{8}\right)$ : they are discussed in detail in Ref. 496].

At each order in $g$, Cwebs contain webs, all sharing the same mixing matrix, since the colour algebra associated with permutations of attachments to the Wilson lines is unaffected by radiative corrections to the connected correlators comprising the Cweb. We can thus construct Cweb mixing matrices by the same technique devised in [486] for webs, which we now discuss.

[^32]
### 5.3.3 A replica algorithm to generate web mixing matrices

As is the case for other combinatorial problems involving exponentiation, such as the construction of effective actions, Wilson-line correlators can be studied by means of algorithms constructed with the replica method 499 . In this section, we will summarise the application of the replica method to the construction of Cweb mixing matrices, following Refs. 109, 486.

In order to introduce the method, consider the path integral expression for the Wilson-line correlator in Eq. 55.81

$$
\begin{equation*}
\mathcal{S}_{n}\left(\gamma_{i}\right)=\exp \left[W_{n}\left(\gamma_{i}\right)\right]=\int \mathcal{D} A_{\mu}^{a} \mathrm{e}^{\mathrm{i} S\left(A_{\mu}^{a}\right)} \prod_{k=1}^{n} \Phi\left(\gamma_{k}\right) \tag{5.94}
\end{equation*}
$$

where $S$ is the classical action ${ }^{38}$. In order to compute $W_{n}\left(\gamma_{i}\right)$, one starts by building a replicated theory, replacing the single gluon field $A_{\mu}^{a}$ with $N_{r}$ identical copies $A_{\mu}^{a, i}\left(i=1, \ldots, N_{r}\right)$, which do not interact with each other. Under this replacement, one has $S\left(A_{\mu}^{a}\right) \rightarrow \sum_{i=1}^{N_{r}} S\left(A_{\mu}^{a, i}\right)$; if, furthermore, we replace each Wilson line in Eq. 5.94 by the product of $N_{r}$ Wilson lines, each belonging to one replica of the theory, one readily sees that the replicated correlator is given by

$$
\begin{equation*}
\mathcal{S}_{n}^{\text {repl. }}\left(\gamma_{i}\right)=\left[\mathcal{S}_{n}\left(\gamma_{i}\right)\right]^{N_{r}}=\exp \left[N_{r} W_{n}\left(\gamma_{i}\right)\right]=\mathbf{1}+N_{r} W_{n}\left(\gamma_{i}\right)+\mathcal{O}\left(N_{r}^{2}\right) \tag{5.95}
\end{equation*}
$$

Eq. (5.95) provides a straightforward method to compute $W_{n}\left(\gamma_{i}\right)$ : one may compute the replicated correlator (essentially a combinatorial problem, as we will see), and then extract from the result the term of order $N_{r}$.

An important point is that, while gluon fields in different replicas do not interact, they all belong to the same gauge group: therefore, the colour matrices associated with their attachments to a Wilson line do not commute, and their ordering is relevant. On the other hand, in a Cweb, each connected gluon correlator can be assigned a unique replica number, since there are no interaction vertices connecting different replicas. One can then relate the contributions of different skeleton diagrams to the replicated correlator in Eq. (5.95) to those of the same diagrams in the un-replicated theory, by means of combinatorial factors, counting the multiplicities associated with the presence of different replicas. The computation of $W_{n}\left(\gamma_{i}\right)$ in terms of the skeleton diagrams contributing to $\mathcal{S}_{n}\left(\gamma_{i}\right)$ is thus reduced to the computation of these combinatorial factors. The necessary steps, listed below, were identified for webs in Refs. [109, 486, and naturally adapt to the language of Cwebs.

- For any given Cweb, assign a replica number $i\left(1 \leq i \leq N_{r}\right)$ to each connected gluon correlator present in the Cweb.
- Define a replica ordering operator $R$, acting on color generators on each Wilson line as

$$
\begin{align*}
R\left(\mathbf{T}_{k}^{(i)} \mathbf{T}_{k}^{(j)}\right) & =\mathbf{T}_{k}^{(j)} \mathbf{T}_{k}^{(i)} \quad \text { if } i>j  \tag{5.96}\\
R\left(\mathbf{T}_{k}^{(i)} \mathbf{T}_{k}^{(j)}\right) & =\mathbf{T}_{k}^{(i)} \mathbf{T}_{k}^{(j)} \quad \text { if } i \leq j
\end{align*}
$$

where $\mathbf{T}_{k}^{(i)}$ is the group generator associated with the emission of a gluon in replica $i$ from the $k$-th Wilson line. The operator $R$ effectively replaces the selected skeleton diagram with another one drawn from the same Cweb: as a consequence, one may verify that the

[^33]colour factor in the replicated theory is a linear combination of the colour factors of all skeleton diagrams in the Cweb, with multiplicities given by the number of possible replica orderings of the gluon attachments on every Wilson line.

- In order to proceed, one needs to list all possible hierarchies of the replica numbers associated with each correlator in the Cweb: these hierarchies in fact define the action of the $R$ operator on each skeleton diagram of the Cweb. For a Cweb built out of $m$ connected correlators, the number $h(m)$ of possible hierarchies between the $m$ replica numbers of the correlators grows rapidly with $m$, and is not entirely trivial to determine, since the case of equal replica numbers must be treated separately. The result is however well known (500): $h(m)$ are the so-called Fubini number ${ }^{39}$. In the first instances, for $m=\{1,2,3,4,5,6\}$ one finds $h(m)=\{1,3,13,75,541,4683\}$. For every fixed hierarchy $h$, the number relevant for the determination of the colour factor in the replicated theory is the multiplicity with which that hierarchy can occur in the presence of $N_{r}$ replicas, which we denote by $M_{N_{r}}(h)$. It is not difficult to see that it is given by

$$
\begin{equation*}
M_{N_{r}}(h)=\frac{N_{r}!}{\left(N_{r}-n_{r}(h)\right)!n_{r}(h)!}, \tag{5.98}
\end{equation*}
$$

where $n_{r}(h)$ is the number of distinct replicas present for hierarchy $h$. To give a concrete example, for $m=5$, labelling the replica numbers of the five correlators with $r_{k},(k=$ $1, \ldots, 5)$, and picking the hierarchy $r_{1}=r_{2}<r_{3}=r_{4}<r_{5}$, we have $n_{r}(h)=3$, and thus $M_{N_{r}}(h)=N_{r}\left(N_{r}-1\right)\left(N_{r}-2\right) / 6$.

- Finally, the exponentiated color factors for a skeleton diagram $D$ is given by

$$
\begin{equation*}
C_{N_{r}}^{\text {repl. }}(D)=\sum_{h} M_{N_{r}}(h) R[C(D) \mid h], \tag{5.99}
\end{equation*}
$$

where $R[C(D) \mid h]$ is the color factor of the skeleton diagram obtained from $D$ through the action of the replica-ordering operator $R$, in the case of hierarchy $h$. The Cweb mixing matrix is built by picking terms that are linear in $N_{r}$ out of the coefficients $M_{N_{r}}(h)$, which are polynomials in $N_{r}$. Note that in the presence of $m$-point correlators, with $m \geq$ 4, each correlator can contribute different 'internal' colour factors, for example different permutations of products of structure constants. Since, however, the information on the mixing matrix is encoded in the coefficients $M_{N_{r}}(h)$, the different colour factors arising from the internal structure of the correlators can be treated one by one, without affecting the mixing of the diagrams.

To conclude our discussion of exponentiated colour factors, we briefly comment on the dimensionality of Cweb mixing matrices. One would naïvely imagine that it should be given by the product of the numbers of possible gluon permutations on each Wilson line. This however neglects two important subtleties. First, if a set of, say, $k$ gluons emerging from a given correlator attaches on a single Wilson line, their permutations are irrelevant, since the correlator is Bose symmetric. One should not then count permutations on each line, but rather shuffles of the subsets of gluons emerging from each correlator and attaching to a given line. Furthermore, there is
${ }^{39}$ The Fubini numbers admit a generating function, and they can be defined by

$$
\begin{equation*}
\frac{1}{2-\exp (x)}-1 \equiv \sum_{m=1}^{\infty} h(m) \frac{x^{m}}{m!} \tag{5.97}
\end{equation*}
$$

another important degeneracy, which already appears in the simple two-line Cweb $W_{2}^{(2)}(2,2)$ at two loops: counting shuffles separately on each line would yield, in that case, the result $d=4$ for the dimensionality of the mixing matrix, which is wrong, because the two shuffles on the second Wilson line can be obtained from the shuffles on the first line by exchanging the two gluons, which is manifestly a symmetry of the Cweb. In order to take into account this degeneracy, one must divide by the number of available permutations of subsets of $m$-point correlators that have the property of being attached to the same sets of Wilson lines.

The discussion in the last three sections has been general and rather formal, but also incomplete, since of course much of the dynamical content of the soft anomalous dimension matrix resides in the kinematic factors, which emerge from loop integrals of rapidly increasing complexity at high orders. To fill these gaps, we now give two simple examples of the evaluation of these kinematic factors at one and two loops. At the two-loop level, this will also serve to illustrate in a concrete case the interplay of colour and kinematics which has been discussed formally in the previous sections.

### 5.3.4 The one-loop angle-dependent cusp anomalous dimension

We begin by describing the calculation of the only non-vanishing one-loop diagram contributing to the soft anomalous dimension matrix in the massless case. The relevant diagram corresponds to the tree-level contribution to the Cweb in Fig. 32b, and of course it is a web on its own. Clearly, this diagram is very simple, and it can be computed in a number of ways - indeed, we performed an equivalent calculation in Section 3.3 .2 with light-like Wilson lines. We display the complete calculation here, with collinear divergences regulated by using 'massive' Wilson lines, and soft divergences regulated by the exponential suppression defined in Eq. (5.70), in order to illustrate techniques that can be profitably used at higher orders as well. Besides, the calculation yields the one-loop result for the angle-dependent cusp anomalous dimension, which is a fundamental quantity for the scattering of massive particles and in many other contexts [370]. Unlike Section 3.3 .2 , we will proceed by recognising in the second line of Eq. (3.64) the coordinate-space gluon propagator, $D_{\mu \nu}(x)$, evaluated for $x=\lambda_{i} \beta_{i}-\lambda_{j} \beta_{j}$. The expression for this propagator in $d=4-2 \epsilon$ is well known, and is given by

$$
\begin{equation*}
D_{\mu \nu}^{a b}(x)=-\frac{\Gamma(1-\epsilon)}{4 \pi^{2-\epsilon}} g_{\mu \nu} \delta^{a b} \frac{1}{\left(-x^{2}+i \eta\right)^{1-\epsilon}} \tag{5.100}
\end{equation*}
$$

Using this expression leaves only two parameter integrals to be performed. Arguably, this 'coordinate space' approach to eikonal integrals simplifies their calculations also at higher orders, and it was indeed adopted for the state-of-the-art calculation of Ref. 77.

In Cweb notation, the diagram in Fig. 32 (b), including radiative corrections to the gluon propagator, can be written as

$$
\begin{equation*}
W_{2, i j}^{(1)}(1,1)=\mathbf{T}_{i} \cdot \mathbf{T}_{j} \mathcal{K}_{2}^{(1)}\left(\gamma_{i j}, \frac{\mu^{2}}{m^{2}}, \epsilon\right) \tag{5.101}
\end{equation*}
$$

where $\mathcal{K}_{2}^{(1)}\left(\gamma_{i j}, \mu^{2} / m^{2}, \epsilon\right)$ gives the regularised kinematic factor. The color structure is straightforward and there is no mixing matrix involved, since this is a single-diagram web. With the infrared regulator in place, and having introduced the gluon propagator in Eq. (5.100), the one-loop kinematic factor reads

$$
\begin{equation*}
\mathcal{K}_{2,1}^{(1)}\left(\gamma_{i j}, \frac{\mu^{2}}{m^{2}}, \epsilon\right)=g_{s}^{2} \mu^{2 \epsilon} \frac{\Gamma(1-\epsilon)}{4 \pi^{2-\epsilon}} \beta_{i} \cdot \beta_{j} \int_{0}^{\infty} d \lambda_{i} \int_{0}^{\infty} d \lambda_{j} \frac{\mathrm{e}^{-m \lambda_{i} \sqrt{\beta_{i}^{2}}-m \lambda_{j} \sqrt{\beta_{j}^{2}}}}{\left(-\left(\lambda_{i} \beta_{i}-\lambda_{j} \beta_{j}\right)^{2}+i \eta\right)^{1-\epsilon}} . \tag{5.102}
\end{equation*}
$$

To perform the integral, it is clearly useful to rescale the variables and define

$$
\begin{equation*}
\sigma=\lambda_{i} \sqrt{\beta_{i}^{2}}, \quad \tau=\lambda_{j} \sqrt{\beta_{j}^{2}} \tag{5.103}
\end{equation*}
$$

We then introduce coordinates $\lambda$ and $x$, which are respectively normal and intrinsic to the pinch surface (in this case a point),

$$
\begin{equation*}
\lambda=\sigma+\tau, \quad x=\frac{\sigma}{\sigma+\tau} \tag{5.104}
\end{equation*}
$$

the normal coordinate $\lambda$ gives the "overall distance" of the gluon from the cusp, and ranges from 0 to $\infty$. The intrinsic angular coordinate ranges between 0 and 1 , and measures the degree of collinearity of the gluon to either Wilson line. The integral over $\lambda$ can be readily performed and gives a factor of $\Gamma(2 \epsilon)$ containing the ultraviolet pole. The integration over the intrinsic variable $x$ remains, and we can write

$$
\begin{equation*}
\mathcal{K}_{2,1}^{(1)}\left(\gamma_{i j}, \frac{\mu^{2}}{m^{2}}, \epsilon\right)=-\left(\frac{\mu^{2}}{m^{2}}\right)^{\epsilon} g_{s}^{2} \frac{\Gamma(1-\epsilon)}{8 \pi^{2-\epsilon}} \Gamma(2 \epsilon) \gamma_{i j} \int_{0}^{1} d x P\left(x, \gamma_{i j}\right), \tag{5.105}
\end{equation*}
$$

where

$$
\begin{equation*}
P\left(x, \gamma_{i j}\right)=\left[x^{2}+(1-x)^{2}-x(1-x) \gamma_{i j}-\mathrm{i} \eta\right]^{-1+\epsilon} \tag{5.106}
\end{equation*}
$$

The quadratic polynomial in $x$ in Eq. (5.106) can be factored with the change of variables

$$
\begin{equation*}
\gamma_{i j} \equiv-\alpha_{i j}-\frac{1}{\alpha_{i j}}, \tag{5.107}
\end{equation*}
$$

where we can take $\alpha_{i j}$ to lie inside the unit circle in the complex plane, thanks to the symmetry under $\alpha_{i j} \rightarrow 1 / \alpha_{i j}$. The $x$ integral can then be performed exactly, and gives a hypergeometric function,

$$
\begin{equation*}
\mathcal{K}_{2,1}^{(1)}\left(\gamma_{i j}, \frac{\mu^{2}}{m^{2}}, \epsilon\right)=-\left(\frac{\mu^{2}}{m^{2}}\right)^{\epsilon} g_{s}^{2} \frac{\Gamma(1-\epsilon)}{8 \pi^{2-\epsilon}} \Gamma(2 \epsilon) \gamma_{i j} F_{1}\left(1,1-\epsilon, \frac{3}{2}, \frac{1}{2}+\frac{\gamma_{i j}}{4}\right) . \tag{5.108}
\end{equation*}
$$

Expanding Eq. 5.108 around $\epsilon=0$ we can easily obtain the coefficient of the simple pole in Eq. 5.105. Reinstating then the colour factor, making use of Eq. (5.80) at one loop, and summing over available colour dipoles, we obtain the soft anomalous dimension matrix at one loop, for massive Wilson lines. In terms of the $\alpha_{i j}$ variables, it is given by

$$
\begin{equation*}
\Gamma_{\mathcal{S}}^{(1)}=\sum_{i<j} \mathbf{T}_{i} \cdot \mathbf{T}_{j} \frac{1+\alpha_{i j}^{2}}{1-\alpha_{i j}^{2}} \ln \alpha_{i j} \tag{5.109}
\end{equation*}
$$

In this representation, the limit of light-like Wilson lines is reached as $\alpha_{i j} \rightarrow 0$, corresponding to $\gamma_{i j} \rightarrow \infty$. The logarithmic singularity in that limit corresponds to the collinear divergence in Eq. (3.64), and the coefficient of the logarithm in the $\alpha_{i j} \rightarrow 0$ limit gives the light-like cusp anomalous dimensions discussed in earlier Sections. An alternative representation is often given, in terms of the Minkowski-space cusp angles between Wilson lines $i$ and $j$, which we denote by $\xi_{i j}$, defined by

$$
\begin{equation*}
\xi_{i j}=\cosh ^{-1}\left(-\frac{\gamma_{i j}}{2}\right) \tag{5.110}
\end{equation*}
$$

Using this variable one finds

$$
\begin{equation*}
\Gamma_{\mathcal{S}}^{(1)}=-\sum_{i<j} \mathbf{T}_{i} \cdot \mathbf{T}_{j} \xi_{i j} \operatorname{coth}\left(\xi_{i j}\right) \tag{5.111}
\end{equation*}
$$

As we will see below, the one-loop angle-dependent cusp anomalous dimension, given here in Eq. 5.109 and in Eq. 5.111 plays an important role also for higher-order corrections to the soft anomalous dimension matrix for massive particles.

| $i, j$ | Replica-ordered colour factor | Multiplicity |
| :---: | :---: | :---: |
| $i=j$ | $C(a)$ | $N_{r}$ |
| $i<j$ | $C(b)$ | $N_{r}\left(N_{r}-1\right) / 2$ |
| $i>j$ | $C(a)$ | $N_{r}\left(N_{r}-1\right) / 2$ |

Table 1: Replica analysis of diagram (a) of Fig. 30, as described in the text.

### 5.3.5 The two-loop soft anomalous dimension matrix

We now proceed to summarise the calculation of the two-loop soft anomalous dimension matrix, which will give us an opportunity to illustrate the application of the replica method discussed in Section 5.3.3 with the simplest non-trivial example.

At two-loops, a maximum of three Wilson lines can be connected, and we get a total of two distinct webs: one was shown in Fig. 30, while the other one, involving a single diagram with a three-gluon vertex, is shown in Fig. 33. Here we will discuss in some detail the web in Fig. 30 , which is the lowest-order contribution to the Cweb $W_{3}^{(2)}(1,2,1)$, and is also an example of the class of webs called "multiple gluon exchange webs" (MGEW), discussed in Ref. [480]. The contribution of this two-loop web can be written schematically as

$$
\begin{equation*}
w_{121}^{(2)}=\mathcal{K}(a) \widetilde{C}(a)+\mathcal{K}(b) \widetilde{C}(b), \tag{5.112}
\end{equation*}
$$

where $\mathcal{K}(a)$ and $\mathcal{K}(b)$ are the kinematic contributions of the two diagrams of the web and $\widetilde{C}(a)$ and $\widetilde{C}(b)$ are the corresponding exponentiated color factors. Considering as an example diagram (a) in Fig. 30, and introducing $N_{r}$ replicas, we note that the replica-ordering operator will replace the colour factor of ( $a$ ) with that of (b) in Fig. 30, in the $N_{r}\left(N_{r}-1\right) / 2$ cases in which the replicas assigned to the two gluons are in the 'wrong' order, as reported in Table 1. The colour factor of diagram (a) in the replicated theory then reads

$$
\begin{equation*}
C_{N_{r}}^{\text {repl. }}(a)=N_{r} C(a)+\frac{N_{r}\left(N_{r}-1\right)}{2}(C(a)+C(b))=N_{r}\left(\frac{C(a)-C(b)}{2}\right)+\mathcal{O}\left(N_{r}^{2}\right), \tag{5.113}
\end{equation*}
$$

and similarly for diagram (b). The coefficients of $\mathcal{O}\left(N_{r}\right)$ terms give us then the exponentiated color factors

$$
\begin{equation*}
\widetilde{C}(a)=\left(\frac{C(a)-C(b)}{2}\right)=-\widetilde{C}(b) \tag{5.114}
\end{equation*}
$$

Thus

$$
\begin{equation*}
w_{121}^{(2)}=\frac{1}{2}(C(a)-C(b))(\mathcal{K}(a)-\mathcal{K}(b)) . \tag{5.115}
\end{equation*}
$$



Figure 33: A two-loop, three-line web involving a 3-gluon vertex.
corresponding to the web mixing matrix

$$
R_{121}=\frac{1}{2}\left(\begin{array}{cc}
1 & -1  \tag{5.116}\\
-1 & 1
\end{array}\right) .
$$

We note in passing that, as expected, $R_{121}$ satisfies the row sum rule in Eq. (5.91). In order to check the column sum rule in Eq. $\sqrt{5.92}$, we must construct the vector $s(D)$ for the two diagrams in Fig. 30. Taking into account the orientation of the Wilson lines, one sees that for both diagrams there is only one way in which the two gluons can be sequentially shrunk to the origin, so that we get

$$
\begin{equation*}
s(a)=s(b)=1, \tag{5.117}
\end{equation*}
$$

and, also as expected, the column sum rule is verified. Concerning the exponentiated colour factors, one easily sees that the non-abelian exponentiation theorem is verified for this simple web. Indeed, the color factors of the diagrams (a) and (b) are

$$
\begin{equation*}
C(a)=T_{1}^{a} T_{2}^{a} T_{2}^{b} T_{3}^{b}, \quad C(b)=T_{1}^{a} T_{2}^{b} T_{2}^{a} T_{3}^{b} \tag{5.118}
\end{equation*}
$$

Recalling that color generators pertaining to the same Wilson line do not commute, and using the colour algebra, we can write the exponentiated color factor as

$$
\begin{equation*}
\widetilde{C}(a)=-\frac{1}{2} \mathrm{i} f_{a b c} T_{1}^{a} T_{2}^{b} T_{3}^{c}=-\widetilde{C}(b) \tag{5.119}
\end{equation*}
$$

a result which is proportional to the colour factor of the fully connected diagram in Fig. 33 .
We now turn to the computation of the kinematic factor of this web, following Ref. [242]. This will allow us to illustrate the dynamical effects of the column sum rule on leading infrared poles. We follow the same strategy as in Section 5.3.4, associating directly to each gluon its coordinate-space propagator, and thus leaving only parameter integrals to be performed. We parametrise the positions of gluon attachments on Wilson lines 1,2 and 3 by $s \beta_{1}, t_{1} \beta_{2}, t_{2} \beta_{2}$ and $u \beta_{3}$, respectively, and introduce exponential suppressions for each Wilson line. In diagram (a), the gluon that attaches at $t_{1}$ is further away from the origin than the one at $t_{2}$, which is accounted for by including step function $\theta\left(t_{1}-t_{2}\right)$. We get then, for diagram (a),

$$
\begin{align*}
\mathcal{K}(a)= & g_{s}^{4} \mu^{4 \epsilon} \frac{\Gamma^{2}(1-\epsilon)}{16 \pi^{4-2 \epsilon}} \beta_{1} \cdot \beta_{2} \beta_{2} \cdot \beta_{3} \int_{0}^{\infty} d s d t_{1} d t_{2} d u \theta\left(t_{1}-t_{2}\right) \\
& \times \frac{\exp \left[-m\left(s \sqrt{\beta_{1}^{2}}+u \sqrt{\beta_{3}^{2}}+\left(t_{1}+t_{2}\right) \sqrt{\beta_{2}^{2}}\right)\right]}{\left(-\left(s \beta_{1}-t_{1} \beta_{2}\right)^{2}+\mathrm{i} \eta\right)^{1-\epsilon}\left(-\left(u \beta_{3}-t_{2} \beta_{2}\right)^{2}+i \eta\right)^{1-\epsilon}}, \tag{5.120}
\end{align*}
$$

while the contribution of diagram (b) is the same as the above, except that one needs to replace the step function by its complement, $\theta\left(t_{2}-t_{1}\right)$. As before, we can exploit the rescaling invariance of the integrand to scale the variables according to

$$
\begin{equation*}
\sigma=s \sqrt{\beta_{1}^{2}}, \quad \tau_{1,2}=t_{1,2} \sqrt{\beta_{2}^{2}}, \quad v=u \sqrt{\beta_{3}^{2}} \tag{5.121}
\end{equation*}
$$

and we can define variables $\lambda_{1}$ and $\lambda_{2}$, corresponding to the average distance of the two gluons from the origin, as well as 'angular' variables $x_{1}$ and $x_{2}$, using

$$
\begin{align*}
\lambda_{1}=\sigma+\tau_{1}, & \lambda_{2}=v+\tau_{2}  \tag{5.122}\\
x_{1}=\frac{\tau_{1}}{\sigma+\tau_{1}}, & x_{2}=\frac{\tau_{2}}{v+\tau_{2}} . \tag{5.123}
\end{align*}
$$

The overall UV divergence can then be extracted considering the overall distance of the two-gluon system from the origin, using

$$
\begin{equation*}
\lambda=\lambda_{1}+\lambda_{2}, \quad \omega=\frac{\lambda_{1}}{\lambda_{1}+\lambda_{2}} \tag{5.124}
\end{equation*}
$$

Integration over $\lambda$ is now immediate, and gives the overall divergence in the form of a factor $\Gamma(4 \epsilon)$. In this case, however, the integral over $\omega$ gives a sub-divergence for each graph: for graph (a), one finds a factor of

$$
\begin{equation*}
\int_{0}^{1} d \omega \frac{1}{[\omega(1-\omega)]^{1-2 \epsilon}} \theta\left(\frac{\omega}{1-\omega}>\frac{x_{2}}{x_{1}}\right)=\frac{1}{2 \epsilon}+\phi(a) \tag{5.125}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(a)=-\ln \left(\frac{x_{2}}{x_{1}}\right)+\left[4 \operatorname{Li}_{2}\left(-\frac{x_{1}}{x_{2}}\right)+\ln ^{2}\left(\frac{x_{2}}{x_{1}}\right)\right] \epsilon+\mathcal{O}\left(\epsilon^{2}\right) \tag{5.126}
\end{equation*}
$$

whereas for diagram (b) one finds

$$
\begin{equation*}
\int_{0}^{1} d \omega \frac{1}{[\omega(1-\omega)]^{1-2 \epsilon}} \theta\left(\frac{\omega}{1-\omega}<\frac{x_{2}}{x_{1}}\right)=\frac{1}{2 \epsilon}+\phi(b) \tag{5.127}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(b)=-\phi(a)-4 \zeta_{2} \epsilon+\mathcal{O}\left(\epsilon^{2}\right) \tag{5.128}
\end{equation*}
$$

The presence of subdivergences is related to the fact that, for each diagram, one can shrink the inner gluon line to the origin, while leaving the other gluon untouched. As a consequence, the kinematic contributions of each diagram have a double pole, which, however, cancels as expected when we combine the two diagrams to compute the kinematic factor of the whole web. We get

$$
\begin{equation*}
\mathcal{K}(a)-\mathcal{K}(b)=2 \kappa^{2} \Gamma(4 \epsilon) \gamma_{12} \gamma_{23} \int_{0}^{1} d x_{1} d x_{2} P\left(x_{1}, \gamma_{12}\right) P\left(x_{2}, \gamma_{23}\right) \phi\left(x_{1}, x_{2} ; \epsilon\right) \tag{5.129}
\end{equation*}
$$

where

$$
\begin{align*}
\kappa & \equiv-\left(\frac{\mu^{2}}{m^{2}}\right)^{\epsilon} g_{s}^{2} \frac{\Gamma(1-\epsilon)}{8 \pi^{2-\epsilon}} \\
\phi\left(x_{1}, x_{2} ; \epsilon\right) & =\ln \left(\frac{x_{1}}{x_{2}}\right)+\left[4 \operatorname{Li}_{2}\left(-\frac{x_{1}}{x_{2}}\right)+\ln ^{2}\left(\frac{x_{1}}{x_{2}}\right)+2 \zeta_{2}\right] \epsilon+\mathcal{O}\left(\epsilon^{2}\right) . \tag{5.130}
\end{align*}
$$

This can be substituted into Eq. 5.115, together with Eq. 5.119, to obtain the complete expression for the web $w_{121}^{(2)}$. In order to recover the corresponding contribution to the soft anomalous dimension, one step still needs to be performed: we need to use Eq. (5.80), combining the result for $w_{121}^{(2)}$ with the appropriate commutator involving the one-loop result, evaluated to $\mathcal{O}\left(\epsilon^{0}\right)$. We need the combination

$$
\begin{equation*}
\Gamma_{\mathcal{S}, 121}^{(2)}=-4 w_{121}^{(2,-1)}-2\left[w^{(1,-1)}, w^{(1,0)}\right] \tag{5.131}
\end{equation*}
$$

where $w^{(1, k)}$ denotes the contribution of order $\epsilon^{k}$ to the one-loop web discussed in Section 5.3.4. The remaining parameter integrals can be performed with standard techniques [242, 480], and the result has a relatively simple form, which can be written as

$$
\begin{equation*}
\Gamma_{\mathcal{S}, 121}^{(2)}=\frac{\mathrm{i}}{4} f^{a b c} T_{1}^{a} T_{2}^{b} T_{3}^{c} r\left(\alpha_{12}\right) r\left(\alpha_{23}\right)\left[\ln \left(\alpha_{12}\right) U\left(\alpha_{23}\right)-\ln \left(\alpha_{23}\right) U\left(\alpha_{12}\right)\right] \tag{5.132}
\end{equation*}
$$

where $\alpha_{i j}$ is defined in Eq. 5.107), and the functions $r(\alpha)$ and $U(\alpha)$ are given by

$$
\begin{align*}
r(\alpha) & =\frac{1+\alpha^{2}}{1-\alpha^{2}} \\
U(\alpha) & =2 \operatorname{Li}_{2}\left(\alpha^{2}\right)+4 \ln \alpha \ln \left(1-\alpha^{2}\right)-2 \ln ^{2} \alpha-2 \zeta_{2} \tag{5.133}
\end{align*}
$$

In addition to the contribution in Eq. (5.131), which we get from diagrams with two gluon attachments on leg number two, we also need to add the contributions arising from diagrams where legs number one and three have two gluon attachments. The result of this sum can be written as

$$
\begin{equation*}
\Gamma_{\mathcal{S}, \text { MGEW }}^{(2)}=\frac{\mathrm{i}}{4} f^{a b c} T_{1}^{a} T_{2}^{b} T_{3}^{c} \sum_{i, j, k} \epsilon_{i j k} r\left(\alpha_{i j}\right) r\left(\alpha_{j k}\right) \ln \left(\alpha_{i j}\right) U\left(\alpha_{j k}\right), \tag{5.134}
\end{equation*}
$$

where the subscript MGEW denotes the contribution of multiple-gluon-exchange webs, in the sense of Ref. [480]. If $n$ Wilson lines are present, a further sum over all possible triples of Wilson lines yields

$$
\begin{equation*}
\Gamma_{\mathcal{S}, \mathrm{MGEW}}^{(2)}=\frac{\mathrm{i}}{4} \sum_{i>j>k=1}^{n} f^{a b c} T_{i}^{a} T_{j}^{b} T_{k}^{c} \sum_{I, J, K \in\{i, j, k\}} \epsilon_{I J K} r\left(\alpha_{I J}\right) r\left(\alpha_{J K}\right) \ln \left(\alpha_{I J}\right) U\left(\alpha_{J K}\right) \tag{5.135}
\end{equation*}
$$

The full two-loop soft anomalous dimension for three particles receives a further contribution, in addition to MGEWs, from the single-diagram web with a three-gluon vertex depicted in Fig. 33 . As a consequence of the dipole formula, this web vanishes in light-like limit, as first discovered in Refs. 71,72. The case of Wilson lines off the light cone, of course, has great interest of its own, since it governs infrared divergences for amplitudes involving massive particles. At the one-loop level, the general form of these divergences was given in Ref. [501]; at two-loops, the methods discussed here become relevant, and the calculation is far from trivial, requiring state-of-the-art integration techniques. The result, however, is remarkably simple [358, 502, 505]. For completeness, we give here the complete outcome, which can be written as

$$
\begin{equation*}
\Gamma_{\mathcal{S}}^{(2)}=\Gamma_{\mathcal{S}, 3 g}^{(2)}+\Gamma_{\mathcal{S}, \mathrm{MGEW}}^{(2)} \tag{5.136}
\end{equation*}
$$

with $\Gamma_{\mathcal{S}, \mathrm{MGEW}}^{(2)}$ given in Eq. 5.132 , while

$$
\begin{equation*}
\Gamma_{\mathcal{S}, 3 g}^{(2)}=\frac{\mathrm{i}}{2} \sum_{i>j>k=1}^{n} f_{a b c} T_{i}^{a} T_{j}^{b} T_{k}^{c} \sum_{I, J, K \in\{i, j, k\}} \epsilon_{I J K} \ln ^{2}\left(\alpha_{J K}\right) \ln \left(\alpha_{I J}\right) r\left(\alpha_{I J}\right), \tag{5.137}
\end{equation*}
$$

a strikingly compact and elegant expression. Comparing with Eq. 5.109, we see that the result is a weighted sum of the three available angle-dependent cusp anomalous dimensions, strongly constrained by the overall Bose symmetry: an intriguing result, which is not yet fully understood.

## 6 Real radiation: factorisation and subtraction

The main focus of our report is the infrared singularity structure of virtual corrections to scattering amplitudes, which were discussed in considerable detail in the previous Sections. We learnt that infrared singularities arise from specific momentum configurations, corresponding to the exchange of soft or collinear virtual massless particles. Ultimately, we saw that the long-distance sensitivity of a massless gauge amplitude is ruled by a small set of universal quantities, that are in turn determined by their soft and collinear anomalous dimensions. As a consequence, the IR
content of virtual corrections is universal, i.e. it is independent of the details of the underlying hard process.

In this Section, for completeness, we will discuss the factorisation properties of soft and collinear real radiation, with a two-fold motivation. On the one hand, factorisation for real radiation is a necessary complement of the factorisation of virtual corrections, in light of the KLN theorem: in fact, the theorem states the cancellation of IR singularities among real and virtual corrections, regardless of the details of the resolved subprocess. Given the factorisation and universality properties of virtual corrections, it is natural to expect to be able to also identify and extract singular contributions to real radiation matrix elements in terms of universal kernels, multiplying lower-multiplicity matrix elements, which should be the only process-dependent component. This requires a delicate interplay between virtual and real corrections, with virtual singularities providing 'sum-rule' constraints on real radiation kernels, whose phase-space integrals must effect the predicted cancellation.

A second motivation is the fact that the factorisation of soft and collinear real radiation is a fundamental tool for phenomenological applications to collider observables. As we will discuss is some detail in Section 6.2, constructing a precise theoretical prediction for an infrared-safe QCD observable requires being able to implement the cancellation of infrared poles in an automatic and efficient way. This is the goal pursued by subtraction methods, which have been the focus of a great deal of theoretical activity in the past decades.

In what follows, we will begin in Section 6.1 by sketching the factorisation properties of gauge amplitudes in soft and collinear limits, giving explicit examples at tree level and referring to the literature for known higher-order corrections. The simple and well-known results at lowest order will suggest the possibility of computing the factorisation kernels by means of matrix elements of fields and Wilson lines, closely related to the matrix elements discussed earlier in the context of virtual corrections. We will then proceed, in Section 6.2, to outline the basic ideas underlying the subtraction methods, which propose to combine real and virtual corrections in a universal way, delivering directly finite predictions for IR-safe observables, that can be evaluated numerically. In this context, in Section 6.3, we will discuss a strategy to define and compute the real radiation kernels (and thus the local universal infrared counterterms required in the context of subtraction) in a systematic way, in principle at arbitrary order, so that the cancellation of real and virtual singularities can be made explicit from the outset. We will illustrate the results of this approach in Section 6.4, up to NNLO in perturbation theory, paying particular attention to strongly ordered multiple soft and collinear limits, that play an important and intricate role for subtraction beyond NLO.

### 6.1 Factorisation for soft and collinear real radiation

In the past decades, many important studies have focus on extracting the singular contributions to gauge amplitudes and cross sections in the limits where a number of massless particles become soft and/or collinear. This vast research endeavour would deserve a review on its own, since the results were achieved with a variety of innovative techniques, and in many cases they are of great phenomenological relevance.

As expected from the KLN theorem, and from general properties of $S$-matrix elements, under infrared singular limits scattering amplitudes quasi-completely factorise into universal kernels multiplying lower-point amplitudes. To be precise, when a subset of particles becomes soft or collinear, certain Mandelstam invariants will vanish: factorisation is a feature of leading-power contributions in those invariants; we describe it as quasi-complete in the sense that soft and collinear kernels are still linked to lower-point amplitudes by either colour correlations (in the soft case) or spin correlations (in the collinear case). At cross-section level, the basic lowest-
order factorisation properties have of course been well-known since the early days of perturbative QCD $238,248,250,287,289,506,507$, and they are directly relevant for the cancellation of infrared divergences at NLO. Collinear splitting kernels for hadronic cross sections are also necessary ingredients for all applications of collinear factorisation in QCD, and they have by now been determined to three loops $[354,356,508,510]$, with remarkable partial results at four and five loops $395,397,511-513$. Detailed studies at amplitude level are somewhat more recent: the general form of the factorisation of tree-level gauge amplitudes in soft and collinear limits was established in the late eighties, using recursion relations 514, 515 or general expression for the amplitudes derived from string theory [516, 517]; a combined factorisation including both soft and collinear limits was later proposed in [518, 519]. Amplitude-level factorisation was extended to single-unresolved radiation at one-loop in 520 -526], and to double-unresolved radiation at tree level in $[527-529]$ : these results are necessary ingredients to implement the cancellation of infrared divergences at NNLO. At yet higher orders, a growing body of results is available, including an all-order proof of collinear factorisation in the planar limit [530], and explicit results for multiple collinear limits at tree level $[531-533]$ and one loop [534 537], as well as for multiple soft limits at tree level [538, 539] and one loop [540, 541, single-soft limits at two loops [542, 543], and single-collinear limits at two loops $[417,544]$. The organisation of colour degrees of freedom in multiple soft emissions has been further explored in Refs. [545, 546].

Of special interest for both the theory and the applications of factorisation are the results of Ref. 207]: they show that for scattering amplitudes involving space-like as well as time-like collinear splittings, the naïve form of collinear factorisation is violated; specifically, one finds that the splitting kernel in such cases does not depend exclusively on the quantum numbers of the two collinear particles, but there are leftover colour correlations with the other particles participating in the scattering process. This effect can be traced back to the existence of non-vanishing phases in the divergent parts of the amplitude in the space-like case (see for example Eq. (5.35) and to the non-commutativity of the collinear limit with the $\epsilon$ expansion in dimensional regularisation (see for example the discussion in Ref. [530]). This breakdown of simple collinear factorisation does not affect the discussion of fixed-angle scattering amplitudes developed in Section 5, but it has important phenomenological consequences, since it is related to the appearance of unconventional logarithmic enhancements in QCD cross sections with phase-space constraints, such as non-global logarithms [547], or super-leading logarithms [548 [550]. The finiteness of sufficiently inclusive hadronic cross sections relies upon the cancellation of these effects, and is proved to all orders for processes with electroweak final states [60, 205], with techniques that extend to inclusive jet cross sections [206]. The precise boundaries of applicability of these techniques to more intricate or less inclusive observables have not however been determined in detail.

In what follows, we will not try to review in further detail this great body of results. Rather, we will focus on some simple examples at tree-level, and later at one loop, and we will infer a general proposal for the definition of soft and collinear real-radiation kernels, bearing a close correspondence to the virtual soft and jet functions defined in the previous section. As we will see, this will lead to a natural procedure for the construction of local subtraction counterterms [295].

Following [81, we start by introducing a ket notation for scattering amplitudes, which is particularly efficient for the discussion of real infrared emission. Consider a generic scattering process involving massless final-state QCD partons with momenta $p_{1}, p_{2}, \ldots$ Non-QCD particles carrying a total momentum $Q$ are always understood. To express colour, spin and flavour degrees of freedom we introduce different sets of indices: $\left\{c_{1}, c_{2}, \ldots\right\}$ for colour, $\left\{s_{1}, s_{2}, \ldots\right\}$ for spin, and $\left\{f_{1}, f_{2}, \ldots\right\}$ for flavour. Given a set of basis vectors in colour and spin spaces $\left\{\left|c_{1}, c_{2}, \ldots\right\rangle \otimes\left|s_{1}, s_{2}, \ldots\right\rangle\right\}$, the scattering amplitude and the corresponding transition probability,
with spin and colour indices summed, can be written as

$$
\begin{align*}
\mathcal{A}_{f_{1} f_{2} \ldots}^{c_{1} c_{2}, s_{1} s_{2} \ldots}\left(p_{1}, p_{2}, \ldots\right) & \equiv\left(\left\langle c_{1} c_{2} \ldots\right| \otimes\left\langle s_{1} s_{2} \ldots\right|\right)\left|\mathcal{A}_{f_{1} f_{2} \ldots}\left(p_{1}, p_{2}, \ldots\right)\right\rangle, \\
\left|\mathcal{A}_{f_{1} f_{2} \ldots}\left(p_{1}, p_{2}, \ldots\right)\right|^{2} & =\left\langle\mathcal{A}_{f_{1} f_{2} \ldots}\left(p_{1}, p_{2}, \ldots\right) \mid \mathcal{A}_{f_{1} f_{2} \ldots}\left(p_{1}, p_{2}, \ldots\right)\right\rangle . \tag{6.1}
\end{align*}
$$

The effects of radiation on the colour content of the amplitude will be treated by introducing colour-insertion operators, as discussed in Section 5.1. If, for example, we consider the treelevel matrix element $\mathcal{A}_{g, a_{1} \ldots a_{n}}\left(k, p_{1}, \ldots, p_{n}\right)$, where the outgoing gluon $g$ carries momentum $k$, colour $c$ and spin polarisation $\lambda$, we know from our earlier discussions that the leading singular contribution to this matrix element in the limit when the gluon becomes soft is given by

$$
\begin{equation*}
\langle c| \otimes\left\langle\lambda \mid \mathcal{A}_{g, f_{1} \ldots f_{n}}\left(k, p_{1}, \ldots, p_{n}\right)\right\rangle_{\text {soft }}=\epsilon_{\lambda}(k) \cdot J^{c}(k)\left|\mathcal{A}_{f_{1} \ldots f_{n}}\left(p_{1}, \ldots, p_{n}\right)\right\rangle, \tag{6.2}
\end{equation*}
$$

where $J^{c}$ is the appropriate colour component of the eikonal current defined in Eq. (5.17),

$$
\begin{equation*}
\mathbf{J}^{\mu}(k)=g \mu^{\epsilon} \sum_{i=1}^{n} \mathbf{T}_{i} \frac{p_{i}^{\mu}}{p_{i} \cdot k}, \tag{6.3}
\end{equation*}
$$

which is transverse by colour conservation

$$
\begin{equation*}
k \cdot \mathbf{J}(k)=g \mu^{\epsilon} \sum_{i=1}^{n} \mathbf{T}_{i}=0 . \tag{6.4}
\end{equation*}
$$

Squaring the soft matrix element in Eq. (6.2), and exploiting colour conservation, one recovers the soft contribution to the cross section, as in Eq. 2.36), which we rewrite here as

$$
\begin{equation*}
\left|\mathcal{A}_{g, f_{1} \ldots f_{n}}\left(k, p_{1}, \ldots, p_{n}\right)\right|_{\text {soft }}^{2}=-8 \pi \alpha_{s} \mu^{2 \epsilon} \sum_{i \neq j} \mathcal{I}_{i j}^{(k)}\left|\mathcal{A}_{f_{1} \ldots f_{n}}^{i j}\left(p_{1}, \ldots, p_{n}\right)\right|^{2}, \tag{6.5}
\end{equation*}
$$

where the eikonal prefactor is given by

$$
\begin{equation*}
\mathcal{I}_{i j}^{(k)} \equiv \frac{s_{i j}}{s_{k i} s_{k j}} \tag{6.6}
\end{equation*}
$$

with $s_{k i}=2 k \cdot p_{i}$, and where the squared amplitude on the r.h.s. of Eq. (6.5) is the colourconnected Born amplitude (without radiation), which in the present notation reads

$$
\begin{equation*}
\left|\mathcal{A}_{f_{1} \ldots f_{n}}^{i j}\right|^{2} \equiv\left\langle\mathcal{A}_{f_{1} \ldots f_{n}}\right| \mathbf{T}^{i} \cdot \mathbf{T}^{j}\left|\mathcal{A}_{f_{1} \ldots f_{n}}\right\rangle . \tag{6.7}
\end{equation*}
$$

Based on our experience with virtual corrections in Section 3.3 and in Section 5, we would expect this result to emerge from a matrix element of Wilson lines, replacing the hard particles appearing in the Born amplitude: the expectation is borne out by the observation that the current $\mathbf{J}^{\mu}$ is a sum of eikonal vertices, and thus can be easily modelled in terms of Wilson lines. A simple explicit computation indeed shows that the matrix element

$$
\begin{equation*}
\mathcal{S}_{n, 1}\left(k ;\left\{\beta_{i}\right\}\right) \equiv\langle k, \lambda| T\left[\prod_{i=1}^{n} \Phi_{\beta_{i}}(0, \infty)\right]|0\rangle, \tag{6.8}
\end{equation*}
$$

computed at tree level, precisely reproduces the soft factor in Eq. $\sqrt{6.2}$ ), and thus, upon squaring, Eq. (6.5).

The analysis performed for virtual corrections, leading to the conclusion that soft emissions can be described by means Wilson lines, makes us confident that the simple argument leading


Figure 34: Double soft gluon emission from a generic hard amplitude.
to Eq. (6.2), and to the identification of the single soft emission operator in Eq. 6.8), will generalise to the emission of multiple soft gluons at leading power. Indeed, the limit of QCD treeamplitudes when two gluons become simultaneously soft was studied by Berends and Giele 515 and by Catani [551, showing precisely a factorisation of this kind. Following Ref. [529, we introduce the double-soft emission current by writing

$$
\begin{align*}
\left\langle a_{1} a_{2}\right| \otimes\left\langle\lambda_{1} \lambda_{2}\right| \mathcal{A}_{g g, f_{1} \ldots f_{n}}\left(k_{1},\right. & \left.\left.k_{2}, p_{1}, \ldots, p_{n}\right)\right\rangle_{\text {soft }}=\epsilon_{\lambda_{1}}^{\mu_{1}}\left(k_{1}\right) \epsilon_{\lambda_{2}}^{\mu_{2}}\left(k_{2}\right) \\
& \times J_{\mu_{1} \mu_{2}}^{a_{2} a_{2}}\left(k_{1}, k_{2}\right)\left|\mathcal{A}_{f_{1}, \ldots, f_{n}}\left(p_{1}, \ldots, p_{n}\right)\right\rangle . \tag{6.9}
\end{align*}
$$

The double-soft current receives contribution from three different diagram topologies, depicted in Fig. 34. The explicit expression for the double-soft current $J_{a_{1} a_{2}}^{\mu_{1} \mu_{2}}$ is given by [529]

$$
\begin{align*}
& J_{\mu_{1} \mu_{2}}^{a_{1} a_{2}}\left(k_{1}, k_{2}\right)=4 \pi \alpha_{s} \mu^{2 \epsilon}\left\{\sum_{\ell \neq m} T_{m}^{a_{1}} T_{\ell}^{a_{2}} \frac{p_{m}^{\mu_{1}}}{p_{m} \cdot k_{1}} \frac{p_{\ell}^{\mu_{2}}}{p_{\ell} \cdot k_{2}}\right.  \tag{6.10}\\
&+\sum_{m}\left[\frac{p_{m}^{\mu_{1}} p_{m}^{\mu_{2}}}{p_{m} \cdot\left(k_{1}+k_{2}\right)}\left(\frac{T_{m}^{a_{2}} T_{m}^{a_{1}}}{p_{m} \cdot k_{2}}+(1 \leftrightarrow 2)\right)\right. \\
&\left.\left.+\mathrm{i} f_{a}^{a_{1} a_{2}} T_{m}^{a} \frac{p_{m} \cdot\left(k_{2}-k_{1}\right) g^{\mu_{1} \mu_{2}}+2 p_{m}^{\mu_{1}} k_{1}^{\mu_{2}}-2 p_{m}^{\mu_{2}} k_{2}^{\mu_{1}}}{2 k_{1} \cdot k_{2} p_{m} \cdot\left(k_{1}+k_{2}\right)}\right]\right\} .
\end{align*}
$$

The correspondence between the expression in Eq. $\sqrt{6.10)}$ and the diagrams in Fig. 34 is straightforward: the first term stems from diagrams of type (a), the second contribution reflects diagrams of type (b), and finally the last term, proportional to $f_{a}{ }^{a_{1}, a_{2}}$, clearly emerges from diagrams of type (c). At squared-amplitude level, the factorisation formula for the configuration at hand can be written as

$$
\begin{align*}
& \left|\mathcal{A}_{g g, f_{1} \ldots f_{n}}\left(k_{1}, k_{2}, p_{1}, l \ldots, p_{n}\right)\right|_{\mathrm{soft}}^{2}=2\left(4 \pi \alpha_{s} \mu^{2 \epsilon}\right)^{2}  \tag{6.11}\\
& \quad \times\left[\sum_{i \neq j} \sum_{k \neq l} \mathcal{I}_{i j}^{(1)} \mathcal{I}_{k l}^{(2)}\left|\mathcal{A}_{f_{1} \ldots f_{n}}^{i j k l}\left(p_{1}, \ldots, p_{n}\right)\right|^{2}+\sum_{i \neq j} \mathcal{I}_{i j}^{(12)}\left|\mathcal{A}_{f_{1} \ldots f_{n}}^{i j}\left(p_{1}, \ldots, p_{n}\right)\right|^{2}\right]
\end{align*}
$$

where the first term in square brackets is the factorised contribution, proportional to the double-colour-connected matrix element

$$
\begin{equation*}
\left|\mathcal{A}_{f_{1} \ldots f_{n}}^{i j k l}\right|^{2} \equiv\left\langle\mathcal{A}_{f_{1} \ldots f_{n}}\right|\left\{\mathbf{T}^{i} \cdot \mathbf{T}^{j}, \mathbf{T}^{k} \cdot \mathbf{T}^{l}\right\}\left|\mathcal{A}_{f_{1} \ldots f_{n}}\right\rangle \tag{6.12}
\end{equation*}
$$

while the double emission from a single colour dipole si expressed by the kernel $\mathcal{I}_{i j}^{(12)}$, which can be read off from Eq.(109) in [529, after appropriate relabelling of the momenta.

As before, the double-soft current can be extracted from a matrix element of Wilson lines: quite naturally, we propose

$$
\begin{equation*}
\mathcal{S}_{n, 2}\left(k_{1}, k_{2} ;\left\{\beta_{i}\right\}\right) \equiv\left\langle k_{1}, \lambda_{1} ; k_{2}, \lambda_{2}\right| T\left[\prod_{i=1}^{n} \Phi_{\beta_{i}}(0, \infty)\right]|0\rangle \tag{6.13}
\end{equation*}
$$

It is straightforward to show that Eq. (6.13), evaluated at tree level, indeed reproduces the current $J_{\mu_{1} \mu_{2}}^{a_{1} a_{2}}$, contracted with gluon polarisation vectors as in Eq. 6.9 . Indeed, expanding the product of Wilson lines to order $g^{2}$, there are three different configurations that return nonvanishing contributions: one may expand to first order in $g$ two of the $n$ Wilson lines, obtaining the first term in Eq. 6.10), or one may expand only one Wilson line to order $g$, and then include a Lagrangian interaction, to get the non-abelian component; finally, one can expand a single line up to order $g^{2}$ : in this case, the path ordering that defines $\Phi(0, \infty)$ precisely returns the remaining contributions in the first line of Eq. 6.10.

It is important to stress that the singular soft configurations we have just described have been extracted by taking the two soft momenta to vanish at the same rate, formally replacing $k_{1} \rightarrow \lambda k_{1}$ and $k_{2} \rightarrow \lambda k_{2}$, taking $\lambda \rightarrow 0$ and retaining the leading power in $\lambda$. This we describe as a democratic IR limit. In the context of subtraction, as we will see, it is also important to identify hierarchical, or strongly-ordered limits, corresponding to configurations where one gluon is much softer than the other, i.e. one of the two momenta vanishes at a faster rate with respect to the other. The expression of the corresponding current can be easily deduced by taking the leading term in the $k_{1}\left(k_{2}\right)$ expansion of $J_{a_{1} a_{2}}^{\mu_{1} \mu_{2}}$ at amplitude level, and of $\mathcal{I}_{c d}^{(12)}$ at cross-section level. One gets

$$
\begin{align*}
\left(J^{\text {s.o. }}\right)_{\mu_{1} \mu_{2}}^{a_{1} a_{2}}\left(k_{1}, k_{2}\right) & =g_{s} \mu^{\epsilon}\left(\sum_{m=1}^{n} T_{m}^{a_{2}} \frac{p_{m, \mu_{2}}}{p_{m} \cdot k_{2}} \delta^{a_{1} a}+\mathrm{i} f^{a_{1} a_{2} a} \frac{k_{1, \mu_{2}}}{k_{1} \cdot k_{2}}\right) \sum_{\ell=1}^{n} T_{\ell, a} \frac{p_{\ell, \mu_{1}}}{p_{\ell} \cdot k_{1}} \\
\mathcal{I}_{i j}^{(12) \text { s.o. }} & =-2 C_{A} \mathcal{I}_{i j}^{(2)}\left[\mathcal{I}_{i 2}^{(1)}+\mathcal{I}_{j 2}^{(1)}-\mathcal{I}_{i j}^{(1)}\right] \tag{6.14}
\end{align*}
$$

For the purposes of constructing subtraction counterterms in a systematic way, it would be interesting to be able to derive strongly ordered limits in terms of matrix elements of Wilson lines, as done above for the democratic case. This approach will be briefly discussed in Section 6.4. To conclude our discussion of soft factorisations for real radiation at tree level, we recall that the eikonal approximation is spin-independent, so the formulas that we have described can be applied to soft gluon radiation from hard gluons, simply by placing the colour generators in the appropriate (adjoint) representation; furthermore, the case of massless quark radiation (through an intermediate gluon which splits into a quark-antiquark pair) can be treated similarly and does not present new difficulties. We remark also that the soft factorisation is quasi complete, as noted at the beginning of this Section, in the sense that eikonal kernels and Born-like matrix elements are not entirely independent of each other, but are still connected by colour correlations.

To complete the picture of tree-level infrared factorisation for real radiation, we must consider collinear splittings as well. In this case, we will also find a quasi complete factorisation, but with colour correlations replaced by spin correlations. The trivial colour structure of treelevel collinear factorisation is best displayed by picking the most suitable colour basis: in this case, a natural choice is the colour trace basis of Ref. [517], later extensively employed at loop level 521,552 . For multi-gluon amplitudes, this organisation is intuitively motivated by string theory, where tree-level gluon amplitudes are computed as expectation values of conformal vertex operators inserted on the boundaries of the tree-level string world sheet, which can be conformally mapped to a circle. Colour degrees of freedom are carried by Chan-Paton factors, which are generators for the fundamental representation of the gauge group associated with each
external state. The full tree-level amplitude is then constructed as a sum of sub-amplitudes, each corresponding to a cyclic ordering of the vertex operators on the boundary of the circle, and each accompanied by the corresponding trace of Chan-Paton factors. For $n$ gluons, one may write

$$
\begin{equation*}
\mathcal{A}_{n}^{a_{1} \ldots a_{n}}\left(p_{1}, \ldots, p_{n}\right)=\sum_{\sigma \in S_{n} / Z_{n}} \operatorname{Tr}\left[T^{a_{\sigma(1)}} \ldots T^{a_{\sigma(n)}}\right] A_{n}\left(p_{\sigma(1)}, \ldots, p_{\sigma(n)}\right), \tag{6.15}
\end{equation*}
$$

where the sum is over ( $n-1$ )! non-cyclic permutations of the $n$ external gluons, and we omitted polarisation indices for simplicity. This string-inspired organisation of gauge amplitudes can be generalised to loop amplitudes, where at $\ell$ loops one must allow for products of up to $\ell+1$ trace factors, and to amplitudes with massless fermions.

The sub-amplitudes $A_{n}$ are gauge invariant, and they enjoy a number of properties that make them very useful for practical calculations [517]. In the present context, the most notable aspect is the fact that, for each sub-amplitude, collinear poles arise only from configurations where the two particles that become collinear are adjacent in the selected cyclic ordering. Thus, for example, $A_{5}\left(p_{1}, p_{2}, p_{3}, p_{4}, p_{5}\right)$ will have a collinear pole when $p_{2}$ becomes collinear to $p_{3}$, but not when $p_{2}$ becomes collinear to $p_{5}$ : indeed, within the set of diagrams contributing to this ordering, there is no diagram where $p_{2}$ and $p_{5}$ emerge from the same internal vertex, so that no propagator becomes singular as $p_{2}$ becomes parallel to $p_{5}$. Picking then a sub-amplitude where two momenta $p_{i}$ and $p_{j}$ are adjacent, and the corresponding gluons carry helicities $s_{i}$ and $s_{j}$, one finds that, in the collinear limit, the sub-amplitude factorises as
where the parent gluon carrying momentum $p_{i}+p_{j}$ is taken to carry outgoing helicity $(+s)$, so that it enters the tree-level splitting amplitude $\mathrm{Split}_{-s}^{(0)}$ with incoming helicity $(-s)$. The factorisation in Eq. 6.16) encodes the singular behavior of $A_{n}$ as $s_{i j}=2 p_{i} \cdot p_{j} \rightarrow 0$, which turns out to be proportional to $s_{i j}^{-1 / 2}$ (giving the expected $1 / s_{i j}$ singularity at cross-section level). Tree-level splitting amplitudes in this basis were derived in [514 and in 517], and are listed in those references for all flavour and spin pairings consistent with QCD couplings. As an example, one can write the splitting amplitude for a gluon branching into two gluons as 530,534

$$
\begin{align*}
& \operatorname{Split}_{-s}^{(0)}\left(p_{i}, s_{i} ; p_{j}, s_{j}\right)=g \mu^{\epsilon} \frac{2}{s_{i j}}\left[\epsilon_{s_{i}}\left(p_{i}\right) \cdot \epsilon_{s_{j}}\left(p_{j}\right) p_{i} \cdot \epsilon_{s}\left(p_{i}+p_{j}\right)\right.  \tag{6.17}\\
& \left.\quad+\epsilon_{s_{i}}\left(p_{i}\right) \cdot \epsilon_{s}\left(p_{i}+p_{j}\right) p_{i} \cdot \epsilon_{s_{j}}\left(p_{j}\right)-\epsilon_{s_{j}}\left(p_{j}\right) \cdot \epsilon_{s}\left(p_{i}+p_{j}\right) p_{j} \cdot \epsilon_{s_{i}}\left(p_{i}\right)\right]
\end{align*}
$$

where the parent gluon is taken on shell (i.e. in the exact collinear limit), and the $1 / s_{i j}$ singularity is softened to a square root by the products of polarisation vectors in square brackets.

If one does not wish to be constrained by the choice of a specific colour basis, it is possible to rephrase the collinear factorisation of massless multi-particle amplitudes in terms of colour operators (which can then be evaluated in any basis), as was done for soft emissions. In this case, one can write the tree-level factorisation directly in colour space as

$$
\begin{equation*}
\left|\mathcal{A}_{n}^{\ldots s_{i} s_{j} \ldots}\left(\ldots, p_{i}, p_{j}, \ldots\right)\right\rangle_{p_{i} \| p_{j}}=\mathbf{S p}_{-s}^{(0)}\left(p_{i}, s_{i} ; p_{j}, s_{j}\right)\left|\mathcal{A}_{n-1}^{\cdots-w_{1}}\left(\ldots, p_{i}+p_{j}, \ldots\right)\right\rangle, \tag{6.18}
\end{equation*}
$$

where the splitting matrix $\mathbf{S p}{ }_{-s}^{(0)}$ is now a colour operator acting on the right on the colour index of the parent particle, and on the left on the colour indices of the collinear pair. At tree level, the relation between the operator $\mathbf{S} \mathbf{p}_{-s}^{(0)}$ and the colourless splitting amplitude Split $_{-s}^{(0)}$ is trivial,
since each possible flavour splitting can be proportional to only a single colour tensor. Thus, for example, for a gluon with colour index $a$ splitting into gluons with colour indices $b$ and $c$, the splitting operator is obtained from Eq. 6.17) by simply inserting a factor of $\left(-\mathrm{i} f_{a b c}\right)$. More complicated colour structures will, of course, arise for multiple collinear splittings at tree and loop level.

To discuss collinear factorisation at cross-section level, taking into account the non-trivial spin structure, it is useful to define a squared amplitude that is summed over all the spin indices, except for those of a select particle of flavour $f_{1}$, which will be interpreted as the parent particle in the subsequent collinear splitting. Following Ref. [529], we define

$$
\begin{equation*}
\mathcal{T}_{f_{1} \ldots f_{n}}^{s_{1} s_{1}^{\prime}}\left(p_{1}, \ldots, p_{n}\right)=\sum_{s_{2}, \ldots, s_{n}} \sum_{c_{i}} \mathcal{A}_{f_{1} \ldots f_{n}}^{c_{1} \ldots c_{n} ; s_{1} \ldots s_{n}}\left(p_{1}, \ldots, p_{n}\right)\left[\mathcal{A}_{f_{1} \ldots f_{n}}^{c_{1} \ldots c_{n} ; s_{1}^{\prime} \ldots s_{n}}\left(p_{1}, \ldots, p_{n}\right)\right]^{\dagger} \tag{6.19}
\end{equation*}
$$

Next, we need to be more precise in parametrising the collinear limit. For two particles of flavour $f_{i}$ and $f_{j}$, carrying momenta $p_{i}$ and $p_{j}$, we identify a light-like momentum $p^{\mu}$ as the collinear direction, and we pick an auxiliary light-like vector $n^{\mu}$. How the collinear direction is approached is specified by the transverse momentum vector $k_{\perp}^{\mu}$, by definition orthogonal to both $p^{\mu}$ and $n^{\mu}$. Each collinear parton carries a collinear momentum fraction which can be defined by $z_{a}=s_{a n} /\left(s_{i n}+s_{j n}\right)$, with $a=i, j$ and $s_{a n}=2 p_{a} \cdot n$, so that $z_{i}+z_{j}=1$; hence, one may use $z \equiv z_{i}$ and $z_{j}=1-z$. This results in the Sudakov parametrisation

$$
\begin{equation*}
p_{i}=z p^{\mu}+k_{\perp}^{\mu}-\frac{k_{\perp}^{2}}{z} \frac{n^{\mu}}{2 p \cdot n}, \quad p_{j}=(1-z) p^{\mu}-k_{\perp}-\frac{k_{\perp}^{2}}{1-z} \frac{n^{\mu}}{2 p \cdot n}, \quad s_{i j}=-\frac{k_{\perp}^{2}}{z(1-z)} . \tag{6.20}
\end{equation*}
$$

The collinear limit is approached as $k_{\perp} \rightarrow 0$, and the leading-power behaviour of the squared matrix element is encoded by 529

$$
\begin{equation*}
\left|\mathcal{A}_{f_{1} \ldots f_{n}}\left(p_{1}, \ldots, p_{n}\right)\right|_{p_{i} \| p_{j}}^{2}=\frac{8 \pi \alpha_{s} \mu^{2 \epsilon}}{s_{i j}} \mathcal{T}_{f, f_{1} \ldots f_{n}}^{s s^{\prime}}\left(p, p_{1}, \ldots, p_{n}\right) \widehat{P}_{f_{i} f_{j}}^{s s_{j}^{\prime}}\left(z, k_{\perp} ; \epsilon\right) \tag{6.21}
\end{equation*}
$$

where on the r.h.s. it is understood that particles $f_{i}$ and $f_{j}$, carrying momenta $p_{i}$ and $p_{j}$, are omitted from the list, and they have been replaced by a single particle $f$ carrying momentum $p$. The possible flavour combinations are determined by the Feynman rules of the theory under consideration. For QCD, the kernels $\widehat{P}_{a_{i} a_{j}}^{s s^{\prime}}$ are the $d$-dimensional DGLAP splitting functions, represented as spin operators acting on the spin indices $s, s^{\prime}$ of the spin tensor $\mathcal{T}$. The splitting functions are given by squares of the splitting amplitudes $\mathbf{S p}_{-s}^{(0)}$, summed over colours, after extracting the coupling and the factor of $1 / \sqrt{s_{i j}}$. Their explicit expressions are of course well known, and in the present normalisation they are given by

$$
\begin{align*}
\widehat{P}_{q g}^{s s^{\prime}}\left(z, k_{\perp} ; \epsilon\right) & =\delta_{s s^{\prime}} C_{F}\left[\frac{1+z^{2}}{1-z}-\epsilon(1-z)\right] \\
\widehat{P}_{g q}^{s s^{\prime}}\left(z, k_{\perp} ; \epsilon\right) & =\delta_{s s^{\prime}} C_{F}\left[\frac{1+(1-z)^{2}}{z}-\epsilon z\right]  \tag{6.22}\\
\widehat{P}_{q \bar{q}}^{\mu \nu}\left(z, k_{\perp} ; \epsilon\right) & =T_{R}\left[-g^{\mu \nu}+4 z(1-z) \frac{k_{\perp}^{\mu} k_{\perp}^{\nu}}{k_{\perp}^{2}}\right] \\
\widehat{P}_{g g}^{\mu \nu}\left(z, k_{\perp} ; \epsilon\right) & =2 C_{A}\left[-g^{\mu \nu}\left(\frac{z}{1-z}+\frac{1-z}{z}\right)-2(1-\epsilon) z(1-z) \frac{k_{\perp}^{\mu} k_{\perp}^{\nu}}{k_{\perp}^{2}}\right]
\end{align*}
$$

Notice that all the kernels are symmetric under the exchange of a quark with an anti-quark, i.e. $\widehat{P}_{X q}=\widehat{P}_{X \bar{q}}$. From Eq. 6.22 it is evident that the spin sensitivity of the kernels, and,


Figure 35: Feynman graphs contributing to the radiative quark jet function, defined in Eq. (6.24), at lowest order.
consequently, the one of the spin tensor, is trivial in the case of a parent fermion, while gluon splittings retain a non-trivial azimuthal dependence. Also in the collinear sector, we are interested in expressing the singular kernels in terms of universal, gauge invariant operators. Let us begin by by considering gluon radiation from an outgoing quark: in this case, we may take inspiration from the virtual jet function defined in Eq. (4.9), and implement collinear radiation, as was done for the soft current, by including an extra gluon in the final state. At amplitude level, this amounts to introducing the matrix element

$$
\begin{equation*}
\bar{u}_{s}(p) \mathcal{J}_{q, 1}^{\lambda}(k ; p, n) \equiv\langle p, s ; k, \lambda| T\left[\Phi_{n}(\infty, 0) \psi(0)\right]|0\rangle . \tag{6.23}
\end{equation*}
$$

The function $\mathcal{J}_{q, 1}^{\lambda}$ is a spin matrix, and at tree level it must reproduce the collinear singularity of the splitting amplitudes, stripped of colour information. The dependence on the vector $n^{\mu}$ defining the Wilson line mimicks the gauge dependence within the families of axial gauges, and choosing $n^{2}=0$ one can reproduce the Sudakov parametrisation of the collinear region. To test our ansatz, we can square Eq. (6.23), take a Fourier transform, and introduce the (unpolarised) cross-section-level radiative jet function

$$
\begin{align*}
J_{q, 1}(k ; l, p, n) \equiv \int d^{d} x \mathrm{e}^{\mathrm{i} l \cdot x} & \sum_{\lambda, s}\langle 0| T\left[\Phi_{n}(\infty, x) \psi(x)\right]|p, s ; k, \lambda\rangle \\
& \times\langle p, s ; k, \lambda| \bar{T}\left[\bar{\psi}(0) \Phi_{n}(0, \infty)\right]|0\rangle \tag{6.24}
\end{align*}
$$

where the complex-conjugate matrix element is anti-time-ordered by the action of the operator $\bar{T}$, and the vector $l^{\mu}$ plays the role of the total momentum flowing into the final state. We can now perform a simple test of the correctness of our assumptions by computing, in Feynman gauge, the lowest perturbative order for Eq. (6.24). It receives contributions from three different Feynman diagrams, displayed in Fig. 35. Taking, for simplicity, $n^{2}=0$, we find

$$
\begin{equation*}
J_{q, 1}^{(0)}(k ; l, p, n)=\frac{4 \pi \alpha_{s}}{\left(l^{2}\right)^{2}} C_{F}(2 \pi)^{d} \delta^{d}(l-p-k)\left[-l \gamma_{\mu} \not p \gamma^{\mu} l+\frac{l^{2}}{k \cdot n}(l \nmid p p+\not p h l l)\right] . \tag{6.25}
\end{equation*}
$$

It is easy to verify the correspondence between the contributions of the three diagrams in Fig. 35 and the axial-gauge calculation of tree-level splitting kernel in Ref. [529]. Notice however that in Eq. (6.25) the collinear limit for $k$ and $p$, corresponding to $l^{2} \rightarrow 0$, still has to be performed. This can be done exploiting the Sudakov parametrisation in Eq. (6.20), and truncating the expressions for the two collinear momenta at leading order in the transverse momentum, as

$$
\begin{equation*}
p^{\mu}=z l^{\mu}+\mathcal{O}\left(l_{\perp}\right), \quad k^{\mu}=(1-z) l^{\mu}+\mathcal{O}\left(l_{\perp}\right), \quad n^{2}=0 . \tag{6.26}
\end{equation*}
$$

At leading power in $l_{\perp}$ we easily find

$$
\begin{equation*}
J_{q, 1}^{(0)}(k ; l, p, n)=\frac{8 \pi \alpha_{s}}{l^{2}} C_{F}(2 \pi)^{d} \delta^{d}(l-p-k) \not /\left[\frac{1+z^{2}}{1-z}-\epsilon(1-z)\right], \tag{6.27}
\end{equation*}
$$

up to corrections of relative order $l_{\perp}^{2}$. In the square bracket, as expected, we recognise the leading order unpolarised DGLAP splitting function $P_{q g}$, as reported in Eq. 6.22.

Clearly, the number and complexity of splitting functions at amplitude and cross-section level rapidly increases at higher orders, both because loop corrections must be included, and because multiple real radiation comes into play; furthermore, when multiple collinear particles are radiated, the identification of strongly-ordered limits becomes relevant. The operator matrix element expressions that we have identified in these simple examples, however, point the way to a useful systematic approach, linking together virtual corrections and real radiation. We will now proceed by first introducing the problem of infrared subtraction is some detail, and then discussing a set of possible definitions for real-radiation soft and collinear counterterms to all orders in perturbation theory.

### 6.2 Introducing the problem of infrared subtraction at NLO

The discussion in Section 6.1 lays the groundwork for constructing a practical and general implementation of the cancellation of IR divergences in IR-safe observables, which follows from the KLN theorem discussed in Section 1.2. After our discussion of the general cancellation theorems, and our tour of many technical aspects of IR factorisation, the reader may well wonder why this cancellation should still be described as a 'problem'. Indeed, so long as one is computing total cross sections, or highly inclusive observables, the cancellation between divergences coming from virtual corrections and those stemming from the phase space integration of unresolved radiation can be performed analytically, even to rather high orders in perturbation theory. What changes the game, and raises the stakes, is the nature of typical collider observables. Even the definition of IR-safe observables, and verifying their IR-safety to all orders, become non-trivial questions. Experimental observables are very often defined in terms of particle jets, and jets in turn are typically defined in terms of clustering algorithms; furthermore, experimental constraints imply complex phase space cuts on kinematic variables, often arising at the level of triggers for data collection: these must be implemented in efficient and versatile numerical codes. In practice, this means that phase-space integrals of real-radiation matrix elements must be performed numerically, and this in turn requires subtracting their singular contributions before performing the integration in $d=4$. Another way to state the problem is that, in a collider environment, versatility means being able to provide fully differential distribution for interesting observables, in order to be able to cope with different sets of experimental cuts. As a consequence, it becomes necessary to perform the extraction of singular contributions in a universal way, for arbitrary configurations of the resolved particles. The factorisation properties of real radiation matrix elements, sketched in Section 6.1, suggest that completing this program is possible in principle, however a general and efficient practical implementation at high orders is far from easy to achieve.

In this section, we will present the basic ideas that have been applied to the cancellation problem, in the relatively simple context of NLO calculations, where, arguably, the problem is satisfactorily solved. In the past decades, two main strategies have been developed to solve the problem at NLO: the slicing [553, 555] approach and the subtraction [80, 81, 556 559] approach. In what follows, we will mainly develop the subtraction viewpoint, but, in order to present the basic idea behind these methods, we illustrate them in the context of a toy model. Start by considering the integral

$$
\begin{equation*}
I(F)=\lim _{\epsilon \rightarrow 0}\left[\int_{0}^{1} \frac{d x}{x} x^{\epsilon} F(x)-\frac{1}{\epsilon} F(0)\right] \tag{6.28}
\end{equation*}
$$

where $F(x)$ is a generic function admitting a Taylor expansion around $x=0$, and the first term
mimicks the phase-space integration of the real radiation, while the second term plays the role of the virtual correction. The goal of both slicing and subtraction schemes is computing $I(F)$ without relying on the analytic evaluation of the integral over $x$, which involves the arbitrarily complicated function $F$. The slicing approach tackles the problem by splitting the integration domain by means of a small parameter $\delta \ll 1$, and working with a simple approximate expression for $F$ (for example $F(0)$ ) in the region containing the singularity. One writes then

$$
\begin{equation*}
I(F) \simeq \lim _{\epsilon \rightarrow 0}\left[F(0) \int_{0}^{\delta} \frac{d x}{x} x^{\epsilon}+\int_{\delta}^{1} \frac{d x}{x} x^{\epsilon} F(x)-\frac{1}{\epsilon} F(0)\right]=F(0) \log \delta+\int_{\delta}^{1} \frac{d x}{x} x^{\epsilon} F(x) \tag{6.29}
\end{equation*}
$$

The r.h.s. of Eq. (6.29) is manifestly finite as $\epsilon \rightarrow 0$, and therefore is suitable for numerical evaluation. The slicing procedure is simple and intuitive, but of course, depending on the required accuracy, one needs to worry about the residual dependence on the slicing parameter $\delta$, which needs to be small, but not too small. The problem is not insurmountable, and can be significantly ameliorated by improving the estimate for $F(x)$ to be employed in the singular region (see, for example, 560,561 ).

To avoid problems associated with the sensitivity to the slicing parameter, the subtraction approach proceeds by subtracting from $F(x)$ its value in $x=0$, and adding it back in integrated form, therefore leaving $I(F)$ unchanged. In formulae

$$
\begin{equation*}
I(F)=\lim _{\epsilon \rightarrow 0}\left[\int_{0}^{1} \frac{d x}{x} x^{\epsilon}(F(x)-F(0))+\int_{0}^{1} \frac{d x}{x} x^{\epsilon} F(0)-\frac{1}{\epsilon} F(0)\right] \tag{6.30}
\end{equation*}
$$

Once again, the first term is finite in $\epsilon$ by construction, while the proposal is to evaluate the second one analytically to cancel the explicit pole of the last term. This is of course trivial in this toy example, but requires considerable care in realistic calculations, as we will see. Let us stress that no approximations have been made to write Eq. 6.30. At NLO, the subtraction schemes proposed by Catani and Seymour in [81], and by Frixione, Kunszt and Signer in [80] have been fully developed for general collider processes, and both are implemented in efficient event generators [559,562 566]. One can argue that the IR subtraction problem can be considered solved in full generality at this accuracy.

Before moving on to higher orders, let us introduce some notation, in order to describe the subtraction approach more precisely. Let us consider, for simplicity a production process involving $n$ massless final-state coloured particles at Born level, and let $\mathcal{A}_{n}\left(p_{i}\right), i=1, \ldots, n$, be the relevant scattering amplitude. We expand the amplitude in perturbation theory as

$$
\begin{equation*}
\mathcal{A}_{n}\left(p_{i}\right)=\mathcal{A}_{n}^{(0)}\left(p_{i}\right)+\mathcal{A}_{n}^{(1)}\left(p_{i}\right)+\mathcal{A}_{n}^{(2)}\left(p_{i}\right)+\ldots \tag{6.31}
\end{equation*}
$$

where $\mathcal{A}_{n}^{(k)}$ is the $k$-loop correction, including the appropriate power of the strong coupling constant. Moreover, consider a generic infrared-safe observable $X$, whose differential distribution is given by

$$
\begin{equation*}
\frac{d \sigma}{d X}=\frac{d \sigma_{\mathrm{LO}}}{d X}+\frac{d \sigma_{\mathrm{NLO}}}{d X}+\frac{d \sigma_{\mathrm{NNLO}}}{d X}+\ldots \tag{6.32}
\end{equation*}
$$

The leading-order contribution is proportional to the Born transition probability, $B_{n} \equiv\left|\mathcal{A}_{n}^{(0)}\right|^{2}$, and is IR finite. Starting with NLO, the infrared content of the distribution becomes relevant, and $d \sigma / d X$ must be computed by combining unresolved radiative contributions with loop corrections. Writing

$$
\begin{equation*}
R_{n+1} \equiv\left|\mathcal{A}_{n+1}^{(0)}\right|^{2}, \quad V_{n}=2 \boldsymbol{\operatorname { R e }}\left[\mathcal{A}_{n}^{(0) \dagger} \mathcal{A}_{n}^{(1)}\right] \tag{6.33}
\end{equation*}
$$

we know that infrared poles in $V_{n}$ will be cancelled by the integration of unresolved radiation in $R_{n+1}$. At this stage, therefore, both contributions must be regulated, and we write the NLO distribution as

$$
\begin{equation*}
\frac{d \sigma_{\mathrm{NLO}}}{d X}=\lim _{d \rightarrow 4}\left\{\int d \Phi_{n} V_{n} \delta_{n}(X)+\int d \Phi_{n+1} R_{n+1} \delta_{n+1}(X)\right\} \tag{6.34}
\end{equation*}
$$

where $\delta_{m}(X) \equiv \delta\left(X-X_{m}\right)$ fixes $X_{m}$, the expression for the observable appropriate for an $m$ particle configuration, to the prescribed value $X$, and $d \Phi_{m}$ denotes the Lorentz-invariant phase space measure for $m$ massless final state particles.

Following the idea described in Eq. 6.30 , we introduce a local counterterm $K_{n+1}^{(\mathbf{1})}$, which is required to mimic the singular IR behaviour of the real-radiation matrix element locally in phase space, and, at the same time, is expected to be simple enough to be analytically integrated in the radiative phase space $d \Phi_{\mathrm{rad}, 1} \equiv d \Phi_{n+1} / d \Phi_{n}$. If this is possible, one can compute the integrated counterterm

$$
\begin{equation*}
I_{n}^{(\mathbf{1})}=\int d \Phi_{\mathrm{rad}, 1} K_{n+1}^{(\mathbf{1})} \tag{6.35}
\end{equation*}
$$

exposing explicit poles corresponding to the phase space singularities of the integrand, which, in turn, are the same as those of the real-radiation matrix element. It is now possible to construct a version of Eq. 6.34 where virtual corrections and real contributions are separately finite, and therefore phase space integrals can be performed numerically when needed:

$$
\begin{equation*}
\frac{d \sigma_{\mathrm{NLO}}}{d X}=\int d \Phi_{n}\left[V_{n}+I_{n}^{(\mathbf{1})}\right] \delta_{n}(X)+\int d \Phi_{n+1}\left[R_{n+1} \delta_{n+1}(X)-K_{n+1}^{(\mathbf{1})} \delta_{n}(X)\right] \tag{6.36}
\end{equation*}
$$

The interpretation of Eq. (6.36) is the following: the combination $R_{n+1}-K_{n+1}^{(\mathbf{1})}$ is free of phasespace singularities by construction, while $I_{n}$ cancels the explicit poles of the virtual correction, as a direct consequence of the KLN theorem. The sum $V_{n}+I_{n}$ is thus finite as $\epsilon \rightarrow 0$, and both combinations in square brackets are suitable for a numerical implementation. Note that IR safety of the observable $X$ is necessary for the cancellation, which requires $\delta_{n+1}(X)$ to turn smoothly into $\delta_{n}(X)$ in all unresolved limits.

Clearly, the actual definition of an appropriate local counterterm is not unique, and characterises the subtraction scheme. A precise definition must include a prescription to map the phase space for $n+1$ massless on-shell particles in the radiative phase space to a configuration of $n$ massless on-shell particles in the Born-level phase space, satisfying the same momentum conservation condition, in order to work at all stages with well-defined matrix elements (see, for example, $[567])$. Furthermore, care must be taken to include in the counterterm all singular limits of the matrix element, subtracting all possible double countings of soft and collinear regions. To illustrate and clarify the procedure that we have just rather formally described, we now briefly summarise a possible sequence of steps to build a suitable NLO counterterm. More details on the procedure, and on its extension to NNLO, can be found in [568]. We note that the procedure described below is just an example, and a number of alternative strategies exist [82].

In order to isolate and enumerate the singular regions in the radiative phase space, following the logic of [80], we begin by introducing a set of sector functions $\mathcal{W}_{i j}$, which constitute a partition of unity, and subdivide the phase space in cells where the only singularities are due to a selected particle $i$ becoming soft, or becoming collinear to a second particle $j$. As an example, following [568], define

$$
\begin{equation*}
e_{i} \equiv \frac{s_{q i}}{s}, \quad w_{i j} \equiv \frac{s s_{i j}}{s_{q i} s_{q j}}, \quad \sigma_{i j} \equiv \frac{1}{e_{i} w_{i j}} \tag{6.37}
\end{equation*}
$$

where, as we are considering final-state coloured particles only, we can work with a fixed total incoming momentum $q^{\mu}$, and we defined $s=q^{2}$ and $s_{q \ell}=2 q \cdot p_{\ell}$. In terms of these variables, we can define the sector functions as

$$
\begin{equation*}
\mathcal{W}_{i j} \equiv \frac{\sigma_{i j}}{\sum_{k \neq l} \sigma_{k l}}, \tag{6.38}
\end{equation*}
$$

obviously satisfying $\sum_{i \neq j} \mathcal{W}_{i j}=1$. Next, we introduce two operators, $\mathbf{S}_{i}$ and $\mathbf{C}_{i j}$, which are defined to extract from the functions on which they act the leading power in the Laurent expansion in the normal variables defining the soft and collinear singularities, respectively. Thus, for example, the action of $\mathbf{S}_{i}$ on the real radiation matrix element $R_{n+1}$ yields Eq. (6.5), upon identifying particle $i$ with the gluon of momentum $k$; similarly, the action of $\mathbf{C}_{i j}$ on $R_{n+1}$ yields Eq. (6.21). Acting on the sector functions $\mathcal{W}_{i j}$, the operators satisfy

$$
\begin{equation*}
\mathbf{S}_{i} \sum_{k \neq i} \mathcal{W}_{i k}=1, \quad \mathbf{C}_{i j}\left[\mathcal{W}_{i j}+\mathcal{W}_{j i}\right]=1 \tag{6.39}
\end{equation*}
$$

One easily verifies that the function $R_{n+1} \mathcal{W}_{i j}$ is only singular when particle $i$ becomes soft and when the pair ij becomes collinear; Eq. (6.39) then guarantees that, upon suitably summing over sectors, the full soft and collinear singularities are recovered, and sector functions will not explicitly appear in the soft and collinear counterterms that will need to be integrated.

At this stage, we can construct a candidate counterterm, by taking the combination

$$
\begin{equation*}
K_{n+1}^{(\mathbf{1})}=\sum_{i} \sum_{j \neq i}\left(\mathbf{S}_{i}+\mathbf{C}_{i j}-\mathbf{S}_{i} \mathbf{C}_{i j}\right) R_{n+1} \mathcal{W}_{i j} \tag{6.40}
\end{equation*}
$$

where the last term in parentheses subtracts the soft-collinear regions, which would otherwise be doubly counted. Note that this requires that the operators $\mathbf{S}_{i}$ and $\mathbf{C}_{i j}$ be defined to commute. We describe Eq. (6.40) as a candidate counterterm because it is not quite ready to be used directly in Eq. (6.36). The reason can be traced to the definition of the integrated counterterm $I_{n}^{(1)}$ in Eq. 6.35), with its phase-space measure $d \Phi_{\text {rad, } 1}$. Operationally, in order to perform that integration in a universal, process-independent way, $K_{n+1}^{(1)}$ must factorise a Born-level squared matrix element involving $n$ on-shell particles, whose momenta must still satisfy the original momentum-conservation condition in the full phase space $d \Phi_{n+1}$ : only in this way the definition of $d \Phi_{\mathrm{rad}, 1}$ makes sense, and the remaining integration in $d \Phi_{n}$ can be performed at a later stage for both terms in Eq. (6.36) without ambiguities. To solve this problem, one needs to provide a mapping of the $(n+1)$-particle phase space onto the $n$-particle phase space, which must not affect soft and collinear limits at leading power. An example of such a mapping is given by 81

$$
\begin{equation*}
\bar{p}_{i}^{(a b c)}=p_{i} \text { if } i \neq a, b, c ; \quad \bar{p}_{b}^{(a b c)}=p_{a}+p_{b}-\frac{s_{a b}}{s_{a c}+s_{b c}} p_{c} ; \quad \bar{p}_{c}^{(a b c)}=\frac{s_{a b c}}{s_{a c}+s_{b c}} p_{c} ; \tag{6.41}
\end{equation*}
$$

one easily verifies that the $n$ momenta $\bar{p}_{\ell}^{(a b c)}$, with $\ell=1, \ldots, n$, are massless, their sum equals the sum of the original of $n+1$ momenta $p_{j}$, with $j=1, \ldots, n+1$, and finally the two sets coincide when $p_{a}$ becomes soft and when $p_{a}$ becomes collinear to $p_{b}$. We can now turn our candidate counterterm in Eq. (6.40) into a full-fledged local counterterm, suitable for direct use in Eq. (6.36), by taking the factorised expressions for soft and collinear limits (Eq. (6.5) and Eq. 6.21), respectively) and evaluating the Born-level squared matrix elements on mapped momentum configurations of the form of Eq. (6.41), sector by sector in the radiative phase space. Notice that there is ample freedom in the choice of phase space mappings (see, for example, Ref. [567]), but they are not arbitrary: in particular, taking the limits $\mathbf{S}_{i}$ and $\mathbf{C}_{i j}$, or
their combinations, on the mapped counterterm, must yield the same result as taking the limits on the candidate counterterm.

Having illustrated in some detail the structure of IR subtraction at NLO, we now discuss in general terms how this structure generalises to higher orders. In Section 6.3, we will see how the factorisation of virtual corrections to scattering amplitudes provides the ingredients for defining soft and collinear candidate counterterms to all orders in perturbation theory. Finally, in Section 6.4 we will discuss the structure of counterterms needed at NNLO.

### 6.3 Soft and collinear local counterterms: a general strategy

The results of Section 6.1 and Section 6.2 strongly suggest that local infrared counterterms for real radiation should be computable in terms of matrix elements of fields and Wilson lines, which could be easily matched to those expressing infrared virtual corrections, allowing for a transparent cancellation of singularities.

In what follows, we introduce a theoretical framework based on this idea [295]. Using as a guiding principle the factorisation structure of virtual gauge amplitudes, we propose a general definition of local soft and collinear candidate counterterms, valid to all orders in perturbation theory and for any number of real radiated particles. These candidate counterterms can be straightforwardly combined with their virtual counterparts, building up manifestly finite quantities. Of course, candidate counterterms will still need the appropriate phase space mappings to become part of a full-fledged subtraction algorithm.

Inspired by the NLO results in Section 6.1, and in particular by the definitions in Eq. 6.8, Eq. 6.13), and Eq. (6.23), our strategy to define the soft and collinear counterterms can be schematically summarised as follows.

- We introduce radiative soft, collinear and soft-collinear functions at amplitude level, using matrix elements with the same structure as for virtual corrections, but including on-shell real radiation in the final state.
- We square these matrix elements to build cross-section-level radiative soft and jet functions, local in the radiative phase space: these will be our candidate counterterms.
- We show that our candidate counterterms, when summed over the number of radiated particles, and integrated over the corresponding phase spaces, including the case of no radiation, build up quantities that are IR finite to all orders in perturbation theory. This proves that our candidate counterterms, upon integration, will indeed cancel virtual IR poles order by order.

Beginning with soft radiation, consider the case of $n$ hard particles, represented by Wilson lines in the soft approximation, radiating $m$ soft gluons, and introduce the eikonal form factors

$$
\begin{align*}
\mathcal{S}_{n, m}\left(\left\{k_{m}\right\},\left\{\beta_{i}\right\}\right) & =\left\langle k_{1}, \lambda_{1} ; \ldots ; k_{m}, \lambda_{m}\right| T\left[\prod_{i=1}^{n} \Phi_{\beta_{i}}(\infty, 0)\right]|0\rangle \\
& =\sum_{p=0}^{\infty} \mathcal{S}_{n, m}^{(p)}\left(\left\{k_{m}\right\},\left\{\beta_{i}\right\}\right) \tag{6.42}
\end{align*}
$$

where the second line defines the perturbative expansion of the matrix element in powers of the coupling $g$. Note that the definition in Eq. (6.42) includes loop corrections to all orders, and can easily be modified to include soft final state fermions, by simply adding them to the list of final state particles. For $m=0$, we recover the definition of the virtual soft function for $n$ particles, given in in Eq. (5.6), while for $m=1,2$ we get Eq. (6.8) and Eq. (6.13). The working
assumption behind Eq. (6.42) is that the exact amplitude for the emission of $m$ soft gluons from $n$ hard coloured particles obeys, to all orders, the factorisation

$$
\begin{equation*}
\mathcal{A}_{n, m}\left(k_{1}, \ldots, k_{m} ; p_{i}\right) \simeq \mathcal{S}_{n, m}\left(k_{1}, \ldots, k_{m} ; \beta_{i}\right) \mathcal{H}_{n}\left(p_{i}\right), \tag{6.43}
\end{equation*}
$$

with corrections that are finite in four dimensions, and integrable in the soft particle phase space. Eq. (6.43) is proven to all orders for $m=0$, and it is consistent with all known perturbative results, in particular with the arguments of [525,527,529. To check the consistency of this approach beyond tree level, one can focus on the case of single soft radiation at one loop, where Eq. (6.43) reads

$$
\begin{equation*}
\mathcal{A}_{n, 1}^{(1)}\left(k ; p_{i}\right)=\mathcal{S}_{n, 1}^{(0)}\left(k ; \beta_{i}\right) \mathcal{H}_{n}^{(1)}\left(p_{i}\right)+\mathcal{S}_{n, 1}^{(1)}\left(k ; \beta_{i}\right) \mathcal{H}_{n}^{(0)}\left(p_{i}\right) . \tag{6.44}
\end{equation*}
$$

The first term describes tree-level soft-gluon emission, multiplying the finite part of the oneloop correction to the Born process; the second term has both explicit soft poles and singular factors from single soft real radiation. Eq. (6.44) should be compared with the soft factorisation proposed in [525],

$$
\begin{equation*}
\mathcal{A}_{n, 1}\left(k ; p_{i}\right)=\epsilon^{*(\lambda)}(k) \cdot J_{\mathrm{CG}}\left(k, \beta_{i}\right) \mathcal{A}_{n}\left(p_{i}\right), \tag{6.45}
\end{equation*}
$$

where the Catani-Grazzini soft current $J_{\mathrm{CG}}\left(k, \beta_{i}\right)$ multiplies the full $n$-particle amplitude, including loop corrections containing infrared poles. In order to map the two calculations, one may express the one-loop hard part $\mathcal{H}_{n}^{(1)}\left(p_{i}\right)$ using Eq. 6.43) for $m=0$, with the result

$$
\begin{equation*}
\mathcal{H}_{n}^{(1)}\left(p_{i}\right)=\mathcal{A}_{n}^{(1)}\left(p_{i}\right)-\mathcal{S}_{n}^{(1)}\left(\beta_{i}\right) \mathcal{A}_{n}^{(0)}\left(p_{i}\right), \tag{6.46}
\end{equation*}
$$

where we normalised $\mathcal{S}_{n}^{(0)}$ to the identity operator in colour space. This leads to an expression for the Catani-Grazzini one-loop soft-gluon current in terms of eikonal form factors, as

$$
\begin{equation*}
\epsilon^{*(\lambda)}(k) \cdot J_{\mathrm{CG}}^{(1)}\left(k, \beta_{i}\right)=\mathcal{S}_{n, 1}^{(1)}\left(k ; \beta_{i}\right)-\mathcal{S}_{n, 1}^{(0)}\left(k ; \beta_{i}\right) \mathcal{S}_{n}^{(1)}\left(\beta_{i}\right) . \tag{6.47}
\end{equation*}
$$

Comparing Eq. 6.47) with the calculation in (525), one easily recognises that the same combination of Feynman diagrams is involved, and one recovers the known result

$$
\begin{align*}
{\left[J_{C G}^{(1)}\right]_{a}^{\mu}\left(k, \beta_{i}\right)=} & -\frac{\alpha_{s}}{4 \pi} \frac{1}{\epsilon^{2}} \frac{\Gamma^{3}(1-\epsilon) \Gamma^{2}(1+\epsilon)}{\Gamma(1-2 \epsilon)} \\
& \times \mathrm{i} f_{a}^{b c} \sum_{i=1}^{n} \sum_{j \neq i} T_{i}^{b} T_{j}^{c}\left(\frac{\beta_{i}^{\mu}}{\beta_{i} \cdot k}-\frac{\beta_{j}^{\mu}}{\beta_{j} \cdot k}\right)\left[\frac{2 \pi \mu^{2}\left(-\beta_{i} \cdot \beta_{j}\right)}{\beta_{i} \cdot k \beta_{j} \cdot k}\right]^{\epsilon} . \tag{6.48}
\end{align*}
$$

For the purposes of subtraction, we now need to build a cross-section-level quantity: the eikonal form factor has to be multiplied times its complex conjugate, and one may perform the (trivial) polarisation sum. The result is the eikonal transition probability

$$
\begin{align*}
& S_{n, m}\left(\left\{k_{m}\right\},\left\{\beta_{i}\right\}\right) \equiv \sum_{p=0}^{\infty} S_{n, m}^{(p)}\left(\left\{k_{m}\right\},\left\{\beta_{i}\right\}\right)  \tag{6.49}\\
& \quad \equiv \sum_{\left\{\lambda_{i}\right\}}\langle 0| \bar{T}\left[\prod_{i=1}^{n} \Phi_{\beta_{i}}(0, \infty)\right]\left|k_{1}, \lambda_{1} ; \ldots ; k_{m}, \lambda_{m}\right\rangle\left\langle k_{1}, \lambda_{1} ; \ldots ; k_{m}, \lambda_{m}\right| T\left[\prod_{i=1}^{n} \Phi_{\beta_{i}}(\infty, 0)\right]|0\rangle
\end{align*}
$$

where we used again the operator $\bar{T}$, as in Eq. (6.24), and we exploited the Wilson line property that $\Phi_{n}^{\dagger}(a, b)=\Phi_{n}(b, a)$. One could now make use of the completeness of the Fock basis in the soft gluon Hilbert space

$$
\begin{equation*}
\mathbf{1}=|0\rangle\langle 0|+\sum_{\ell=1}^{\infty}\left(\int \prod_{i=1}^{\ell} d \Phi_{1}\left(k_{i}\right)\right)\left|k_{1}, \ldots, k_{\ell}\right\rangle\left\langle k_{1}, \ldots, k_{\ell}\right|, \tag{6.50}
\end{equation*}
$$

where $d \Phi_{1}(k)=d^{d-1} k /\left(2 k^{0}(2 \pi)^{d-1}\right)$, to perform the final-state sum, with the result

$$
\begin{equation*}
\sum_{m=0}^{\infty} \int d \Phi_{m} S_{n, m}\left(\left\{k_{m}\right\} ;\left\{\beta_{i}\right\}\right)=\langle 0| \bar{T}\left[\prod_{i=1}^{n} \Phi_{\beta_{i}}(0, \infty)\right] T\left[\prod_{i=1}^{n} \Phi_{\beta_{i}}(\infty, 0)\right]|0\rangle \tag{6.51}
\end{equation*}
$$

with $d \Phi_{m}=\prod_{i=1}^{m} d \Phi_{1}\left(k_{i}\right)$. In Eq. 6.51) one recognises an eikonal total cross section, where all the coloured particles belong to the final state. Thanks to the standard cancellation theorems (which can be verified with power-counting arguments), such cross sections are IR finite to all orders in perturbation theory: this implies that the transition probability in Eq. (6.49), which is fully local in the radiation phase space, indeed provides a set of candidate counterterms for soft divergences. Note that, as written, the phase-space sum in Eq. 6.50 will lead to ultraviolet singularities: these can be dealt with by means of a suitable regulator, without affecting infrared poles. Indeed, eikonal cross sections with the general structure of Eq. 6.51) have been extensively used in the past, in the context of the resummation program for threshold and transverse momentum logarithms in QCD (see, for example, [226, [569]) and in SCET [96]: in those cases, one incorporates phase-space constraints by shifting the origin of the Wilson line in the complex-conjugate amplitude, and taking a suitable Fourier transform. In the process, the UV region of the phase-space integral is automatically regulated. These manipulations do not affect the infrared behaviour of the cross section.

We conclude that Eq. 6.51 provides a prescription to cancel virtual poles of soft origin against phase-space integrals of the appropriate set of radiative soft functions, which approximates the relevant squared matrix element at leading power in the soft momenta. For example, we can expand Eq. 6.51) at NLO, obtaining

$$
\begin{equation*}
S_{n, 0}^{(1)}+\int d \Phi_{1}(k) S_{n, 1}^{(0)}(k)=\text { finite } \tag{6.52}
\end{equation*}
$$

The first term coincides with the squared virtual function in Eq. 4.8), and therefore contains the same soft poles as the virtual matrix element. The second contribution provides a natural candidate for the integrated countertem.

The collinear component can be handled in analogy to the soft case. Starting from the definition in Eq. 4.9), and generalising along the lines of Eq. 6.23), we introduce amplitudelevel radiative jet functions $112,113,123,570,571]$ for quark-induced processes, by including in the final state an arbitrary number of outgoing gluons (again, other particles can be included by simply modifying the final-state quantum numbers). We define

$$
\begin{align*}
\bar{u}_{s}(p) \mathcal{J}_{q, m}^{\left\{\lambda_{i}\right\}}\left(\left\{k_{m}\right\} ; p, n\right) & \equiv\left\langle p, s ; k_{1}, \lambda_{1} ; \ldots ; k_{m}, \lambda_{m}\right| \bar{\psi}(0) \Phi_{n}(0, \infty)|0\rangle \\
& \equiv \bar{u}_{s}(p) \sum_{p=0}^{\infty} \mathcal{J}_{q, m}^{(p)}\left(\left\{k_{m}\right\} ; p, n\right) \tag{6.53}
\end{align*}
$$

where, again, the second line defines the perturbative expansion of the jet function. At crosssection level, one needs to account for the conservation of the momentum flowing in the final state. To do so, in analogy with what is done for parton distributions, we shift the field position in the complex-conjugate amplitude, and we take a Fourier transform, defining the collinear transition probability as

$$
\begin{align*}
& J_{q, m}\left(\left\{k_{m}\right\} ; l, p, n\right) \equiv \sum_{p=0}^{\infty} J_{q, m}^{(p)}\left(\left\{k_{m}\right\} ; l, p, n\right)  \tag{6.54}\\
\equiv & \int d^{d} x \mathrm{e}^{\mathrm{i} l \cdot x} \sum_{\left\{\lambda_{m}\right\}}\langle 0| \bar{T}\left[\Phi_{n}(\infty, x) \psi(x)\right]\left|p, s ;\left\{k_{m}, \lambda_{m}\right\}\right\rangle\left\langle p, s ;\left\{k_{m}, \lambda_{m}\right\}\right| T\left[\bar{\psi}(0) \Phi_{n}(0, \infty)\right]|0\rangle,
\end{align*}
$$

where the momentum $l^{\mu}$ appearing in the exponent, after performing the Fourier transform, is given by $l=p+\sum_{i} k_{i}$, and, as before, we displayed the time-ordering operators. Note that we have performed the polarisation sum for simplicity, but this is not necessary, and one can consider each polarisation separately. As done for the soft transition probability, we can construct a finite quantity from Eq. (6.54) by summing over the number of final-state particles (with the final-state hard quark always included), and integrating over the final-state phase space. The result of the sum is dictated by unitarity, and it is given by the imaginary part of a generalised two point function (see also $\sqrt[572]]{ }$ ),

$$
\begin{align*}
& \sum_{m=0}^{\infty} \int d \Phi_{m+1} J_{q, m}\left(\left\{k_{m}\right\} ; l, p, n\right)=  \tag{6.55}\\
& \quad=\operatorname{Disc}\left[\int d^{d} x \mathrm{e}^{\mathrm{i} \cdot \cdot x}\langle 0| T\left[\Phi_{n}(\infty, x) \psi(x) \bar{\psi}(0) \Phi_{n}(0, \infty)\right]|0\rangle\right]
\end{align*}
$$

The expression in Eq. (6.56) is finite by power counting, as a consequence of the fact that it is fully inclusive in the final state. Expanding to NLO, we find

$$
\begin{equation*}
\int d \Phi_{1} J_{q, 0}^{(1)}(l, p, n)+\int d \Phi_{2} J_{q, 1}^{(0)}\left(k_{1} ; l, p, n\right)=\text { finite } \tag{6.56}
\end{equation*}
$$

which establishes Eq. (6.54), for $m=1$ at this order, as a local collinear counterterm. This construction can be directly generalised to collinear radiation from gluons, starting from Eq. (4.10) for single radiation at amplitude level, and then constructing gluon-induced collinear transition probabilities as was done above in the quark-induced case. Similarly, one can define radiative eikonal jets, mimicking the definition used for virtual corrections, Eq. 4.11), and suitably adding radiated particles to the final state.

Let us conclude this Section by illustrating how these formal definitions of local radiative soft and jet functions can be used to derive the structure of subtraction counterterms, directly from the factorisation of virtual corrections to scattering amplitudes. The first step is to expand the infrared factorisation formula for multi-particle scattering amplitudes, Eq. (5.5), at NLO, and then interfere it with the Born amplitude. In order to do that, we note that jets and eikonal jets can be normalised to unity at tree level; furthermore, one can easily verify, at this order, that amplitude-level soft and jet functions readily combine to form their cross-sectionlevel counterparts when the the amplitude is squared. In the language of Eq. (6.33), and using the perturbative expansions defined in Eq. (6.49) and in Eq. (6.54), one gets

$$
\begin{equation*}
V_{n}=2 \boldsymbol{R e}\left[\mathcal{A}_{n}^{(0) \dagger} \mathcal{A}_{n}^{(1)}\right]=\mathcal{H}_{n}^{(0) \dagger} S_{n, 0}^{(1)} \mathcal{H}_{n}^{(0)}+\sum_{i=1}^{n} \mathcal{H}_{n}^{(0) \dagger}\left(J_{i, 0}^{(1)}-J_{i, \mathrm{E}, 0}^{(1)}\right) S_{n, 0}^{(0)} \mathcal{H}_{n}^{(0)}+\text { finite }, \tag{6.57}
\end{equation*}
$$

where the notation for every function is that $F_{m}^{(p)}$ denotes the contribution at $p$ loops to the function involving $m$ radiations. One readily identifies the first term as encoding the soft divergences, including soft-collinear double poles, while the second term is responsible for hard-collinear singularities.

Having identified explicit poles of $V_{n}$, we now simply need to pick the needed candidate counterterms from our list: in this case, we know that the poles will be cancelled by the phase space integral dictated by Eq. 6.52 and by Eq. (6.56), together with an analogous relation for the eikonal jet. It is then straightforward to define

$$
\begin{equation*}
I_{n}^{(\mathbf{1})} \equiv \int d \Phi_{1}(k) K_{n+1}^{(\mathbf{1})}(k), \tag{6.58}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{n+1}^{(\mathbf{1})}(k) \equiv \mathcal{H}_{n}^{(0) \dagger} S_{n, 1}^{(0)}(k) \mathcal{H}_{n}^{(0)}+\sum_{i=1}^{n} \mathcal{H}_{n}^{(0) \dagger}\left(J_{i, 1}^{(0)}(k)-J_{i, \mathrm{E}, 1}^{(0)}(k)\right) \mathcal{H}_{n}^{(0)}, \tag{6.59}
\end{equation*}
$$

so that the combination $V_{n}+I_{n}^{(\mathbf{1})}$ is finite in $d=4$ by construction, and the difference $R_{n+1}-$ $K_{n+1}^{(\mathbf{1})}$ is free of phase space divergences as required by the KLN theorem.

Clearly, at this stage Eq. (6.59) defines only a candidate counterterm, in the language of Section 6.2, since the kinematics inside the matrix elements involved does not properly factorise on-shell, momentum conserving Born configurations. Eq. 6.59 is however a good starting point to implement appropriate phase-space mappings: one can easily recognise the structure described at the end of Section 6.2, in Eq. 6.40, and furthermore, with an appropriate parametrisation, the phase-space measure $d \Phi_{1}(k)$ can be turned into $d \Phi_{\mathrm{rad}, 1}$, as needed for an exact implementation of subtraction. In essence, the factorised structure of virtual corrections has dictated the form of the real-radiation counterterms, with a transparent organisation of soft, collinear and soft-collinear contributions. As we will briefly see in the next section, this construction directly generalises to higher orders.

### 6.4 The structure of infrared subtraction at NNLO

The complexity of the subtraction problem grows very steeply when moving from NLO to NNLO and beyond, due to the increase in the number of overlapping and nested singular configuration, to the growth in complexity of soft and collinear splitting kernels, and to the need to perform intricate phase space and loop integrations, either analytically or numerically. These difficulties have been tackled with a variety of methods, and the construction of efficient subtraction algorithms at NNLO and beyond has been a very active field of research for nearly two decades. The literature is too vast to be comprehensively cited, but a sample of the techniques that have been developed, adopting both the slicing and the subtraction philosophies, together with some impressive phenomenological results, can be found in Refs. $220-222,295,567,568,573,613$. A more detailed discussion of recent developments, and a more complete list of references, are provided by the review [82].

Notwithstanding this remarkable variety of techniques, the NNLO IR subtraction problem cannot be considered solved, on a par with the NLO case. In our view, a complete solution should satisfy a set of four requirements: complete generality across all IR-safe observables with an arbitrary number of coloured particles, exact locality of soft and collinear counterterms, independence of the results on external 'slicing' parameters, and of course computational efficiency; to these, we would add the analytic control of all integrated counterterms, which is bound to play an important role both for the speed of the procedure and for our theoretical understanding of the problem. In light if these criteria, much work remains to be done at NNLO, even as the first developments and applications at $\mathrm{N}^{3} \mathrm{LO}$ begin to appear $614-626$.

In this Section, we will address three issues concerning NNLO subtraction. First, we describe the structure of the problem, generalising the NLO discussion of Section 6.2, next, we will show how NNLO candidate counterterms can be identified by means of factorisation, following the prescription of Section 6.3 . finally, we will briefly consider the problem of characterising stronglyordered counterterms, which first arise at NNLO, by means of operator matrix elements. Once again, we emphasise that our focus here is the connection between factorisation and subtraction, and not the analysis of specific algorithms.

At NNLO, the differential distribution for an IR-safe observable $X$ receives three distinct contribution, generalising Eq. (6.34): one must include the double-virtual corrections to the Born-level $n$-point matrix element, which we denote by $V V_{n}$, the one-loop corrections to the
single-radiative matrix element, denoted by $R V_{n+1}$, and finally the double real-radiation contribution $R R_{n+2}$. All three contributions present singularities, so they must be regularised and combined according to

$$
\begin{gather*}
\frac{d \sigma_{\mathrm{NNLO}}}{d X}=\lim _{d \rightarrow 4}\left\{\int d \Phi_{n} V V_{n} \delta_{n}(X)+\int d \Phi_{n+1} R V_{n+1} \delta_{n+1}(X)\right. \\
 \tag{6.60}\\
\left.+\int d \Phi_{n+2} R R_{n+2} \delta_{n+2}(X)\right\}
\end{gather*}
$$

All the elements appearing in Eq. 6.60) can be expressed in terms of scattering amplitudes with the appropriate final state multiplicity as

$$
\begin{equation*}
R R_{n+2}=\left|\mathcal{A}_{n+2}^{(0)}\right|^{2}, \quad V V_{n}=\left|\mathcal{A}_{n}^{(1)}\right|^{2}+2 \boldsymbol{R e}\left[\mathcal{A}_{n}^{(0) \dagger} \mathcal{A}_{n}^{(2)}\right], \quad R V_{n+1}=2 \boldsymbol{R e}\left[\mathcal{A}_{n+1}^{(0) \dagger} \mathcal{A}_{n+1}^{(1)}\right] \tag{6.61}
\end{equation*}
$$

The double-virtual matrix element features up to a quadruple pole in $\epsilon$, while the real-virtual correction contains up to a double pole in $\epsilon$, and up to two phase-space singularities. Finally, the double-real matrix element is finite in $d=4$, but is affected by up to four phase-space singularities. The explicit singularities of virtual origin have to be subtracted by means of local counterterms that can be defined by generalising the strategy introduced at NLO.

On general grounds, one quickly understands that the structure of the subtraction procedure is much more intricate than was the case at NLO. In fact, the expression for the fully subtracted distribution, which was given at NLO by Eq. 6.36, must be generalised as

$$
\begin{align*}
\frac{d \sigma_{\mathrm{NNLO}}}{d X} & =\int d \Phi_{n}\left[V V_{n}+I_{n}^{(\mathbf{2})}+I_{n}^{(\mathbf{R V})}\right] \delta_{n}(X)  \tag{6.62}\\
& +\int d \Phi_{n+1}\left[\left(R V_{n+1}+I_{n+1}^{(\mathbf{1})}\right) \delta_{n+1}(X)-\left(K_{n+1}^{(\mathbf{R V})}+I_{n+1}^{(\mathbf{1 2})}\right) \delta_{n}(X)\right] \\
& +\int d \Phi_{n+2}\left[R R_{n+2} \delta_{n+2}(X)-K_{n+2}^{(\mathbf{1})} \delta_{n+1}(X)-\left(K_{n+2}^{(\mathbf{2})}-K_{n+2}^{(\mathbf{1 2})}\right) \delta_{n}(X)\right]
\end{align*}
$$

involving four different local counterterm functions, and their integrals. To understand the structure of Eq. 6.62, one can start by examining the last line. The double-real-radiation term $R R_{n+2}$ has a set of phase-space singularities when a single particle becomes unresolved: those are subtracted by the counterterm labelled $K_{n+2}^{(\mathbf{1})}$. A second set of singularities arises when two particles become unresolved: those are subtracted by the counterterm $K_{n+2}^{(\mathbf{2})}$. It is clear, however, that these two sets of singularities overlap: $K_{n+2}^{(\mathbf{1})}$ will involve configurations where a second particle may become unresolved, and those are shared with $K_{n+2}^{(\mathbf{2})}$. The counterterm $K_{n+2}^{(\mathbf{1 2 )}}$ takes care of subtracting this double counting: one may intuitively understand this counterterm as the set of strongly-ordered soft or collinear configurations present in $K_{n+2}^{(\mathbf{2})}$.

Turning to the second line of Eq. (6.62), we note that $R V_{n+1}$ has phase-space singularities when the single emitted particle becomes unresolved: these require a fourth local counterterm, which we label $K_{n+1}^{(\mathbf{R V})}$. We must however still deal with the fact that $R V_{n+1}$ has explicit IR poles, which in turn implies that such poles must appear also in the counterterm $K_{n+1}^{(\mathbf{R V})}$. Explicit poles in $R V_{n+1}$ will be cancelled by the phase-space integral of the single-unresolved counterterm $K_{n+2}^{(\mathbf{1})}$, in a manner similar to what happens at NLO. This integrated counterterm, $I_{n+1}^{(\mathbf{1})}$ in Eq. 6.62, will however have its own set of phase-space singularities, arising when a second particle becomes unresolved. This problem can be solved by integrating the stronglyordered counterterm $K_{n+2}^{(\mathbf{1 2 )}}$ over the phase space of the 'most unresolved' particle, which yields
the integrated counterterm $I_{n+1}^{(\mathbf{1 2 )}}$. This integrated counterterm must have poles matching those of $K_{n+1}^{(\mathbf{R V})}$, and still retains the singular phase-space dependence on the second unresolved particle, matching that of $I_{n+1}^{(\mathbf{1})}$. One sees that the second line in Eq. 6.62 involves a subtle balance of singularities: both parentheses are free of IR poles, however phase-space singularities cancel between the first parenthesis and the second one. Furthermore, the pole cancellation between $R V_{n+1}$ and $I_{n+1}^{(\mathbf{1})}$ is guaranteed by general theorems, but the definition of the local counterterms $K_{n+1}^{(\mathbf{R V})}$ and $K_{n+2}^{(\mathbf{1 2 )}}$ involves considerable freedom, and the choice must be fine-tuned in order not to spoil this delicate cancellation pattern.

To complete the subtraction procedure, one must still add to the terms enumerated so far the integrals of the double-unresolved counterterm $K_{n+2}^{(\mathbf{2})}$ and of the real-virtual counterterm $K_{n+1}^{(\mathbf{R V})}$ : we denote them by $I_{n}^{(\mathbf{2})}$ and $I_{n}^{(\mathbf{R V})}$, respectively. The general finiteness theorems for inclusive cross sections guarantee that they will cancel the poles of the double-virtual correction $V V_{n}$ in the first line of Eq. 6.62.

Having established the general structure of the subtraction procedure at NNLO, one then needs to provide a precise definition of all the required counterterms. In what follows, we will summarise how a suitable set of definition arises from factorisation, as was the case at NLO. Given the complexity of the problem, and the variety of singular limits involved, we will just give some selected examples, at the level of candidate counterterms, without addressing the issue of phase-space parametrisations.

We first focus on the real-virtual correction. To organise its singularities, we can adapt the result obtained for the virtual matrix element at NLO, (see Eq. 6.57) ) and implement it to include an extra hard radiation, substituting $n \rightarrow n+1$. This yields

$$
\begin{equation*}
R V_{n+1}=\mathcal{H}_{n+1}^{(0) \dagger} S_{n+1,0}^{(1)} \mathcal{H}_{n+1}^{(0)}+\sum_{i=1}^{n} \mathcal{H}_{n+1}^{(0) \dagger}\left(J_{i, 0}^{(1)}-J_{i, \mathrm{E}, 0}^{(1)}\right) S_{n+1,0}^{(0)} \mathcal{H}_{n+1}^{(0)}+\text { finite } \tag{6.63}
\end{equation*}
$$

In analogy with Eq. (6.58) and Eq. 6.59), the finiteness of inclusive soft and collinear cross sections, embodied by Eq. (6.52) and Eq. (6.56), suggests the definition of a candidate counterterm for single-unresolved radiation as

$$
\begin{equation*}
K_{n+2}^{(\mathbf{1})}=\mathcal{H}_{n+1}^{(0) \dagger} S_{n+1,1}^{(0)} \mathcal{H}_{n+1}^{(0)}+\sum_{i=1}^{n} \mathcal{H}_{n+1}^{(0) \dagger}\left(J_{i, 1}^{(0)}-J_{i, \mathrm{E}, 1}^{(0)}\right) S_{n+1,0}^{(0)} \mathcal{H}_{n+1}^{(0)} \tag{6.64}
\end{equation*}
$$

With this definition, Eq. (6.52) and Eq. 6.56) ensure that the integrated counterterm

$$
\begin{equation*}
I_{n+1}^{(\mathbf{1})}=\int d \Phi_{1}(k) K_{n+2}^{(\mathbf{1})}(k) \tag{6.65}
\end{equation*}
$$

cancels the IR poles of $R V_{n+1}$, so that the combination $R V_{n+1}+I_{n+1}^{(\mathbf{1})}$ is finite in $d=4$.
The construction of counterterms for double-virtual singularities is somewhat more involved: we summarise it below because it illustrates the simple and transparent organisation of singularities which can be achieved by applying the factorisation approach. Expanding Eq. (5.5) at NNLO, a number of contributions are generated, but they can easily be organised according to number and nature (soft or collinear) of the singular configurations involved in the process. The singular part of the double-virtual correction can be written as

$$
\begin{equation*}
\left.V V_{n}\right|_{\mathrm{poles}}=V V_{n}^{(2 \mathrm{~s})}+V V_{n}^{(1 \mathrm{~s})}+\sum_{i=1}^{n}\left[V V_{n, i}^{(2 \mathrm{hc})}+\sum_{j=i+1}^{n} V V_{n, i j}^{(2 \mathrm{hc})}+V V_{n, i}^{(1 \mathrm{hc}, 1 \mathrm{~s})}+V V_{n, i}^{(1 \mathrm{hc})}\right] \tag{6.66}
\end{equation*}
$$



Figure 36: Representative diagrams illustrating double-hard-collinear contributions to the virtual two-loop amplitude along a single hard line.
where the superscripts characterise the nature of the singularity and the number of virtual particles involved in it. Explicitly

$$
\begin{align*}
V V_{n}^{(2 \mathrm{~s})} & =\mathcal{H}_{n}^{(0) \dagger} S_{n, 0}^{(2)} \mathcal{H}_{n}^{(0)}, \\
V V_{n}^{(1 \mathrm{~s})} & =\mathcal{H}_{n}^{(0) \dagger} S_{n, 0}^{(1)} \mathcal{H}_{n}^{(1)}+\mathcal{H}_{n}^{(1) \dagger} S_{n, 0}^{(1)} \mathcal{H}_{n}^{(0)}, \\
V V_{n, i}^{(2 \mathrm{hc})} & \left.=\mathcal{H}_{n}^{(0) \dagger} \dagger J_{i, 0}^{(2)}-J_{i, \mathrm{E}, 0}^{(2)}-J_{i, \mathrm{E}, 0}^{(1)}\left(J_{i, 0}^{(1)}-J_{i, \mathrm{E}, 0}^{(1)}\right)\right] S_{n, 0}^{(0)} \mathcal{H}_{n}^{(0)}, \\
V V_{n, i j}^{(2 \mathrm{hc})} & =\mathcal{H}_{n}^{(0) \dagger}\left(J_{i, 0}^{(1)}-J_{i, \mathrm{E}, 0}^{(1)}\right)\left(J_{j, 0}^{(1)}-J_{j, \mathrm{E}, 0}^{(1)}\right) S_{n, 0}^{(0)} \mathcal{H}_{n}^{(0)},  \tag{6.67}\\
V V_{n, i}^{(1 \mathrm{c}, 1 \mathrm{~s})} & =\mathcal{H}_{n}^{(0) \dagger}\left(J_{i, 0}^{(1)}-J_{i, \mathrm{E}, 0}^{(1)}\right) S_{n, 0}^{(1)} \mathcal{H}_{n}^{(0)}, \\
V V_{n, i}^{(\mathrm{hc})} & =\mathcal{H}_{n}^{(0) \dagger}\left(J_{i, 0}^{(1)}-J_{i, \mathrm{E}, 0}^{(1)}\right) S_{n, 0}^{(0)} \mathcal{H}_{n}^{(1)}+\mathcal{H}_{n}^{(1) \dagger}\left(J_{i, 0}^{(1)}-J_{i, \mathrm{E}, 0}^{(1)}\right) S_{n, 0}^{(0)} \mathcal{H}_{n}^{(0)} .
\end{align*}
$$

Most of the contributions to Eq. (6.67) have a transparent interpretation. The first line collects poles due to two-loop soft exchanges, including soft-collinear ones, yielding singularities up to $1 / \epsilon^{4}$; the second line describes one-loop soft exchanges interfering with one-loop hard remainders, yielding poles up to $1 / \epsilon^{2}$. The last three lines collect hard collinear singularities: on the fourth line, a pair of independent one-loop hard collinear exchanges on lines $i$ and $j$, giving poles up to $1 / \epsilon^{2}$; on the fifth line, a one-loop hard collinear exchange on line $i$, accompanied by a oneloop soft singularity, for a maximum total singularity given by $1 / \epsilon^{3}$; the last line gives single hard-collinear singularities interfering with finite one-loop remainders, with only $1 / \epsilon$ poles.

Perhaps the most interesting part of Eq. 6.67) is the third line, describing double hard collinear exchanges along line $i$, giving poles up to $1 / \epsilon^{2}$ : the organisation of these singularities is non-trivial, and reflects the power of factorisation. The terms contributing to $V V_{n, i}^{(2 \mathrm{hc})}$ are illustrated, at amplitude level, in Fig. 36 the first term is a two-loop contribution to the full jet function, giving both collinear and soft poles; the second term subtracts soft-collinear contributions where both virtual partons are soft, as well as collinear. This does not guarantee the complete cancellation of soft-collinear singularities, since they can also arise from configurations where only one virtual line is soft, while the other one is hard and collinear. These contributions are precisely reproduced by the third term: crucially, when one gluon is much softer that the other one, upon summing over diagrams it will re-factorise from the two-loop jet, giving the product of a one-loop eikonal jet times a one-loop hard-collinear combination. Having at our disposal a full characterisation of double-virtual poles, we can now browse our list of local counterterms, given in Eq. (6.49) and Eq. (6.54), and extract the combinations we need: we are guided by the finiteness conditions

$$
\begin{align*}
S_{n, 0}^{(2)}+\int d \Phi_{1}(k) S_{n, 1}^{(1)}(k)+\int d \Phi_{2}\left(k, k^{\prime}\right) S_{n, 2}^{(0)}\left(k, k^{\prime}\right) & =\text { finite } \\
\int d \Phi_{1} J_{i, 0}^{(2)}+\int d \Phi_{2}(k) J_{i, 1}^{(1)}(k)+\int d \Phi_{3}\left(k, k^{\prime}\right) J_{i, 2}^{(0)}\left(k, k^{\prime}\right) & =\text { finite } \tag{6.68}
\end{align*}
$$

(with a similar one for eikonal jets) which stem from the finiteness of Eq. (6.51) and Eq. (6.56). Quite naturally, one-loop functions with single radiation are assigned to the real-virtual coun-
terterm $K_{n+1}^{(\mathbf{R V})}$, while tree-level functions with double radiation are assigned to the doubleunresolved counterterm $K_{n+2}^{(\mathbf{2})}$.

Using these criteria on Eq. 6.67), one finds that the double-unresolved counterterm in the $(n+2)$-particle phase space, $K_{n+2}^{(2)}$, can be organised as

$$
\begin{equation*}
K_{n+2}^{(\mathbf{2})}=K_{n+2}^{(\mathbf{2}, 2 \mathrm{~s})}+\sum_{i=1}^{n}\left[K_{n+2, i}^{(\mathbf{2}, 2 \mathrm{hc})}+\sum_{j=i+1}^{n} K_{n+2, i j}^{(\mathbf{2}, 2 \mathrm{hc})}+K_{n+2, i}^{(\mathbf{2}, 1 \mathrm{hc}, 1 \mathrm{~s})}\right] \tag{6.69}
\end{equation*}
$$

where the notation mimicks Eq. 6.67). Explicit expressions for all the different contributions in Eq. 6.69) are too lengthy to list here, but they can be found in Ref. 295. To illustrate their structure, we just report here the double-soft contribution, and the double-hard-collinear contribution arising from a single line. They are given by

$$
\begin{align*}
K_{n+2}^{(\mathbf{2}, 2 \mathrm{~s})} & =\mathcal{H}_{n}^{(0) \dagger} S_{n, 2}^{(0)} \mathcal{H}_{n}^{(0)} \\
K_{n+2, i}^{(\mathbf{2}, 2 \mathrm{hc})} & \left.=\mathcal{H}_{n}^{(0) \dagger} \dagger J_{i, 2}^{(0)}-J_{i, \mathrm{E}, 2}^{(0)}-J_{i, \mathrm{E}, 1}^{(0)}\left(J_{i, 1}^{(0)}-J_{i, \mathrm{E}, 1}^{(0)}\right)\right] S_{n, 0}^{(0)} \mathcal{H}_{n}^{(0)} \tag{6.70}
\end{align*}
$$

In the last line, we recognise the hard-collinear structure discussed above, and illustrated in Fig. 36, but this time applied to tree-level, double-radiative contributions.

In a similar vein, the real-virtual counterterm $K_{n+1}^{(\mathbf{R V})}$ has the structure

$$
\begin{equation*}
K_{n+1}^{(\mathbf{R V})}=K_{n+1}^{(\mathbf{R V}, \mathrm{s})}+\sum_{i=1}^{n}\left[K_{n+1, i}^{(\mathbf{R V}, 2 \mathrm{hc})}+\sum_{j=i+1}^{n} K_{n+1, i j}^{(\mathbf{R V}, 2 \mathrm{hc})}+K_{n+1, i}^{(\mathbf{R V}, 1 \mathrm{hc}, 1 \mathrm{~s})}+K_{n+1, i}^{(\mathbf{R V}, 1 \mathrm{hc})}\right], \tag{6.71}
\end{equation*}
$$

where, this time, the notation '2hc' refers to a configuration with a hard collinear real gluon paired with the hard collinear poles arising from the loop integration. Once again we display only the soft component and the single-line hard-collinear component. They are

$$
\begin{align*}
K_{n+1}^{(\mathbf{R V}, \mathrm{s})} & =\mathcal{H}_{n}^{(0) \dagger} S_{n, 1}^{(0)} \mathcal{H}_{n}^{(1)}+\mathcal{H}_{n}^{(1) \dagger} S_{n, 1}^{(0)} \mathcal{H}_{n}^{(0)}+\mathcal{H}_{n}^{(0) \dagger} S_{n, 1}^{(1)} \mathcal{H}_{n}^{(0)},  \tag{6.72}\\
K_{n+1, i}^{(\mathbf{R V}, 2 \mathrm{hc})} & \left.=\mathcal{H}_{n}^{(0) \dagger} \dagger J_{i, 1}^{(1)}-J_{i, \mathrm{E}, 1}^{(1)}-\left(J_{i, 0}^{(1)}-J_{i, \mathrm{E}, 0}^{(1)}\right) J_{i, \mathrm{E}, 1}^{(0)}-J_{i, \mathrm{E}, 0}^{(1)}\left(J_{i, 1}^{(0)}-J_{i, \mathrm{E}, 1}^{(0)}\right)\right] S_{n, 0}^{(0)} \mathcal{H}_{n}^{(0)},
\end{align*}
$$

In the first line, we see that single soft radiation can be paired with the finite part of a oneloop contribution, while the last term involves the one-loop correction to the single-radiative soft function. In the second line, we again recognise a factorised structure similar to the one discussed in connection with Eq. 6.67): the first term in square brackets combines a collinear loop with a collinear radiation, including all soft regions; the second term subtracts the contribution where both the virtual and the real gluon are soft; the third term subtracts the region where the radiated gluon is soft, while the virtual one is hard and collinear, and finally the last term deals with the complementary region where the virtual gluon is soft, but the radiated one is hard and collinear.

These examples show how a factorisation approach provides a set of transparent expressions for candidate counterterms at NNLO, in a manner that can be directly generalised to higher orders. To complete the picture, we must however deal with the last remaining local counterterm, the $K_{n+2}^{(\mathbf{1 2 )}}$ function, which describes the overlap between single-unresolved and double-unresolved configurations in the $(n+2)$-particle phase space. It is natural to define the strongly-ordered counterterm as the collection of the single-unresolved limits of $K_{n+2}^{(\mathbf{2})}$ : in this sense, one might do without an explicit definition of $K_{n+2}^{(\mathbf{1 2 )}}$ in terms of operator matrix elements, since the relevant soft and collinear limits can be easily computed once $K_{n+2}^{(\mathbf{2})}$ is known. We have seen however,
in Section 6.3, that having a formal definition of the counterterm as a matrix element allows to prove the cancellation of divergences, to any order, in a straightforward way. It is therefore worthwhile to search for a general, formal definition of strongly-ordered local counterterms.

Here, we will simply illustrate how such a definition can be constructed in the case of treelevel emissions of soft gluons. It is not difficult to envisage the structure of the result in this case: if two soft gluons are emitted from a system of $n$ hard particles, and one of the two gluons is much softer than the other, the softer gluon, at leading power, will effectively arise from a configuration of $n+1$ hard particles, which will be represented by $n+1$ Wilson lines in the soft approximation. This soft factorisation will leave behind a hard matching function; however, since the exact result for the double soft emission when both soft gluons scale in the same way is known, and is expressed as a matrix element of $n$ Wilson lines, it is natural to guess that the hard matching function for the softest emission will be given by the matrix element for the emission of the harder gluon from the original $n$ Wilson lines. This translates into the following tree-level ansatz for the strongly-ordered soft function for double gluon emission from $n$ hard particles:

$$
\begin{align*}
& {\left[\mathcal{S}_{n ; 1,1}^{(0)}\right]_{\left\{d_{m} e_{m}\right\}}^{a_{i} a_{j}}\left(k_{i}, k_{j} ;\left\{\beta_{m}\right\}\right) \equiv\left\langle k_{j}, a_{j}\right|\left[\Phi_{\beta_{i}}(0, \infty)\right]^{a_{i} b} \prod_{m=1}^{n}\left[\Phi_{\beta_{m}}(0, \infty)\right]_{d_{m}}^{c_{m}}|0\rangle}  \tag{6.73}\\
& \times\left.\left\langle k_{i}, b\right| \prod_{m=1}^{n}\left[\Phi_{\beta_{m}}(0, \infty)\right]_{c_{m} e_{m}}|0\rangle\right|_{\text {tree }} \\
& =\left[\mathcal{S}_{n+1,1}^{(0)}\right]_{\left\{d_{m} c_{m}\right\}}^{a_{j}, a_{i} b}\left(k_{j} ; \beta_{i},\left\{\beta_{m}\right\}\right)\left[\mathcal{S}_{n, 1}^{(0)}\right]_{b,\left\{c_{m} e_{m}\right\}}\left(k_{i} ;\left\{\beta_{m}\right\}\right),
\end{align*}
$$

where we wrote explicitly all colour indices, including the colour indices of the two ordered soft gluons in the final state bra vectors. The physical interpretation of Eq. 6.73 is the following: in the limit $k_{j} \ll k_{i}$, the hierarchy between the two soft gluon momenta states that $k_{i}$ is soft with respect to the $n$ Born-level hard partons, but it is hard if compared with the softest radiation $k_{j}$. This means that gluon $j$ cannot resolve the different energy scales of the other $n+1$ partons, since their momenta are all much greater than $k_{j}$ : thus, from the point of view of gluon $j$, gluon $i$ can be treated as another classical source of soft radiation, represented by its own Wilson line. According to this picture, in the first line of Eq. 6.73 the emission of gluon $j$ is modelled at leading power by a Wilson-line correlator, where one of the $n+1$ lines carries the quantum numbers of gluon $i$, including colour, and is directed along momentum $k_{i}$. Next, in the second line of Eq. 6.73, the emission of gluon $i$ is described by a single-radiative soft function, involving the $n$ Born-level hard particles. This configuration is schematically represented in Fig. 37, in the simplest case with $n=2$. The blue curly line in the first bracket corresponds to gluon $i$, which behaves as a soft gluon when emitted from the Born particles, but acts as a hard particle, represented by the blue Wilson line in the second bracket, when gluon $j$ is emitted. Note that the colour structure of Eq. $(6.73)$ is crucial: the first eikonal form factor acts as a colour operator on the second form factor, with the adjoint index $b$ of the Wilson line associated with gluon $i$ contracting with the index of the gluon state in the second line. It is easy to verify that the definition in Eq. (6.73) returns precisely

$$
\begin{equation*}
\left[\mathcal{S}_{n ; 1,1}^{(0)}\right]^{a_{i} a_{j}}\left(k_{i}, k_{j} ;\left\{\beta_{m}\right\}\right)=\epsilon^{* \mu_{i}}\left(k_{i}\right) \epsilon^{* \mu_{j}}\left(k_{j}\right)\left[J^{(0), \text { s.o. }}\right]_{\mu_{i} \mu_{j}}^{a_{i} a_{j}}\left(k_{i}, k_{j} ;\left\{\beta_{m}\right\}\right), \tag{6.74}
\end{equation*}
$$

where the strongly-ordered current on the r.h.s. was introduced in Eq. 6.14). The stronglyordered double-soft counterterm $K_{n+2}^{(\mathbf{1 2 )} \text {, s }}$ is then obtained by squaring Eq. (6.73), in analogy to Eq. (6.49). Clearly, the re-factorisation in Eq. (6.73) is only the simplest example of an infinite tower of similar expressions, when multiple soft gluons are emitted with different hierarchical


Figure 37: A simple example of the re-factorisation of an eikonal form factor in a strongly-ordered limit, with $n=2$ Born-level particles.
patterns. For example, it can be verified that formulas with the same structure as Eq. (6.73) correctly generate the strongly ordered limits for triple and quadruple tree-level soft emissions, which can be checked with the complete limits computed in Ref. [539]. Furthermore, Eq. (6.73) naturally lends itself to an all-order interpretation, where loop corrections can be distributed between the two radiative soft functions on the r.h.s. Strongly-ordered collinear limits are somewhat more intricate, due to the need to perform spin sums, and to the fact that the jet functions that we are employing contain collinear-finite contributions: a similar tree-level pattern, however, emerges. We believe that this kind of re-factorisation can shed light on the all-order structure of multiple soft and collinear emissions, with significant applications for subtraction at high orders, which are under study.

## $7 \quad$ Perspectives

Our journey through the infrared comes to an end. The journey has been long - it had to be, given the long history of the subject. Yet we regret that, limited by space and by the knowledge span of the authors, it has barely touched many interesting issues, and it has mentioned only in passing several important lines of enquiry.

The first part of the journey has been an overview of history. We started in Section 1.1 by presenting the Bloch-Nordsieck theorem, which displays for the first time the mechanism for the cancellation of infrared divergences, and gives the first example of factorisation and exponentiation of real and virtual radiative corrections, in the context of QED. The physical origin of the problem - the mistake that leads to the failure of the standard perturbative approach in the presence of massless particles - was already correctly diagnosed at that time, as was the path to a general solution.

As we have seen, however, the infrared problem has been solved many times, from different conceptual angles, with increasing degrees of sophistication, and uncovering deeper layers of structure. In this respect, the history of the infrared problem parallels the history of the ultraviolet one, which also fruitfully evolved through several levels of interpretation and many technical developments.

The Bloch-Nordsieck approach reaches its maximal range with the KLN theorem, discussed in Section 1.2, which proves that the mechanism of real-virtual cancellation is completely general, and applies to any quantum-mechanical theory containing states that are degenerate in energy. While this provides a solid foundation for all subsequent developments, it cannot be considered completely satisfactory, since it applies only at the level of sufficiently inclusive cross sections, bypassing the $S$-matrix, which historically has been - and to this day remains - a crucial quantity for most developments in quantum field theory. The first answer to this omission is the construction of a Hilbert space of coherent states, which leads to the formal definition of an infrared-finite $S$-matrix both in abelian and in non-abelian theories, as reviewed in Section 1.3 .

The advent of non-abelian gauge theories posed novel problems at two different levels, and in turn led to a whole series of new developments that are far from exhausted. On the one hand,
there are conceptual problems, arising directly at the non-perturbative level, at least in the case of confining gauge theories like QCD. Indeed, QCD has an added layer of mystery to it: quarks and gluons - the perturbative degrees of freedom - cannot be observed as asymptotic states, unlike their electroweak counterparts; they are confined. This drastic discrepancy between perturbative and non-perturbative asymptotic states leads to great difficulties both for a KLN approach since the sum over degenerate initial states containing short-distance degrees of freedom does not correspond directly to any physical observable - and for the coherent state construction, which so far has been achieved only at the level of perturbation theory. On the other hand, there are technical and practical problems, increasingly related to the spectacular progress of accelerator experiments, now reaching extraordinary levels of precision even for intricate collider observables. A key technical problem is the unavoidable presence of collinear divergences, directly related to the masslessness of gauge bosons; a general practical problem is the development of perturbative techniques to high enough orders, so as to match the precision reached by collider experiments.

Our current best answer to both the conceptual and the practical challenges posed by nonabelian gauge theories is the factorisation program, both at the level of inclusive cross sections and at the level of scattering amplitudes. Thus, most of our review has been devoted to the development of perturbative tools for factorisation, and to their concrete application to fixedangle scattering amplitudes and to real radiation of soft and collinear particles.

The physical ideas underpinning factorisation are as powerful as they are simple and intuitive. Processes taking place at very different length (or energy) scales must be decoupled to a large extent: thus for example we don't expect the size of the laboratory to play a role in elementary particle collisions, nor do we expect subatomic events to influence how rivers flow. Quantum mechanics challenges this simple picture, forcing us - in principle - to take into account all physical scales simultaneously. Recovering the factorised, semiclassical picture with conventional perturbative tools is possible, but hard, since the contributions of different physical scales are scattered across a plethora of Feynman diagrams, additively building up the observable at each perturbative order.

In the infrared domain, we have sketched the rather winding path that finally organises perturbative contributions to quantum amplitudes into a product of factors, each responsible for phenomena occurring at a specific physical scale. After introducing some tools by means of one-loop examples in Section 2, we proceeded in Section 3 by outlining an all-order diagrammatic analysis. Remarkably, the infinite taxonomy of Feynman diagrams can be tamed, and singular contributions located and organised. Once the physical scales relevant for a particular observable have been identified, one can proceed with the tools of effective field theories, which naturally lead to factorised expressions for the observable. On the other hand, the same diagrammatic analysis that succeeded in locating singular contributions motivates the construction of universal functions responsible for infrared enhancements, taking into account the constraints of gauge invariance, as discussed in Section 3.3 .

Once factorisation is achieved, be it in the infrared or in the ultraviolet, it provides a precise mathematical expression for the idea of universality: that only limited information can be transferred between physical scales separated by wide gaps. In the ultraviolet, in the case of renormalizable theories, one finds that very high-energy degrees of freedom can influence lowenergy scattering only by tuning coupling constants; in the infrared, one similarly finds that long-distance effects can be captured by a small set of functions, introduced here in Section 4.1. which can be defined independently of the particular scattering process under consideration.

Even more importantly, factorisation inevitably leads to the existence of evolution equations. Physical observables cannot depend on the artificial parameters that theorists must introduce to define the relevant scale domains, whether they take the form of factorisation scales, separating ultraviolet from infrared phenomena, or factorisation vectors, separating collinear from
wide-angle dynamics. This independence translates into evolution equations, discussed here in Section 4.2. Solving these equations, in turn, leads to a resummation of perturbation theory in the relevant kinematic domain. Universal quantities are then expressed in terms of anomalous dimensions, which naturally become the cornerstone of perturbative calculations. Already at the level of massless form factors, a prominent role is played in particular by the light-like cusp anomalous dimension $\gamma_{K}\left(\alpha_{s}\right)$, which governs the soft limit of virtual exchanges.

Moving on from form factors to multi-particle fixed-angle scattering amplitudes, discussed in Section 5, one encounters a significant step, both conceptual and technical: soft anomalous dimensions become colour matrices, and their high-order colour structure, which is highly nontrivial, becomes an important focus of investigation. In Section 5.2 and in Section 5.3 we studied the all-order structure of infrared anomalous dimensions matrices, and we introduced different methods for computing them, uncovering in the process remarkable links to the Regge limit and to conformal field theories on the celestial sphere.

Factorisation and universality apply to real radiation too, as must be the case in order for the KLN theorem to work with the expected generality. The factorisation of scattering amplitudes in soft and collinear limits, which is by itself a vast field of research, has been briefly reviewed here in Section 6.1. Even when the soft and collinear factorisation kernels are known to a given order, efficiently organising the KLN cancellation at high orders remains a challenge. In the remaining part of Section 6, we have discussed modern approaches to tackle this subtraction problem. Our aim there was not to review existing methods, which were recently discussed in Ref. [82; rather, we tried to display the link between the factorisation of virtual corrections and that of real emission, presenting a general strategy to define soft and collinear local counterterms, which are universal, and constructed to manifestly cancel virtual poles to any order. We also pointed out the significant technical difficulties that must still be tackled, on the way to an efficient implementation, even when the form of the local counterterms is known.

One may wonder at this point what the future holds, as the second century of infrared studies lies just below the future horizon. There are certainly many open lines of developments, as well as a few dreams.

A first obvious direction of further studies is dictated by the quest for precision which characterises current high-energy research. Clearly, fully general and efficient subtraction algorithms, working beyond NLO, will be needed in the upcoming phases of the LHC program, as well as for other present and future colliders. Given the pace of present developments, and the resources that are devoted to this effort by many groups, it is to be fully expected that more than one such algorithm will be made available at NNLO within the next few years. NNLO algorithms will then have to be fully integrated with event generators and parton showers at that accuracy, which in itself will be a non-trivial task. One may be somewhat bolder: since most real-radiation kernels required for $\mathrm{N}^{3} \mathrm{LO}$ calculations are already known, as is the full set of three-loop infrared anomalous dimensions, it is to be expected that a similar effort towards generality and efficiency will be applied at $\mathrm{N}^{3} \mathrm{LO}$. Along the way, many technical question will hopefully find answers: for example, concerning the all-order structure of soft and collinear local counterterms, including those for strongly-ordered configurations, and concerning the optimisation of the phase-space mappings required to match radiative and Born-level momentum configurations.

On the side of virtual corrections, the goal of having a full set of soft and collinear anomalous dimensions for massless scattering at the four-loop order appears reachable within a similar time scale. Achieving this result would have practical implications, allowing for soft gluon resummations (in the threshold, $p_{T}$ and high-energy domains) with impressive logarithmic accuracies, and permitting highly non-trivial studies of the convergence properties of resummed perturbation theory for complex collider processes. Furthermore, there are also interesting theoretical issues that start being accessible at such high orders. An important example is the role played by
higher-order Casimir invariants, which appear for the first time at four loops, and subsequently build up their own perturbative expansion. The role of these complex colour structures in the factorisation program, and more generally in the dynamics of high-energy scattering, is largely unexplored to this day.

Performing such high-order calculations for infrared divergences may require new technical developments, on a par with those that have facilitated the calculation of multi-loop Feynman integrals in recent years. Empirically, current techniques for the evaluation of Wilson-line correlators, which are based on Feynman diagrams, seem to suffer from the same drawbacks that have been many times lamented for the case scattering amplitudes. Both colour and kinematic dependences of Wilson-line correlators display large-scale complexity in the intermediate stages of calculations, while the final results are remarkably simple and elegant. This is certainly the case for the massless soft anomalous dimension matrix at three loops, and for the massive correction at two loops. One feels that the simplicity of the final result is at least partly unexplained, and obscured in the various stages of the calculation by many unphysical dependences, such as the gauge redundance and the reliance on different regulators to tame the intricate singularity structure.

In this regard, Wilson line correlators that are relevant for the infrared limit differ in two important ways from ordinary amplitudes. First, their integrands involve denominators linear in momenta: this is an important difference in view of applying standard methods for the calculation of multi-loop Feynman integrals, such as integration by parts and differential equations 627. While existing methods and codes can be generalised to include linear denominators, it is clear that they are not optimised for this purpose. A second aspect is the strong dependence of eikonal integrals on auxiliary soft and collinear regulators, such as the exponential regulator introduced in Eq. 5.70): while the final results for anomalous dimensions are independent of the chosen regulators, intermediate steps in the calculation are heavily affected. Regularisation procedures that work well for the purposes of analytic calculations performed with pencil and paper at low orders are not necessarily optimal for automatic evaluation of high-order corrections using existing algorithms. Both these problems can probably be attacked by generalising to Wilson-line correlators some of the techniques that have been developed in recent years for the calculation of scattering amplitudes and form factors. In particular, generalised unitarity surely applies in the presence of Wilson lines [628,629], albeit in a somewhat unconventional manner; similarly, general tools such as intersection theory [630] are likely to be applicable also in this context; finally, a bootstrap approach, based on the identification of the function space comprising the correlators, followed by the implementation of symmetry, kinematic and dynamical constraints, has already been shown to be very powerful.

Moving on from technical aspects to more general and long-term prospects, we believe that it is fair to say that infrared factorisation for real soft and collinear radiation is less developed than is the case for virtual corrections to fixed-angle scattering amplitudes. While general theorems exist, the detailed structure of soft and collinear kernels at high orders becomes increasingly complex, and only limited handles are available to organise and disentangle this complexity. Clearly, to some extent this is an inevitable consequence of the fact that real radiation kernels are differential quantities, allowing for an intricate dependence on the momenta and quantum numbers of soft and collinear particles. On the other hand, the comparative simplicity of the singularity structure of virtual corrections should provide organising principles for real radiation as well, given the general theorems on the cancellation of divergences. At a minimum, as an effect of the KLN theorem, virtual corrections must provide sum rules for real radiation kernels, whose phase-space integrals must cancel virtual poles: this viewpoint is at the basis of the organisation of subtraction counterterms discussed in Section 6.3. One may, however, hope for a deeper understanding: for example, the exponentiation of virtual poles, which implies subtle
correlations between results at different perturbative orders, should be reflected in a similar organisation for real radiation corrections. An interesting first step in this direction was taken in Ref. [539], where a form of exponentiation of soft real radiation in terms of a generating functional was suggested.

More generally, an important and largely unexplored issue is the connection between fixedangle scattering and the limits in which strong hierarchies develop between Mandelstam invariants, ultimately leading to singular behaviours. Soft and collinear configurations belong to this category, but also Regge and multi-Regge limits. Large logarithms that appear in these limits, endangering the reliability of perturbation theory, are tightly connected with infrared enhancements: while this connection has been understood and exploited for a long time, it is likely that much more structure remains to be uncovered.

Finally, we turn to ultimate targets, beyond the range of predictable developments and into the sphere of speculations and perhaps dreams. While almost everything we have written has been strictly perturbative, it must be noted that in the infrared domain one can typically derive resummed results which contain information to all orders in perturbation theory. It is inevitable then to muse on the possibility that, through an infrared portal, one might access truly non-perturbative information. In a limited sense, this is certainly true and well known: indeed, as briefly discussed in the Introduction, summations of perturbation theory inevitably display the divergence of the perturbative expansion, and a detailed analysis of the divergent behaviour yields parametric information on non-perturbative corrections (see, for example, 631633. On the other hand, it is perhaps reasonable to hope for much more detailed information. First of all, we note that infrared factorisation localises long-distance information in a set of universal functions which are given by matrix elements of local and non-local operators, and these matrix elements are in principle well defined in the full gauge theory, beyond the perturbative domain. These functions can then be studied with non-perturbative methods, at times with direct phenomenological applications, as was done for example in Ref. 634. Furthermore, even when resumming infrared poles, which has been the focus of our review, one can uncover relations between matrix elements and anomalous dimensions which are expected to be valid beyond perturbation theory, as was the case in Ref. [70], with the refinements later introduced in Ref. 5572 . For special, highly symmetric gauge theories these relations can sometimes be tested non-perturbatively, as was done for example in Refs. 367,380]. Note that the relations we are discussing connect finite quantities, a prime example being Eq. 4.39).

For confining gauge theories, non-perturbative effects must ultimately entangle colour and kinematic degrees of freedom at large distances, forcing the flow of soft radiation towards the formation of colour-singlet states. The first occurence of such a colour-kinematic entanglement to all orders in perturbation theory takes place at the level of soft anomalous dimensions, as exemplified by Eq. 5.35) and Eq. 5.38. Clearly, one sees no trace of confinement at this level (indeed, the expressions we are discussing are common to confining gauge theories like pure YangMills, and to conformal gauge theories like $\mathcal{N}=4$ super-Yang-Mills theory). One can however hope that the language of soft anomalous dimensions could be used to access and study nonperturbative aspects as well. The novel viewpoint introduced in Refs. 147 is perhaps the most promising in this regard, provided it can be consistently extended and understood to include quantum corrections and collinear dynamics. As suggested by the discussion in Section 5.2.2, based on Ref. 164, this may indeed be possible. In the dipole approximation, the picture painted by the celestial approach is that of a Coulomb gas of two-dimensional coloured particles with pairwise interactions on the celestial sphere; furthermore, we already know that this picture will receive corrections involving multi-particle interactions on the sphere, which could lead to clustering in appropriate circumstances. Most importantly, the two-dimensional theory on the sphere, once properly identified, could be studied with non-perturbative tools: if it turned out to
be locally conformal invariant, which seems likely, it could well be solvable. This would provide a completely new and remarkable window on the long-distance behaviour of non-abelian gauge theories.
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[^0]:    ${ }^{1}$ Partly based on graduate lectures given by L.M. at the Indian Institute of Technology in Hyderabad, under the GIAN Initiative of the Ministry of Human Resource Development, Government of India.

[^1]:    ${ }^{2}$ The result was later extended to general non-abelian theories in 40, and was recently revisited in modern language in 41. Early papers discussing infrared cancellations in the non-abelian theory for special cross sections include 42 .

[^2]:    ${ }^{3}$ The idea that infrared divergences could be organised at Lagrangian level in terms of a non-local effective theory was floated for the first time (to the best of our knowledge) in Ref. 94 .
    ${ }^{4}$ For different approaches to the resummation of next-to-leading-power threshold logarithms, see, for example, 127-135.

[^3]:    ${ }^{5}$ It is instructive to derive the same result for scalar electrodynamics, and for gluon scattering in the nonabelian theory.

[^4]:    ${ }^{6}$ In fact, in space-like kinematics $\left(q^{2}<0\right)$ the integral $\mathcal{I}_{v}$ is real, whereas in time-like kinematics $\left(q^{2}>0\right)$ it has an imaginary part, responsible for a divergent phase in the scattering amplitude 137, and arising from configurations with an off-shell photon, but on-shell fermion lines.

[^5]:    ${ }^{7}$ For example, for $n=2$, the last term in $\left(p^{\prime}+k_{1}+k_{2}\right)^{2}-m^{2}=2 p^{\prime} \cdot\left(k_{1}+k_{2}\right)+2 k_{1} \cdot k_{2}$ would not be negligible.
    ${ }^{8}$ Notice that some care is needed when treating the resolution scale $E$ : here we are allowing each photon to have an energy up to $E$, whereas the limit should apply to the sum of the energies of individual photons; a more refined treatment can be found, for example, in Ref. 21.

[^6]:    ${ }^{9}$ In case more than two charged lines are present, the combinatorial factors become somewhat more intricate, but the final exponentiation of the one-loop result remains true.

[^7]:    ${ }^{10}$ That being said, the contribution of two-parton states to QCD collider processes is phenomenologically relevant, and has been under study for several years, see for example $190-193$.
    ${ }^{11}$ In special circumstances, other possibilities have been explored, see for example $194 \quad 199$.

[^8]:    ${ }^{12} \mathrm{Or}$, for that matter, whenever one considers processes with identified hadrons, either in the initial or in the final state.

[^9]:    ${ }^{13}$ To further emphasise this point, we note that working in coordinate (as opposed to momentum) space, collinear divergences are regulated by taking $\epsilon>0$, and are thus assimilated to ultraviolet ones 224 .

[^10]:    ${ }^{14}$ The complete four-loop form factor has recently been computed in the case of $\mathcal{N}=4$ Super-Yang-Mills theory in Ref. 232.

[^11]:    ${ }^{15}$ Note that external leg corrections corresponding to one-particle-reducible diagrams must be counted only once, after subtracting the square root of the residue of the quark propagator on each external leg, according to the LSZ procedure.

[^12]:    ${ }^{16}$ Note that the colour structure is fixed, regardless of the nature of the hard interaction, since $T_{i j}^{a}$ is the only invariant tensor of the gauge group connecting the relevant representations.

[^13]:    ${ }^{17}$ When applying the formal definitions of parton distributions in terms of non-local matrix elements of field operators, as in Refs. 251, the DGLAP equation 2.66 emerges as a renormalisation group equation: the factorisation scale for the complete theory (QCD in this case) coincides with the renormalisation scale for the low-energy collinear effective theory.

[^14]:    ${ }^{18}$ We use the mixed representation in Eq. 3.11, and do not perform the integration over loop momenta, because we believe it makes the analysis of Landau equations particularly transparent. On the other hand, the integration over loop momenta can be performed in complete generality, yielding a rational Feynman-parameter integrand expressed in terms of graph polynomials: see, for example, 269 for a recent review.

[^15]:    ${ }^{19}$ Recall that the CN argument applies only to the physical Riemann sheet, so that further singularities are possible after analytic continuation to different sheets.
    ${ }^{20}$ An alternative point of view on this fact is that particles with vanishing momenta have infinite De Broglie

[^16]:    wavelengths, so, in a sense, they are fully delocalised and can mediate interactions at any distance.

[^17]:    ${ }^{21}$ In a more general setting, for example when considering effective theories, which may display power-like divergences, one may need to retain sub-leading powers in the expansion of the integrand $\mathcal{I}$, in order to capture all divergent contributions to the integral $G_{\Sigma}$.

[^18]:    ${ }^{22}$ If one wishes to work with dimensionless rescaled momentum components $\bar{k}^{\mu}$ one may instead, for example, set $k^{-}=\lambda_{c} \bar{k}^{-} / p^{+}$, with $\lambda_{c}$ having dimensions of mass squared.

[^19]:    ${ }^{23}$ In cases in which it is necessary to consider multiple incoming lines, for example for hard exclusive amplitudes 275,276$]$, or when studying double parton scattering 277 , multiple hard subgraphs may occur. These cases typically involve exceptional momentum configurations, where some of the external momenta are parallel, or there are non-trivial vanishing partial sums of external momenta. For fixed-angle scattering amplitudes, the coordinate-space analysis in Ref. 224 shows that graphs with multiple hard components are power-suppressed.

[^20]:    ${ }^{24}$ Thus in the first line of Eq. 3.50 one must take $\beta \rightarrow p_{1} / \mu$, and $k \rightarrow-k$, while in the second line $\beta \rightarrow-p_{2} / \mu$, and $k \rightarrow-k$.

[^21]:    ${ }^{25}$ We note in passing a significant difference between the soft functions we discuss here for fixed-angle scattering amplitudes and those featuring at cross-section level. For cross sections, soft functions are not universal, since the phase-space integration of real soft radiation is weighted with the selected observable. Thus, in principle, every observable requires a new calculation. Representative examples beyond NLO can be found in Refs. 297-310, but the literature is extensive. Cross-section-level jet functions, on the other hand, retain a degree of universality, and have been computed to high orders in SCET and in QCD, see for example Refs. 311-315. Finally, we note that, in the context of resummation, it is useful to define non-universal initial state functions - essentially modified parton distribution functions - that reflect the phase-space constraint of the observable under study. This technique was pioneered in Ref. 226. In SCET, the appropriate functions are called beam functions, and they have been extensively studied in recent years $316=325$.

[^22]:    ${ }^{26}$ It should be noted that neglecting 'large' gauge transformations, which do not vanish at infinity, can be considered as part of the problem that originates infrared divergences in the first place. This point of view is developed in the celestial approach to infrared singularities, see for example 161 .

[^23]:    ${ }^{27}$ It is possible, and often useful, to attach to scalar products in Eq. 4.15 appropriate phases, dictating the rules for analytic continuation from time-like to space-like kinematics, as done for example in 74 . Since here we are only interested in scaling properties, for simplicity we omit the phase information.

[^24]:    ${ }^{28}$ For a detailed treatment of the eikonal jet, see 74 ; the first all-order perturbative analysis of this kind of matrix element was given in 330 .

[^25]:    ${ }^{29}$ Early references for the exponentiation of QCD form factors include $64.65,374$.

[^26]:    ${ }^{30}$ Finer distinctions are possible and often useful. One may for example consider soft gluons whose momentum components scale like the transverse momentum in Eq. (5.3), rather then the anti-collinear component $k_{-}$. In the

[^27]:    ${ }^{31}$ The statement is strictly valid when all coloured particles are outgoing 207 .
    ${ }^{32}$ Furthermore, an intense research activity continues on the general properties of celestial gauge amplitudes and their connections to the underlying conformal theory: see, for example, Refs. $466-477$.

[^28]:    ${ }^{33}$ For introductory reviews of the web idea, see for example 491,492 .

[^29]:    ${ }^{34}$ Note that in the two-line case the term web was used for individual diagrams, not for sets of diagrams. For an abelian theory, webs are (sets of) connected photon diagrams.

[^30]:    ${ }^{35}$ We refer here to UV divergences arising from sub-diagrams involving the Wilson lines: interactions away from the Wilson lines will still involve the usual gauge-theory UV divergences, which are dealt with by means of ordinary renormalisation techniques.

[^31]:    ${ }^{36}$ At sufficiently high-orders, this notation does not uniquely identify Cwebs, since different Cwebs can be constructed out of the same set of correlators, and with the same number of attachments to each Wilson line. The proposed notation will however suffice for our purposes here.

[^32]:    ${ }^{37}$ Webs where at least one gluon begins and ends on the same (non-light-like) Wilson line have been recently studied in detail in Ref. 498.

[^33]:    ${ }^{38}$ We display only gluon fields as arguments of the action, since matter fields are irrelevant to the following arguments: they can be integrated out, and their effects can be included in $S$, as only gluons couple to Wilson lines, and matter fields appear only in loops.

