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Abstract: This paper brings together typological and sociolinguistic ap-
proaches to language variation. Its main aim is to evaluate the relative effect of
language internal and external factors on the number of cases in the world’s
languages. I model word order as a language internal predictor; it is well-
known that, for instance, languages with verb-final word order (that is, lan-
guages in which both nominal arguments precede themain lexical verb) tend to
develop complex case systems more often than languages with SVO word order
do. I model population size and the proportion of second language speakers in
the speech community as sociolinguistic predictors; these factors have been
suggested recently to influence the distribution of the number of cases in the
world’s languages. Modelling the data with generalized linear mixed effects
modelling suggests an interaction between the number of cases, word order,
and the proportion of second language speakers on the one hand, and between
the number of cases, word order, and population size, on the other. This kind of
complex interactions have not been previously reported in typological research
wherefore they call for more complex explanations than previously suggested
for cross-linguistic variation.

Keywords: case marking, language typology, morphological complexity, popu-
lation size, second language speakers, word order

1 Introduction

Up until recently sociolinguistics and language typology have been largely sepa-
rate sub-fields in linguistics with little cross-fertilization and only a few attempts at
bridging the two fields (on dialectology and typology, see Kortmann 2008; on
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variationist typology, see Torres Cacoullos and Travis 2019).1 Sociolinguistic
research generally aims at understanding the societal factors that underpin lin-
guistic variation, such as the speakers age, gender, or social class, or more macro-
level factors, such as language policies. Typological research generally aims at
understanding the degree and limits of linguistic diversity on a global scale.
Traditionally it has focused on the internal systematicities in the languages of the
world, being perhaps best known for statistical language universals, such as word
order correlations (e.g. Dryer 1992). While language external factors have been
important in typology, they have beenmostly discussed in the context of sampling
to control for the confounding effect of language contact.

Things have started to slowly change during the past 20 years as researchers
have begun to ask whether there may be some systematicities in how sociolin-
guistic factors may influence cross-language diversity (e.g. Bisang 2004; Trudgill
1998, 2011). The first set of empirical testing has provided some evidence that, for
instance, morphological complexity correlates with the number of native speakers
(henceforth, L1 speakers) or with the proportion of second language speakers
(henceforth, L2 speakers) (see the reviews by Ladd et al. 2015 and Nettle 2012 and
references there).

Probably the most influential paper in this research, Lupyan and Dale (2010),
used linguistic data from the World Atlas of Language Structures (henceforth
WALS; Dryer and Haspelmath 2013; an earlier version of the atlas was used by the
authors) to demonstrate that the smaller the number of native speakers was, the
more complex themorphological systems of the languages tended to be. Bentz and
Winter (2013) focused on just one aspect of morphological complexity, the number
of morphological cases in a language, and found evidence that the greater the
proportion of L2 speakers was in a speech community, the smaller its case system
was as well. Sinnemäki and Di Garbo (2018) further argued that morphological
complexity depends on both population size and the proportion of L2 speakers and
crucially when both factors are built in the same model. This result corroborated

1 This paper has benefited greatly from discussions with the editors and authors of the special
issue on the rate of language change. Earlier versions of some parts of the paper were presented at
the Diversity Linguistics Seminar at the University of Leipzig on 27 September 2017 and at the 93rd
Annual Meeting of the Linguistic Society of America on 4 January 2019. I would like to thank the
audiences of these meetings for helpful comments, and Martin Haspelmath for inviting me to
present at the Leipzig seminar. I am also grateful to Christian Bentz, Sonja Dahlgren, Johanna
Nichols, Jarno Porkka, and Max Wahlström for helpful comments and to Sakari Sarjakoski and
Nora Fabritius for drawing the maps (Maps 1 and 2, and Map 3, respectively). This research has
received funding from the European Research Council (ERC) under the European Union’s Horizon
2020 research and innovation programme (grant agreement No 805371) and partly from the
Academy of Finland (grant agreement No 296212).
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earlier claims by Trudgill (2011) who argued that multiple sociolinguistic factors
may affect typological distributions.

In this papermy aim is to assess the relative strengths of language external and
language internal factors on linguistic diversity. This approach is the first step in
addressing the criticism against the recent attempts (of e.g. Peter Trudgill) at
bridging typology with sociolinguistics. Danylenko (2018) has criticized these at-
tempts for being overlymechanistic and for overlooking language-internal causes.
This worry about overlooking language-internal causes is justified in that if we
focus only on testing the possible effect of sociolinguistic factors on linguistic
patterns, we are in danger of producing spurious results by not having accounted
for how linguistic patternsmay interact among themselves across languages. From
this perspective language-internal factors can be thought of as confounding fac-
tors whose effects need to be addressed in the research design. In this paper I put to
test the predictive power of sociolinguistic and language internal factors by
building them into the same research design.

I consider the division into external and internal factors as a useful descriptive tool
but insufficient as a theoretical explanation (Farrar and Jones 2002). If we consider
language internal features, especiallymorpho-syntacticpropertiesdonot influenceone
another directly but perhaps more so by affecting the cognitive or communicative
preferences that influence the development, loss, and stability of other features (Sin-
nemäki 2014). For instance, verb-final word order does not directly affect the devel-
opment of casemarking but itmay increase the probability that casemarking develops
in language, because in verb-final contexts case is preferred from the perspective of
cognitive processing (e.g. Fedzechkina et al. 2017). In a similar way, sociolinguistic
factorsdonot influence linguistic structuresdirectlybutmayaffect the societal contexts
in which language is used and learned. Different types of societal contexts may con-
dition preferences in language use and learning and may lead to different linguistic
structures being preferred in different contexts, for instance, in terms of learnability. In
this sense the effect of both system internal and sociolinguistic factors canbe explained
by functional theories that refer to (typically universal) cognitive and communicative
principles that bias the emergence and stability of linguistic structures across lan-
guages (Bickel 2015).

I model the cross-linguistic distribution of one linguistic variable, the number
of morphological cases in a language. Earlier research has suggested that popu-
lation size (Lupyan and Dale 2010) and the proportion of L2 speakers (Bentz and
Winter 2013) may influence its variation. Earlier typological research has also
suggested that verb-final languages have a higher rate of developing case systems
than thosewith SVOword order (e.g. Bentz and Christiansen 2013, Greenberg 1966,
Siewierska and Bakker 2008). The number of cases thus provides fertile testing
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ground for assessing the relative strength of system internal (word order) and
sociolinguistic factors.

However, testing language external and internal influences on typological
distributionsmaynot provide direct evidence for language change. Typicalwork in
historical sociolinguistics uses historical corpus data to analyse sociolinguistic
variation at different temporal stages and uses predefined sociolinguistic cate-
gories, such as gender, age, and social class of the individual language users. Yet
patterns of (socio)linguistic variationmay become observable on different levels of
analysis: at the level of the speech community as a whole, its subgroup, or the
individual (cf. Bergs 2005: 5). Typological data is based on grammar descriptions
and archival datawritten over a long period of time and concern usually the variety
of the whole speech community. It provides thus important corollary evidence to
historical corpus data on individual and group-level variation.

Here I do not directly estimate the rates at which case systems change across
languages, but the results can function as a springboard for further research that
will scrutinize rates of change more directly using, for instance, historical corpus
data or phylogenetic regression on typological data. However, I try to do justice to
the well-evidenced observation that rates of change can vary across language
families and geographical areas (e.g. Nichols 2003) by using mixed effects
regression modelling. Modelling language families and geographical areas as
random slopes in thesemodels help assessing the family-specific and area-specific
variation in effect sizes and thus make preliminary conclusions about rates of
change as well. If systematic cross-linguistic patterns are found, then we may
assume that the rate at which the complexity of case systems change are statisti-
cally sufficiently similar across the sampled language families and geographical
areas.

The working hypothesis of this paper is: when modelled as competing pre-
dictors, both sociolinguistic factors (population size, proportion of second lan-
guage speakers) and system internal factor (word order) affect variation in the
number of cases. The rationale for this hypothesis stems from the fundamental
observation that linguistic phenomena are affected by multiple causes and
therefore an ideal research design includes multiple competing predictors (Gries
2003). In addition to attempting to re-evaluate these two earlier studies, I build
population size and the proportion of L2 speakers as predictors in the same model
to evaluate their relative strength on the number of cases in the spirit of Sinnemäki
and Di Garbo (2018).

The rest of the paper is structured as follows. In Section 2 I show how the idea
of varying rates of change is implemented in language typology to assess sys-
tematic cross-linguistic patterns. In Section 3 I describe thematerials andmethods
and the statistical modelling used. Section 4 presents the results of the case
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studies, Section 5 provides a general discussion, and Section 6 ends the paper with
brief conclusions.

2 On rates of change, transition probabilities, and
language universals

Rate of language change has become an increasingly important issue in linguistic
theorizing. It has been well-known, especially in historical linguistics that lan-
guages change at different rates. Already Jespersen (1922: 259–261) speculated how
different social disturbances, such as wars and plagues, may have caused periods
of rapid change. However, for long linguists were unable to implement this
knowledge to testing, for instance, the relative stability of linguistic structures in
different language families or geographical regions.

In traditional approach to typology it is customary to emphasize that samples
should include only languages that are independent from one another to control
away the possible confounding effects of faithful transmission and horizontal
transmission. Closely related languages are not sampled because similarities in
those languages could not be attributed to possible universal (e.g. cognitive or
communicative) effects but rather to the features having been faithfully trans-
mitted from the ancestor population. Similarly, languages that have been in
intense contact with one another are not sampled because their similarities are
attributable to borrowing.

While this traditional approach is in line with the requirements of classic
statistical tests, it leads to observing synchronic frequency distributions. Syn-
chronic distributions are ultimately unable to demonstrate universal preferences
(cf. Bickel 2013, Maslova 2000). Already Greenberg (1978) viewed language uni-
versals not as mere synchronic frequency distributions of features across the
world’s languages but as probabilities that languages change from one state (type)
to another.2 In this approach the focus is on comparing the transition probability
that a language shifts from type A to type B (pAB) and from type B to type A (pBA). If
the probability pAB is greater than the probability pBA, there is then evidence that
type B is preferred over type A across languages and that in the long run type B
would dominate over type A.

2 While itmaybe possible to characterize languages and their change fromamore comprehensive
perspective– English, for one, has changedfirst froma synthetic type towards amore analytic type
and then back to greater syntheticity again (cf. Szmrecsanyi 2016) – the term ‘type’ is here un-
derstood as referring to local features only, not to language as a whole.
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To observe the probability of change, it is necessary to have either historical
data from multiple languages or to compare patterns within attested families.
Since historical data is available only for a limited number of languages, proba-
bilities of change are estimated in typology by comparing synchronic data from
closely related languages to one another to evaluate recurring patterns of change
(or stability) across families. This idea has been implemented in different ways, for
instance, by observing systematic biases within families (Bickel 2013) or by using
phylogenetic comparative methods to assess probably of change within families
(e.g. Dunn et al. 2011).

Probability of language shifting from one type to another is clearly related to
rate of language change. In general, low probability of change in a given time-
frame translates to low rate of change and high probability of change translates to
high rate of change. These ideas have also been implemented in research on the
relative stability of linguistic structures across languages (see Wichmann 2015). It
has been amajor area of interest to linguists whether structural stability of features
depends on geographical areas and language families. Dediu and Cysouw (2013)
compare seven different approaches that have been proposed in the literature for
approaching stability. Based on the comparison of the metrics onWALS data they
find support for some structures being overall more stable than others and thus
more persistent against change. The most stable features involved phonology and
word order and the least stable ones the different grammatical categories of the
noun (e.g. the coding of definiteness and case).

In these studies data come from structural features, language families, and
geographical areas. No information is used on sociolinguistic context. But if we
think more about it, information on families and areas is used for assessing the
effects of faithful cultural transmission and horizontal diffusion. Both these phe-
nomena are inherently social. Cultural knowledge, such as language, is faithfully
passed on in the population from the older generation to the younger when the
social conditions are reasonably stable and under such circumstances the result is
only small degrees of change (Thomason and Kaufman 1988: 9–10). If the social
conditions become more unstable because of war, disasters, massive population
movements, or similar very disruptive events, the dynamics in the population
change, possibly affecting transmission of cultural knowledge and introducing
more effects from dialect contact or perhaps resulting in the population shifting to
another language. Increased contact effects may mean that the population
affecting children’s language learning increases in diversity, as it may have
incorporated new people from different linguistic backgrounds. As an example,
many researchers have attributed the loss of case marking on nouns in Scandi-
navian languages to the Hanseatic traders who spoke Low German and came to
Scandinavia in large numbers from the 13th until the 15th centuries (e.g. Kusters
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2003, Olthof 2017). Contact with other languages may also be stable if the social
conditions are stable, but under abrupt social changes the dynamics of language
contacts may also change (e.g. Thomason 2001: 15–26).

The changing stability of social conditions and their influence on linguistic
diversification has been discussed prominently from the perspective of the
punctuated equilibrium model of language change (Dixon 1997; see also Neva-
lainen et al. and Leiwo, this issue). Dixon proposed that the history of many
languages can be described as long periods of relative stability which are occa-
sionally disturbed by large natural or social events called punctuations that cause
changes in speaker populations and thereby also in the languages they speak. For
my purposes Dixon’s model and its recent elaboration by Operstein (2015) un-
derline the close-knit relationships between social conditions, cultural trans-
mission, diffusion, and rate of change. Hypotheses about social conditions
influencing rates of change have also appeared in evolutionary linguistic research
and researchers have begun to test whether rates of change depend on sociolin-
guistic conditions, such as population size (e.g. Bowern 2010, Greenhill et al. 2018,
Grollemund et al. 2015). In research on cultural evolution, demographic factors,
such as population size, play also crucial role since they may influence the rate of
cultural innovations, including linguistic ones (Richerson et al. 2009).

I bring togethermany of these strands concerning rate of change. First, I model
the effect of sociolinguistic factors on a structural feature, namely, the number of
cases. This aspect of the research design models the possible effect of societal
factors on language structures. Second, I include in the same research design the
effect of word order on the number of cases. This design allows me to weigh how
much the number of cases is affected by the selected system internal and socio-
linguistic factors. Third, while I do not directly estimate rates of change, I use
mixed effects regression to estimate the effect sizes in different families and areas.
This research design allowsme to evaluatewhether the effect sizes vary a lot across
families and thus to make indirect inferences about rates of change, stability, and
language universals as well.

3 Materials and methods

3.1 Case marking

I define case here following Blake (2001: 1) as ‘a system of marking dependent
nouns for the type of relationship they bear to their heads’ (also Iggesen 2013,
Witzlack-Makarevich 2019). Case thus marks a relation between a noun and its
head, which can be a (lexical) verb or an adposition, among others.
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When linguists have traditionally talked about case, they have meant inflec-
tional Indo-European-like cases. In such systems case markers are phonologically
more or less bound to the stem, even completely fused to the host noun. If not
fused, the stem and/or the case markers may show allomorphic variation. But the
syntactic relation of the noun to its headmay also bemarked by clitics, particles, or
adpositions. Especially particles and adpositions are often considered separate
phonological and/or grammatical words and typical clitics are also more weakly
bound to the stem compared to affixes. However, since affixal case forms are
sometimes invariant, such as the accusative suffix -ta in Imbabura Quechua in (1),
it is very difficult in practice to analyse reliably across languages what is a bound
morpheme, a clitic, or an adposition (cf. Haspelmath 2008). We also know from
historical development of morphology that affixes originate as free forms that
become increasingly bound to the stem over time, possibly leading to wholesale
fusion at later stages of grammaticalization.

(1) Chai warmi(-ca) ñuca-man aswa-ta cara-wa-rca-mi
that woman(-TOP) 1SG-DAT beer-ACC serve-1SG.OBJ-PST.3-VAL
‘That woman served me some beer.’
(Jake 1983: 21)3.

Given the difficulty of separating affixes, clitics, and adpositions fromone another,
it is hard to develop a water-tight definition of morphological case. In this article I
use Iggesen’s (2013) data on the number of morphological cases instead of taking
the more time-consuming path of reanalysing a completely new sample from
scratch. This choice also enables me to provide a point of comparison to Lupyan
andDale (2010) andBentz andWinter (2013), who used the samedata. I thus follow
Iggesen’s (2013) analyses but acknowledge some of the analytical problems.

Iggesen (2013) delimits the analysis of case to productive case on nominals,
excluding case on pronouns, and focuses on inflectional case marking. He in-
cludes clitics and adpositions provided that there is sufficient degree of phono-
logical integration between them and the host noun in what he calls ‘basic
syntactic construction.’ These constructions are noun phrases that contain the
head noun but no modifiers. A similar approach to phrasal clitics has been taken
by Dryer (2013a). Including such clitics may be justified on further grounds: a strict
focus on just inflectional case could reflect Euro-centricity and leave large
geographical areas as having no languages with case. As an example, no African

3 The following is a list of abbreviations used in this paper: 1 first person, 3 third person, acc
accusative, aux auxiliary, dat dative, erg ergative, obj object, pl plural, pst past, sg singular, top
topic, val validator.
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language has been reported to having an inflectional case system according to
Creissels (2000: 247).

With regard to certain analytical choices Iggesen (2013) is more liberal
compared, for instance, to Dryer (2013a). As an example, he includes the marking
expressed by particles in Bawm (Kuki-Chin, Sino-Tibetan) in (2). In this paper I do
not address such discrepancies between the analysts but confinemyself tomaking
them explicit for the reader.

(2) a pâ nih fâ tlâ a vuak nâ
the father ERG child PL 3SG beat 3PL
‘the father beats the children’.
(Reichle 1981: 28; glossing follows that in Comrie 2013).

The feature values for the number of cases in Iggesen (2013) are presented in Table 1.
The feature-values from zero to five represent the actual number of cases but from 6
upwards the feature-values represent a range of counts (e.g. feature-value 7 repre-
sents languages with 8–9 cases). Regardless of this conflation of values I treat this
variable as a count variable in the spirit of Lupyan and Dale (2010) and Bentz and
Winter (2013) who also used this data in the same way. I also follow Hewson and
Bubenik (2006: 364) analysing languageswith borderline casemarking as having no
case marking.4 Lastly, seven languages were excluded, because they have become
extinct after the grammatical description has been written. The resulting dataset
contains 254 languages (see the supplementary material).5

Table : The feature values and descriptions for the number of cases (Iggesen ) and the
feature coding used in this paper.

Feature value Feature description Feature coding

 no cases 

  cases 

  cases 

  cases 

  cases 

 – cases 

 – cases 

  or more cases 

 borderline case marking 

4 I include languages with borderline case marking in case study 1 which provides a point of
contrast to Lupyan and Dale (2010). Bentz and Winter (2013) excluded those languages from their
sample.
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3.2 Word order

Typologists have different opinions about how word order should be approached and
defined. The first issue concerns whether to focus on the main lexical verb or the finite
element of the predicate. For instance, in Kisi (Mel, Niger-Congo) the main lexical verb
tends to occur between the arguments in simple tensed clauses (3a) but after them in
compound tensedclauses (3b),whichmark tense,aspect, andmoodcategoriesbya finite
auxiliary. If research focused on the position of the finite element of the predicate, Kisi
would be analysed as an SVO language, but if the focus was on the position of themain
lexical verb, Kisi would be analysed as having no dominant word order (SVO/SOV). In
this paper I focus on the position of the main lexical verb, following Dryer (2013b).

(3) a. sáá kíndá dìòó.
Saa close door
‘Saa closed the door.’
(Childs 1995: 218).

b. fàlà có lɛ́ɛ́ŋndó yìkpàá.
Fallah AUX machete to.sharpen
‘Fallah is sharpening the machete.’
(Childs 1995: 250).

Another important issue with regard to word order is whether to focus on the so-called
basicwordorder or, for instance, on themost frequentwordorder (see Song 2012). In this
paper I emphasize usage frequency, since usage-phenomena offer the most productive
connectingpointbetweensociolinguisticsand language typology.Moreprecisely I follow
Dryer (2013b) in defining word order as the dominant order of the subject, object, and
verb,where the verb is themain lexical verb, and subject andobject are the arguments of
a transitive verb.Awordorder variant is analysedasdominant if its text count addsup to
two thirds ormore in all transitive clauses, otherwise no variant is analysed as dominant
and the language is classified as having no dominant word order. See Dryer (2013c) and
Sinnemäki (2010) for more details and for discussion of borderline cases.

Word order can be classified into types in different ways. Based on earlier
research it is well-known that verb-final languages tend to develop complex case
systems, thus suggesting a binary factor ‘verb-finalword order.’On the other hand,

5 An anonymous reviewer asked about the role of head marking in explaining the results. Case is
by definition a matter of dependent marking, but head marking has also been shown to correlate
with dependentmarking andword order (e.g. Nichols 1992, Sinnemäki 2008). As a result, it may be
justified to include headmarking in the model as well. However, inclusion of head marking in the
research design must be left for future research, because its inclusion would have increased the
complexity of the research design and called for some other methodological approach.
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languages with SVOword order tend to develop complex case systemsmuchmore
rarely, suggesting an alternative binary factor ‘SVO word order.’ Rather than
predefining how word order should be classified into types for modelling pur-
poses, I turn this into an empirical question. In the spirit of Gries andHilpert (2010:
299–304) I identify meaningful groups of word order that share a high degree of
similarity within the group but a low degree of similarity across groups.

For this purpose, I plot the number of cases over five different word order types in
a boxplot: verb-final, verb-initial, SVO, OVS and no dominant order. The rationale for
these initial types is the following. For instance, SOV and OSV orders seem to behave
alike with regard to other word order properties but also in respect to case marking
(Dryer 1997). Moreover, some languages, such as Imonda (Seiler 1985: 179), can be
characterized as dominantly verb-final even if they cannot be classified as dominantly
SOV or OSV. Focusing on the more general verb-final word order has an added
methodological advantage: it avoids the risk of idiosyncratic analyses of supposedly
OSV languages that in later analysis have turned out to be better analysed as domi-
nantly SOV or verb-final or having no dominant word order.Warao, for one, has been
analysed as OSV (Dryer 2013b, Romero-Figeroa 1985), as SOV (Mosonyi and Mosonyi
2000: 128), and as verb-final (Herrmann 2004). The analysis of VOS andVSO orders in
verb-initial orders is analogical, but there is no reason to classify SVO and OVS
together (see Dryer 1997 and Sinnemäki 2010: 876 for further details).

Theboxplot in Figure 1 suggests that nodominant, OVS, and verb-final types are
very similar with one another: their first and third quantiles (0 and roughly 8–9
cases, respectively) are almost identical and their differences in terms of median
number of cases (3, 3.5 and 5, respectively) are not too large either. These types thus
group together quite clearly. On the other hand, SVO and verb-initial types group
together in a different way: their median number of cases is zero and their third
quantile is just two cases. Since in these latter two types the object follows the verb

Figure 1: Boxplot of the number of cases over word order types.
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(VOorder), it appears that themost promisingway tomodellingwordorderwouldbe
to binomially contrast VO order with non-VO order (including verb-final, no domi-
nant order, and OVS). To focus on VO order makes sense also from the typological
perspective of case systems: languages typically leave especially the nominative S
unmarked and rather mark some other arguments or adjuncts with cases, roughly
following the case hierarchy proposed by Blake (2001: 155–160).

Overall, my data for word order come from Dryer (2013b) and from my own
data collection in which I have followed Dryer’s principles of analysis (see the
supplementary material).

3.3 Sociolinguistic variables

I use two sociolinguistic variables to model the effect of language external factors on
linguistic diversity, namely, population size and the proportion of L2 speakers.6 Pop-
ulation size has become a widely used variable especially in research on language
evolution and linguistic diversification (e.g. Lupyan and Dale 2010; see also the
excellent review in Greenhill et al. 2018 and the references there). Proportion of L2
speakers is not as widely used as a variable owing largely to limitations in data
availability, but it is a more direct proxy for effects from intensive language contact on
languagestructure.Bothvariableshave theirproblemsandsomeof thosearediscussed
here (see also Sinnemäki and Di Garbo 2018, Kempe and Brooks 2018, Koplenig 2019).

One issue concerning both population size and the proportion of L2 speakers is
related to rate of change. Here I discuss population size but the same issue concerns the
proportion of L2 speakers as well. When we correlate a grammatical feature with pop-
ulation size, we are making an underlying assumption that there is plausible causality
between language structure anda sociolinguistic feature: namely,we are assuming that
these factors may change at reasonably comparable rates. Presumably, a change in
population size would be roughly matched with a change in a grammatical feature –
otherwise it would not make sense to correlate them in the first place.7

6 As for L2 speakers, it is possible that their level of educationmay condition their influence on the
target language’s structures. Here I pay no attention to education level, since accommodation by
more competent speakers to less competent speakers may be a more important mechanism of
change than the idiosyncratic changes produced by the L2 speakers themselves (Atkinson et al.
2018).
7 Note that in this paper I test a particular causality, namely, that sociolinguistic feature (popu-
lation size or proportion of L2 speakers) has an effect on linguistic structure. The other direction of
causality, that is, a sociolinguistic feature depending on a linguistic feature, is a logical possibility
but rarely discussed as a real possibility. As suggested by an anonymous reviewer, theremay be at
least some room, albeit presumably very limited, for advancing this idea further. We could
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However, we do not know whether the rate at which population size changes
differs from the rate atwhich grammar changes. They probably due to some extent.
It is possible that population size may change faster than grammar in some con-
texts, but if so, that would require those contexts to be known – which we don’t.
For many languages we simply do not know whether the figures we have for
population size really reflect the situation that held at the time when the gram-
matical features developed that are now coded in descriptions (cf. Sinnemäki
2009: 131–132). But this is something we must accept and assume that the number
of current speakers provide estimations at least in terms of relative number of
speakers in the situations that held at the time when the grammatical features
under study emerged.

I define population size as the number of L1 speakers. Since population size
varies from a handful tomore than a billion speakers, I transform it using the base-
10 logarithm to better scale them (following Lupyan and Dale 2010). Languages
with fewer than 50 speakers were coded as having 50 speakers (cf. Lupyan and
Dale 2010); this may be considered an absolute minimum for a language to be
viably passed to the next generation.8

I define the proportion of L2 speakers following Bentz andWinter (2013) as the
proportion of non-native speakers in the whole speech community. The size of the
whole speech community includes both native and non-native speakers, and thus,
the proportion of L2 speakers is calculated as in (4).

(4) number of L2 speakers
number of L1 speakers + number of L2 speakers

The data for population size comes largely from the nineteenth edition of the
Ethnologue (Lewis et al. 2016a; see the supplementary material). For the
purpose of this paper, I use the number of speakers in all countries. The
Ethnologue is sometimes criticized for overestimating the number of speakers
for small languages. My experience in using the Ethnologue now for roughly 15
years is that they have improved in reliability over the years, for instance, now
providing data sources more systematically. For the number of L2 speakers I

hypothesize, for instance, that a prohibitively difficult morphology, perhaps coupled with a
language ideology against error prone talk of second language learners, might contribute to a
language having only a few second language speakers. Yet it is unclear, and intuitively unlikely,
whether a high degree of complexity alone could lead to a particular sociolinguistic outcome.
Space does not permit to explore this issue more here, but a more principled and nuanced
treatment of the direction of causality would be beneficial in the future. The CHIELD database
(Roberts et al. 2020), for instance, could offer initial and useful ideas in that regard.

8 I owe to Harald Hammarström for suggesting this idea to me.
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use the data in Bentz and Winter (2013). Their data come primarily from the
Ethnologue, the Rosetta project, and the UCLA Language Materials Project.9

Data on the number of L2 speakers is often difficult to come by especially
outside Eurasia. Actually, most of the available data for L2 speakers come
from Eurasia and Africa. This is good to keep in mind when interpreting the
results. For a more thorough discussion of the problems related to data on the
number of L2 speakers, see Sinnemäki and Di Garbo (2018: 6–8).

3.4 On statistical modelling

The main research question of this paper is whether sociolinguistic factors and word
order have an effect on the number of cases. A fundamental distinction in the domain
of case marking is whether languages have a case system to begin with. A corollary
research question here is thus whether sociolinguistic factors and word order have an
effect on the presence vs. absence of cases. I thusmodel these two research questions
separately, following Bentz and Winter (2013). The null hypothesis is that sociolin-
guistic and grammatical factors have no effect on the number or the presence of cases
in theworld’s languages. I test thesehypothesesusinggeneralized linearmixedeffects
modelling (henceforth, GLMM). For recent application of this method to typological
data, see Bentz and Winter (2013), Jaeger et al. (2011), Roberts et al. (2015) and Sin-
nemäki andDi Garbo (2018). The central idea in thesemodelling techniques is that the
value of the dependent variable is predicted based on the predictor variable(s) and
using a grouping structure (that is, random structure) in the modelling to adjust the
variables of interest.

In the research design I use the number (or presence) of cases as the response
variable whose distribution is modelled based on the predictors and the random
structure. Two types of predictors will be used, namely, word order as a grammatical
predictor and population size and the proportion of L2 speakers as sociolinguistic
variables. Theoretically speaking, themodel uses thedistributionofwordorder and the
distribution of the sociolinguistic factors to predict the outcome of the number of cases
given the randomstructure.Wordorderwascodedasabinaryvariablewithvalues ‘yes’
for ‘dominantVOwordorder’and ‘no’ for ‘nodominantVOwordorder.’Populationsize
was coded as the log10 number of native speakers and the proportion of L2 speakers as
percentage of L2 speakers in the whole population.

I used genealogical affiliation and geographic location of the sample lan-
guages as random intercepts to adjust the estimates for the number of cases. I
modelled genealogical affiliation using the highest level of classification in the

9 See http://rosettaproject.org and http://www.lmp.ucla.edu (service closed currently).
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WALS genealogical taxonomy, namely, families. For geographic location of lan-
guages, I followed the AUTOTYP (Bickel et al. 2017) and classified languages into
24 areas in which they are primarily spoken. The areas are illustrated in Map 1.

As for the random slopes, it is sometimes argued that so-calledmaximalmodels
that include all possible theoretically motivated random slopes should be used
whenever possible (e.g. Barr et al. 2013). However, even though maximal models
may converge, some of the random structure in them can be negligibly small and
should thus be simplified. I used random slopes for word order over families but not
for the sociolinguistic factors over families, since it is more likely that word order is
inherited from a common ancestor. Instead I used random slope for the sociolin-
guistic factors and for word order over geographic areas, but only in Case study 1. in
Case study 2 I tried using random slopes for the sociolinguistic factors or word order
over area and/or forword order over families, but owing to convergence issues or too
small randomvariances I endedupusingonly random intercepts for thesemodels. If
a model did not converge or if any of the random variances approached zero (in the
rangeof 10−7), I simplified themodel by removing the respective random factors from
it (cf.Matuscheket al. 2017).However, if the random intercepts over areaor language
family approached zero, I retained them in the model because of their theoretical
importance. I do not explain the simplification process separately for each model in
the main text; see the supplementary R script for some further information.

For hypothesis testing I used GLMMs in the R programming environment (R
Core Team2018).10 About half of theworld’s languages have no cases at all and this

 

Map 1: The 24 areas of the AUTOTYP (Bickel et al. 2017) database illustrated on a world map.
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causes problems inmodelling a count response variable. For this reason, I used the
package glmmADMB (Fournier et al. 2012, Skaug et al. 2016) which offers ways
to dealing with zero inflation; this is also what Bentz and Winter (2013) did.
Parameters are estimated in glmmADMB by maximum likelihood ratio using
Laplace approximation. Following Sinnemäki and Di Garbo (2018), this
approximation was further improved by using so-called importance sampling,
providing the argument impSamp with values greater than 0 (Skaug and
Fournier 2006).11

Since the number of cases is discrete count data, it would be appropriate to use
Poisson regression in the modelling. Poisson distribution assumes that the sample
mean is identical with the sample variance. However, in all themodels the dispersion
ratios were significantly different from 1 (p < 0.05), which means that using Poisson
modelling is not justified for the data. In case of overdispersion of this kind it is
possible to use instead the negative binomial distribution which relaxes the
assumption of overdispersion. All the reported results on the number of cases are thus
basedonnegativebinomial regression. Thepresence vs. absenceof cases, on theother
hand, is a binary variable. It requires a logistic regression model, which uses here the
predictors to model the probability of case in a language.

I evaluated each variable’s effect with maximum likelihood ratio test using
nested models, that is, by comparing a model with the variable of interest to a
simpler model without the variable of interest in additive GLMMs. Using nested
models helps extract maximum likelihood ratio, and its significance, just for the
variable of interest. I thus started with the simplest model that contained only the
intercept and the random structure and added the fixed effects in (roughly) step-
wise fashion (cf. Baayen 2013).

For evaluating goodness-of-fit, I compared the model’s Akaike Information
Criterion (AIC), or more precisely its small sample equivalent AICc that is corrected
for bias (Burnham and Anderson 2002). AIC is widely used for evaluating the
importance of a predictor by considering the extent to which adding a fixed effect
reduces AIC: lower values improve themodel’s fit and thus the greater the reduction
in AIC is, the more important the predictor is. Burnham and Anderson (2002: 70–71)
provide rough guidelines for interpreting this reduction: if the reduction in AIC is
smaller than 2, no significant difference exists between the models; a reduction
between 4 and 7 suggests that the difference is important; if the reduction is 10 or

10 The packages MuMIn (Bartoń 2018), sjPlot (Lüdecke 2018), and ggplot2 (Wickham 2016) were
further used for graphics and statistics in R. Other R packages are referred to in the main text.
11 It is unclear how high values are reasonable for impSamp. Ben Bolker, the author of the function
admbControl for theglmmADMBpackage,usesvaluesup to200but valuesashighas 5,000havebeen
used (Macneill and Lajeunesse 2019: 761). I used values between 0 and 300, preferring small values.
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greater, there is no support for the model that has higher AIC value. Competing
models’ AIC values can further be compared with Akaike weights which scale the
differences inAIC to a scale of 1 and thus provide an easy andeffectiveway formodel
comparison.12

4 Results

Results of two case studies are reported in this section. In Case study 1, I used word
order and population size as predictors, and the sample contains data in 254
languages. In Case study 2, I used word order, population size, and the proportion
of L2 speakers as predictors; in that case study the sample is 66 languages.

The histogram distribution of the variables is provided in Figure 2. The dis-
tribution of the number of cases is somewhat bimodal, although there are many
languages that have no cases. On the other hand, the bimodal nature of this
distribution is split according to VO word order: 61% of the languages with no
cases have VOword order, while 82% of the languages with at least two cases have
non-VO word order. Population size is rather normally distributed around a mean
of roughly 100,000 speakers (log10(100,000) = 5). Proportion of L2 speakers is

Figure 2: Frequency histogram and the superimposed density estimates in the sample
languages for number of cases (A), log number of L1 speakers (B), and proportion of L2 speakers
(C). Since no language has exactly one case in (A), their absence was smoothed over by using
biased cross-validation for bandwidth in density estimation.

12 An anonymous reviewer recommended using the C-index for evaluating goodness-of-fit. In
logistic regression modelling, goodness-of-fit is often evaluated using the index of concordance
(C-statistic, C-index) between the predicted probability and the observed response which is equal
to the area under the Receiver Operating Characteristic curve (ROC curve; e.g. Hosmer and
Lemeshow 2000: 160-164). However, Barth and Kapatsinski (2018) show that a real predictor may
fail to contribute to a model’s predictive capacity measured by C-index and it may instead be
inflated by the random structure. For this reason, I do not evaluate goodness-of-fit using C-index
(see also Sinnemäki and Di Garbo 2018).
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again skewed to the right, namely, most languages have less than 50% share of L2
speakers. The areal distribution of the sample languages and their number of cases

is provided in Map 2, while Map 3 shows the distribution of word order on a world
map.

Map 2: Distribution of number of cases on a world map.

Map 3: Distribution of VO (verb object) and non-VO word orders on a world map.
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4.1 Case study 1: Word order and population size

In the first case study I additively build word order and population size as
competing predictors in the same model. In this way the effect of word order is
compared to a sociolinguistic factor to evaluate the relative effect of language
internal vs. language external effects (cf. Danylenko 2018). I assess the relative
strength of these factors on the number of cases in negative binomial models and
on the presence of cases in binary models.13

To evaluate the importance of different factors, I compare a sequence of nested
models, that is, by comparing a model with the variable of interest to a simpler
model without the variable of interest in additive GLMMs. Response in these
evaluations is either number or presence of cases. I start with the simplest one and
increase the model complexity in step-wise fashion (Baayen 2013). In the second
and third models there is just one predictor in each to evaluate each predictors
effect in isolation (comparing these models individually to the bare intercept
model). I then add population size and the interaction of population size and word
order to a model that already contains word order. The sequence of models is the
following:
– Response ∼ 1
– Response ∼ 1 + VO
– Response ∼ 1 + log_L1
– Response ∼ 1 + VO + log_L1
– Response ∼ 1 + VO + log_L1 + VO:log_L1

This sequence is assessed statistically by the sequential likelihood ratio tests
presented in Table 2. In this sequence the secondmodel is compared to thefirst, the
third model to the first, the fourth model to the second, and the fifth model to the
fourth. The table also lists the AICc, deviance, number of parameters, difference in
AICc, and the Akaike weights for each compared model.

According to the likelihood ratio tests population size had a significant effect
on the number of cases (p = 0.018) (negative binomial model), but only when
modelled in isolation, not when modelled together with word order in the same

13 Because multiple models are compared in each case study, this would call for a correction for
multiple testing, such as Bonferroni correction. My main source for additive GLMMs, however,
does not use correction for p-values (Baayen 2013; see also Tomaschek et al. 2019). In addition,
since my general aim is to re-evaluate the results of Lupyan and Dale (2010) and Bentz andWinter
(2013), I prefer not to use a more stringent approach than they did. Overall, given the exploratory
nature of the statistical testing in this paper, I prefer letting readers use their own judgment in
weighing the conclusions.
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model (p = 0.18). This is corroborated by the difference in AICc: when compared to
the null model, the model containing just population size reduced AICc by 3.5 but
when adding population size to a model that contained word order AICc actually
increased by 0.3, meaning that the model became worse. The interaction term
between word order and population size was also non-significant (p = 0.21).
Among the six competing negative binomial models the one that contains only
word order had 40% chance of being the best one.

In the binary models word order had a significant effect on the presence of cases
whenword order wasmodelled in isolation (p < 0.001). Adding word order to the null
model also reduced AICc by 14. Population size had no significant effect on the
presenceof caseswhethermodelled in isolationor in the samemodelwithwordorder:
adding population size to the null model or the one including word order increased
AICc by 2.1, thus making the model worse. However, the interaction term between
word order and population size was significant (Deviance = 5.23; df = 1; p = 0.032).14

The Akaike weights suggest that the model containing the interaction term has 48%
chance of being the best model among the six competing models.

Table 3 presents coefficients for the predictors’ effect in the best-fittingmodels,
that is, in the negative binomial model that contained only word order and in the
binary model that contained the interaction term between word order and popu-
lation size. In the negative binomial model the coefficient for word order is −1.221

Table : Coefficients for the best-fitting models in Case study .

Parameters Estimate Std. error z-value p-value

Negative binomial modela (Intercept) . . . .
VO = yes −. . −. .

Binary modelb (Intercept) . . . .
VO = yes . . . .
log_L . . . .
VO = yes:log_L −. . −. .

aimpSamp = .
bimpSamp = .

14 Since in these tests the p-value was very close to the critical 0.05, it would be good to assess its
validity with parametric bootstrap using, for instance, the package pbkrtest in R (Halekoh and
Højsgaard 2014). However, it is not yet possible to implement this method to regression models
computed by glmmADMB. Alternative models computed with other packages (e.g. lme4) are
unable to address zero inflation, thus producing unreliable results, too, wherefore I refrain from
using them.
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and its inverse logarithm is 0.295. This means that languages with VO word order
have about 70.5% fewer cases than those with non-VO word order.

As for the interaction term in the binary model, their interpretation is difficult
as the interaction coefficient is a ratio of the log odds. However, it is possible to
interpret the parameters separately for VO and non-VO languages (following
Jaccard 2001 and UCLA Statistical Consulting Group (no date)). The reference level
for word order is non-VO, so for these languages, a one-unit increase in population
size results in log odds of 0.222 and an inverse logarithm of 1.248 (a one-unit
change from e.g. 4 to 5 corresponds to a change from log(10,000) to log(100,000)).
This means that for non-VO languages a one-unit increase in population size
increases the odds of having cases by 25%. For VO languages, on the other hand, a
one unit increase in population size results in log odds of −0.481 (−0.704 + 0.222)
and an inverse logarithm of 0.618. This means that for VO languages a one-unit
increase in population size decreases the odds of having cases by 38%. This
opposite behaviour of non-VO and VO languages is visually depicted in Figure 3
(plot B). The random structure in Table 4 suggests that the variances are not too
close to zero.

Figure 3 presents the effect plots for the predictors in the best-fitting negative
binomial and binary models. In the plots the predictors’ values are presented on the
x-axis and the predicted values of the response (number of cases or the probability of
case) on the y-axis. For the negative binomial model (plot A) the effect plot suggests
that the predicted number of cases is close to 6–7 cases in languages with non-VO
word order but roughly 2 cases in VO languages. The difference between the word
orders here is obvious. The difference is clear within language families, too. For
instance, there are nine Afro-Asiatic languages in the sample and all those that are

Figure 3: Effect plot for word order on the number of cases in plot A and marginal effect plot for
the interaction term between word order and population size in plot B. (Note that in the plots for
marginal effects the black dots are concentrations of several grey dots in roughly the same
position.)
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non-VOhave twoormore cases (e.g. Beja andAmharic)with anaverageof three cases,
while more than half of the Afro-Asiatic VO languages in the sample have no cases at
all (e.g. Hausa and Egyptian Arabic), averaging to no cases.

In the binarymodel (plot B), the predicted probability of case is quite similar in
small languages whether the word order is VO or non-VO (roughly 70% in non-VO
languages and roughly 50% in VO languages with about 100 speakers; log10
(100) = 2). The predicted probability of case decreases as population size in-
creases – as in Lupyan and Dale (2010) – but only in VO languages: the predicted
probability of case drops to about 10% in VO languages with 1,000,000 speakers
(log10(1,000,000) = 6). On the other hand, the predicted probability of case in-
creases as population size increases – pace Lupyan and Dale (2010) – but this
happens only in languages with non-VO word order: the predicted probability of
case goes up to about 90% in non-VO languages with 100,000,000 speakers
(log10(100,000,000) = 8). All in all, the effect of word order on the presence of
cases seems conditioned by population size: large VO languages are likely to have
no cases while large non-VO languages are likely to have cases, but as population
size becomes smaller, the probability of case becomes much more similar in VO
and non-VO languages.

4.2 Case study 2: Word order, proportion of L2, and population
size

In the second case study I additively build word order, proportion of L2 speakers,
and population size as competing predictors in the samemodel. The relative effect

Table : Random effect variances for the best-fitting models in Case study .

Variance Std. dev.

Negative binomial model Group = area
(Intercept) . .
VO = yes . .

Group = family
(Intercept) . .

Binary model Group = area
(Intercept) . .
log_L . .
VO = yes . .

Group = family
VO = yes . .
(Intercept) . .
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of the sociolinguistic factors is compared to one another in the spirit of Sinnemäki
and Di Garbo (2018) and their effects are also compared to word order to evaluate
the relative effect of language internal vs. language external effects (cf. Danylenko
2018). I assess the relative strength of these factors on the number of cases in
negative binomial models and on the presence of cases in binary models.

To evaluate the importance of different factors in the additive models, I
compare a sequence of nestedmodels, starting with the simplest one that contains
only the intercept and increasing the model complexity in roughly step-wise
fashion. In the second, third and fourthmodels there is just one predictor in each to
evaluate each predictor’s effect in isolation (comparing these models individually
to the bare intercept model). I then add proportion of L2 speakers and population
size to a model that already contains word order. The sequence of models is the
following:
– Response ∼ 1
– Response ∼ 1 + VO
– Response ∼ 1 + prop_L2
– Response ∼ 1 + log_L1
– Response ∼ 1 + VO + prop_L2
– Response ∼ 1 + VO + prop_L2 + log_L1

This sequence is assessed statistically by the sequential likelihood ratio tests pre-
sented in Table 5. In the negative binomial modes, the likelihood ratio test and the
reductions in AICc suggest that only the proportion of L2 speakers is an important
predictor of the number of cases (reduction in AICc is roughly 6) but word order and
population size are not (AICc increases when adding these to simpler models). Based
on the Akaikeweights, themodel that includes only the proportion of L2 speakers has
63% chance of being the best among the six competing negative binomial models. In
the binarymodels, the likelihood ratio test (p < 0.001) and the reductions in AICc (>10)
suggest that both word order and the proportion of L2 speakers are important pre-
dictors of thepresenceof casewhen compared to thenullmodel. Addingproportionof
L2 speakers to the same model with word order results in proportion of L2 speakers
having a significant effect in thismodel as well (p = 0.004). Adding population size to
this model or to the null model increases AICc, which means that the models become
worse. Based on the Akaikeweights, themodel that includes bothword order and the
proportion of L2 speakers has 71% chance of being the best among the six competing
binary models.

Based on these results, the proportion of L2 speakers appears at least an
equally important predictor compared to word order. For model comparison I
again use AICc, keeping in mind that the lower its value is, the better the model is.
In the binary models, AICc was reduced by 12.4 when the model containing the
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proportion of L2 speakers was compared to the null model but when the model
containing word order was compared to the null model, the reduction in AICc was
11.9. The reduction in AICc is thus of the same range for the proportion of L2
speakers compared to word order. On the other hand, in the negative binomial
model the proportion of L2 reduced AICc by 5.6 (when compared to the null model)
but word order increased it by 2.3; in these models the proportion of L2 was clearly
a better predictor of the number of cases. AIC thus provides a useful way of
comparing the importance of structural and sociolinguistic effects to one another
and the initial results suggest rather unexpectedly that the latter factors may be at
least as important as the former.

Table 6 presents coefficients for the predictors’ effect in the best-fittingmodels,
that is, in the negative binomial model that contained only proportion of L2
speakers and in the binary model that contained word order and proportion of L2
speakers. In the negative binomial model the coefficient for the proportion of L2
speakers is −2.187 and its inverse logarithm is 0.112. This means that languages
spoken by communities with 100% L2 speakers have about 89% fewer cases than
those with no L2 speakers. In the binary model the coefficient for the proportion of
L2 speakers is −5.568 and its inverse logarithm is 0.0038. This means that lan-
guages spoken by communities with 100% L2 speakers have about 99.6% lower

Table : Coefficients in the best-fitting models in Case study .

Parameters Estimate Std. error z-value p-value

Negative binomial model (Intercept) . . . .
prop_L −. . −. .

Binary model (Intercept) . . . .
VO = yes −. . −. .
prop_L −. . −. .

Table : Random effect variances in the best-fitting models in Case study .

Variance Std. dev.

Negative binomial model Group = area
(Intercept) . .

Group = family
(Intercept) . .

Binary model Group = area
(Intercept) . .

Group = family
(Intercept) . .
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odds of having cases than those with no L2 speakers. The coefficient for word order
is −2.595 and its inverse logarithm is 0.075. This means that languages with VO
word order have about 92.5% lower odds of having cases than those with non-VO
word order. Table 7 presents variances for the random effects in these model.

Figure 4 presents the effect plots for the predictors in the best-fitting negative
binomial and binary models. In the plots the predictors’ values are presented on
the x-axis and the predicted values of the response (number of cases or probability
of cases) on the y-axis. The effect plot for the best-fitting negative binomial model
suggests that the predicted number of cases is about 8–9 in languages that have
roughly no L2 speakers in the speech community, but it drops towards zero the
more the proportion of L2 speakers approaches 100% (see plot A). As an example,
Georgian has six to seven cases and Icelandic four cases and in their speech
communities the proportion of L2 speakers is less than 5%. On the other hand,
Amharic has two cases (fewer than many of its Afro-Asiatic cognates) and almost
25% L2 speakers, Urdu has also two cases (fewer than many of its Indic cognates
have) and its speech community consists of roughly 42% of L2 speakers. The effect
plot for the best-fitting binarymodel further suggests that the predicted probability
of case is about 90% in languages that have roughly no L2 speakers in the speech
community, but it drops towards zero the more the proportion of L2 speakers

Figure 4: Effect plots for the proportion of L2 speakers on the number of cases in plot A, on the
probability of case in plot B, and for word order on the probability of case in plot C. Marginal
effect plot for the proportion of L2 speakers and word order on the probability of case in plot D.
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approaches 100% (see plot B). Based on this data there is thus a clear downward
trend in the number and probability of case as the proportion of L2 speakers grows
in a community. As for word order, the effect plot for the best-fitting binary model
suggests that the predicted probability of case is roughly 85% in languages with
non-VOword order, but it drops to 30% in languages that have VOword order (see
plot C). The difference between the word orders here is clear, although the confi-
dence levels are very broad owing to the relatively small sample size (compare to
the much smaller confidence levels for word order in Figure 3).

In Case study 2 the data is too small to evaluate an interaction term between
the predictors in either the negative binomial or the binary models. But it is
possible to evaluate the marginal effects for the number of cases separately for VO
and non-VO languages. I do this here only for the binary model, since word order
had a significant effect only in this model. Based on plot D in Figure 4, there is a
downward trend in both VO and non-VO languages: the predicted probability of
case decreases as the proportion of L2 speakers increases. However, the predicted
probability of case is almost 30% higher in non-VO type compared to VO type in
languages that have roughly no L2 speakers. As the proportion of L2 speakers
grows up to roughly 50%, the probability of case in VO languages drops quickly to
about 10%. In non-VO languages, the probability of case is still roughly 70% in
languages with about 50% L2 speakers, but then it drops to 20% or less in lan-
guageswith 90%ormore L2 speakers. This suggests thatword ordermay condition
the effect of the proportion of L2 speakers on the probability of case so that in
languages with few L2 speakers the probability of case is much lower in VO lan-
guages compared to non-VO languages, but as the proportion of L2 speakers
grows, the difference becomes smaller. Part of the reason for this result is that there
are no cases in languages with 60% or more L2 speakers.

Based on the results of Case study 2 the proportion of L2 speakers has a
significant effect on the number and presence of cases, population size has no
effect on either, and word order has a significant effect on the presence of cases. In
Case study 1 and in Case study 2 it seems that population size has an effect on the
number or presence of cases only when modelled in isolation (negative binomial
model) or when correlated with word order (binary model). Proportion of L2
speakers, on the other hand, seems to affect the number and presence of cases
whether modelled with or without word order or population size. Lastly, the effect
of word order affects the number and the presence of cases, but the latter only
whenmodelled together with either population size (Case study 1) or proportion of
L2 speakers (Case study 2). The correlation between case andword order attested in
earlier typological research may, therefore, need to be qualified, as it may be
conditioned by sociolinguistic factors to some degree.
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5 Discussion

In this paper I havemodelled language internal and external factors in competition
with one another and the results suggest a somewhat surprising interaction be-
tween the factors. The current results are preliminary and suggestive, given
especially the relatively small sample size in Case study 2, but they point to
interesting hypotheses that can be tested with larger datasets and different
methods in future research. Here I briefly discuss the results and possible
explanations.

The results of Case study 1 suggested that population size had a significant
negative effect on the number of cases when modelled on its own, much as in
Lupyan and Dale (2010). However, it had no effect on the number of cases when
modelled as a competing predictor with word order. On the other hand, VO lan-
guages were much less likely to have cases than non-VO languages. Nevertheless,
the effect of word order was shown to depend on population size when modelling
the effect of their interaction on the presence of cases in the binary models. This
complex interaction suggested that in small languages the predicted effect of VO
and non-VO word order did not differ much from each other. However, as popu-
lation size grew, the predicted probability of case decreased in VO languages but
increased in non-VO languages.

These results bring two earlier generalizations together. First, according to
Lupyan and Dale (2010), the number of cases decreases as population size in-
creases, as seems to be the case for many other measures of morphological
complexity as well (also Koplenig 2019). The current results agree with these re-
sults, but onlywhenmodelling population size in isolation fromword order.When
modelling the interaction of population size with word order, the probability of
case also decreased as population size increased but only in VO languages, that is,
in languages that have a dominant SVO word order or dominant verb-initial word
order (VSO, VOS, andVSO/VOS). Second, according to Greenberg (1966) andmany
others, verb-final languages15 are likely to develop a complex case system. Figure 1
suggested that complex cases systems are likely to develop also in languages with
no dominant word order, and more likely in OVS languages compared to SVO and
verb-initial languages. The current results agreewith the earlier results but suggest
that the relationship between cases and non-VO order is the clearer the larger the
non-VO language is.

Lupyan andDale (2010) propose the linguistic niche hypothesis to account the
correlation between morphological complexity and population size. According to

15 Greenberg originally referred only to SOV languages, but verb-final languages more generally
behave in an analogous way.
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this hypothesis, linguistic structures adapt to the environments in which they are
used and learned. Thus, structures that are difficult to learn, such as morpholog-
ical complexity, are not very likely to develop and they are not so easily passed to
the next generation (e.g. Clahsen et al. 2010). I do not provide evidence for or
against this hypothesis (see Kempe and Brooks 2018 for a critical review) but
merely suggest that in the light of my results, it is not morphological complexity
per se that seems to adapt to population size, but it is rather the relationship
between case and word order that adapts to it. Earlier experimental research has
suggested that case is more likely to develop in verb-final constructions compared
to non-verb-final constructions (e.g. Fedzechkina et al. 2017). In the light of current
results, this experimental research offers only partial explanation to the interac-
tion between case and word order and may need to be rethought, taking into
account also the social context of language use and non-VO word order patterns
more generally.

But why should population size condition the interaction between word order
and case? Here I only provide very speculative remarks. Koplenig (2019) showed
that languages with more speakers tend to have greater entropy rate. What this
means from an information-theoretic perspective is that languages with more
speakers tend to be less redundant and thus more transparent, possibly adhering
more closely to transparency (Sinnemäki 2009). In non-VO languages with more
speakers this might mean that syntactic relations are not signalled via linear order
but via cases, while in SVO and verb-initial languages with more speakers this
might mean that syntactic relations are more likely signalled via linear order than
via cases: in both circumstance, syntactic relations can be signalled non-
redundantly and transparently by relying on either linear order or cases. Some
evidence for these patterns may be found from verb-final Sino-Tibetan languages:
Lepcha (69 000 speakers) has two cases, Ladakhi (117 000) speakers has five cases,
Meithei (roughly 1.5 million speakers) has 6–7 cases, and Burmese (roughly 33
million speakers) has 8–9 cases. Counter-examples also do occur, such as Finnish
which is SVO, has at least 12 productive cases, and with about 5.5 million speakers
is one of the largest languages in the Uralic language family.

Explanations relying on the role of linear order beg the question why the
coding of word order in the case studies did not concern the order of other nom-
inals besides the core arguments of a transitive verb?Apractical reason for thiswas
that although Dryer and Gensler (2013) provide data on the order of object, oblique
and verb,much newdata should have been analysed to include the subject aswell,
and this was not possible within the limits of this paper. A more methodological
reason was that the order of obliques is typically more variable than the order of
core arguments and this would inevitably lead to inflation of the no dominant
order type.
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Lupyan and Dale (2010) also propose to use population size as a proxy for
language contact effects so that the larger the language is, the more likely it is
going to have a large proportion of L2 speakers as well. Sinnemäki and Di Garbo
(2018) showed that this is not necessarily the case and that it is best to consider
population size and the proportion of L2 speakers as independent sociolinguistic
parameters.

As for Case study 2, the results suggested that the proportion of L2 speakers
had an inverse effect on the number of cases as well as on the presence of case,
similarly to Bentz and Winter (2013). Word order also had an inverse effect on the
presence of case but not on the number of cases. However, the predicted proba-
bility of case was greater in non-VO languages than in VO languages and this
difference was the most pronounced in languages that had up to 50% of L2
speakers. On the other hand, in languages with larger proportion of L2 speakers,
the predicted probability of case dropped towards zero regardless of word order.
The effect of large proportion of L2 speakers thus seems to thwart the effect of word
order on the probability of case.

The main explanation in the literature for the inverse correlation between
morphological complexity and L2 speakers is that morphological complexity is
difficult for L2 speakers to acquire anduse andmore often than not they restructure
and simplify the morphological patterns of the language they learn (e.g. Klein and
Perdue 1997, Roberts and Bresnan 2008). While this explanation is widely used in
the literature, it is difficult to explain why the idiosyncrasies produced by non-
native speakers would spread to native speakers’ language use as well, and like-
wise why word order could condition that influence.

An alternative account puts the emphasis on accommodation processes (e.g.
Trudgill 2011: 56–60). In accommodation more competent speakers (native
speakers and competent L2 speakers) produce simplifying adjustments, such as
avoiding opacity, to less competent speakers and these adjustments are then
adopted and transmitted to the next generation, leading eventually to language
change. According to recent experimental research, the accommodation model
may offer a key linking mechanism why, for instance, morphology is simplified if
the language is learned by many L2 speakers (Atkinson et al. 2018).

Neither of these explanations, language learning difficulty and accommoda-
tion, however, addresswhether the degree of similarity between languages, that is,
typological distance, affects linguistic behaviour in situations of L2 learning. This
is an important issue for future research, since typological distance between L1 and
L2 seems to be an important factor in L2 learning of complex morphological fea-
tures (e.g. Schepens et al. 2013).

To understand the conditioning influence of word order on the sociolinguistic
factors, it may be helpful to discuss what language universals are. In classic
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language typology language universals are probabilistic type frequencies between
structural patterns, presented in the form of implicational universals. But a
growing trend in typology is to conceptualize universals as structural pressure on
how languages change over time; that is, as diachronic laws of type preference
(e.g. Bickel 2013, Sinnemäki 2010: 877 and references there). From this perspective
it is possible to argue that there is a universal pressure, perhaps related to cognitive
and communicative preferences, for languageswith non-VOword order to develop
cases and for VO languages not to develop them. The sociolinguistic environment
in which languages are learned and used, then, may either amplify or reduce this
pressure.

The results of the case studies partly agree with those in Sinnemäki and Di
Garbo (2018) who showed that for modelling the distribution of the degree of
inflectional synthesis the best model contained both population size and the
proportion of L2 speakers as predictors. Case study 2 does not support this
conclusion directly and the available data is far too small to model a complex
interaction between the three predictor’s word order, population size, and the
proportion of L2 speakers. However, Case study 1 and Case study 2 suggest indi-
rectly that both population size and the proportion of L2 speakers are important
predictors of at least the presence of cases, the former in complex interaction with
word order and the latter as an independent predictor together with word order.

On the other hand, the results partly disagreewith the conclusions of Koplenig
(2019), whose data suggest that morphological complexity is affected by popula-
tion size but not by the proportion of L2 speakers. The discrepancy in our results
with regard to the proportion of L2 speakers may owe to two methodological
issues: differences in sample size and differences in modelling the effect of L2
speakers. In my models the proportion of L2 speakers was computed directly from
the number of native and non-native speakers, but the sample size was relatively
small (66 languages). This small sample size makes the results only suggestive. A
problematic issue is also the areal bias in the sample: roughly 80% of the lan-
guages for which it was possible to deduce the number of L2 speakers came from
Africa and Eurasia. This means that the results cannot be very reliably generalized
outside these continents.

To address this shortage of data Koplenig (2019) uses Ethnologue’s evaluations
for language vitality, namely, Expanded Graded Intergenerational Disruption
Scale (henceforth EGIDS; Lewis et al. 2016b) to proxy the proportion of L2 speakers
in the community. EGIDS is built on Joshua Fishman’s (1991) earlier scale, and its
levels range from 0 (international language use) to 10 (extinct). Notably, the edi-
tors define languages in EGIDS categories 4 or lower (towards 10) as local lan-
guages, which are not expected to have any L2 speakers (Lewis et al. 2016b: 18).
However, while EGIDS data is available for more than 7000 languages, a huge
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increase in sample size compared to Lupyan and Dale (2010), for instance, it is not
without problems to define languages with EGIDS 4 or lower as not having any L2
speakers. According to Lewis et al. (2016b: 18) roughly 91% of languages in the
Ethnologue belong to these categories, but many of them tend also to be spoken by
relatively small people groups that are often highly multilingual (Lüpke 2016). It is
probably fair to conclude that until the field develops more rigorous methods for
assessing contact-effects of multilingualism this kind of discrepancies in results
will remain at least partly unresolved.

Evidence in this paper comes from structural data curated from grammatical
descriptions and from demographic data. The former can be thought of as human
expert judgements (by the linguist) on structural patterns that are often based on
corpora. In that sense there is a clear link between corpora and grammar de-
scriptions. Comparison between corpus evidence and evidence from grammar
descriptions suggests these different data sources provide converging evidence at
least for the interaction between linear order andmorphology (Koplenig et al. 2017)
as well as for measures of morphological complexity (Bentz et al. 2016). These two
types of evidence thus seem relatively closely related, which means that the kinds
of factors that affect variation in corpora can be meaningfully applied to typo-
logical data as well. This convergence is also at the heart of Hawkins’ (2004, 2014)
model, which is based on the idea that preferences within a language correspond
to preferences across languages.

6 Conclusion

In (historical) sociolinguistics it has been long acknowledged and shown that both
external and internal factors drive linguistic variation. Earlier research in socio-
linguistic typology has also accumulated evidence that linguistic structures are
systematically affected across languages by the sociolinguistic environment in
which they are learned and spoken. Evidence has been drawn from both case
studies on historical contact scenarios (e.g. Kusters 2003) as well as from quanti-
tative typological work (e.g. Bentz and Winter 2013, Lupyan and Dale 2010, Sin-
nemäki 2009, Sinnemäki and Di Garbo 2018).

In this paper I bring this sociolinguistic typological research one step closer to
(historical) sociolinguistics, by providing preliminary typological and speech
community-level evidence that both sociolinguistic and structural factors affect
linguistic variation. I propose a new more holistic approach to evaluating typo-
logical distributions, which considers system internal factors in competition with
sociolinguistic factors – an approach that has to my knowledge not been adopted
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before. The results suggest complex interactions between the sociolinguistic and
system internal factors on typological distributions.

It is still quite unorthodox to research this kind of hypotheses, but this paper
points to the feasibility of doing exactly so.While I do not directly assess how these
different factors affect rates of change, I modelled language family as a random
slope wherever possible, which is a first step in addressing the well-known fact in
language typology and historical linguistics that rates of change can vary across
families (Nichols 2003). The results open a set of new hypotheses about rate of
change and the factors that may affect it that can be tested in future research, for
instance, with phylogenetic regression methods that more directly evaluate
probability of change.
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