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Abstract

We prove that there is a natural plectic weight filtration on the cohomology of
Hilbert modular varieties in the spirit of Nekovář and Scholl. This is achieved with the
help of Morel’s work on weight t-structures and a detailed study of partial Frobenius.
We prove in particular that the partial Frobenius extends to toroidal and minimal
compactifications.
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Chapter 1

Introduction

Nekovář and Scholl recently proposed in [1] a program on plectic theory, which is about
some hidden symmetries of Shimura varieties. The theme of this thesis is to exploit
some of these hidden symmetries, and provide evidence for their conjectures. More
precisely, Nekovář and Scholl observed that when the group of a Shimura variety X is
of the form ResF/QG with F totally real, the cohomology of X has extra symmetries.
This is most easily observed in the Betti cohomology of compact Shimura varieties, in
which case we have

H∗(X(C),C) = ⊕
π
H∗(g, K∞; π∞)⊗ πKf

f = ⊕
π
⊗
v|∞

H∗(gv, K∞,v; πv)⊗ π
Kf

f

by the Kunneth theorem for the (g, K)-cohomology and π∞ = ⊗
v|∞

πv. As each (g, K)-

cohomology H∗(gv, K∞,v; πv) equips with a Hodge structure of type (pv, qv), we see
that H∗(X,C) is a sum of refined Hodge structures of type ⊗

v|∞
(pv, qv), i.e. plectic

Hodge structures. A remarkably similar structure appears in the etale cohomology,
at least in the case of Hilbert modular varieties, which suggests that it is motivic in
nature. This motivates the question of explaining this extra structure.

Nekovář and Scholl proposed that the Shimura variety prolongs to a variety defined
over Spec(kplec), where Spec(kplec) is a (product of) symmetric product of Spec(k) over
F1, the field with one element. Obviously, this does not make sense as we do not have
a good theory of F1. However, this heuristic allows us to guess what extra structures
we can expect on the cohomology, which sometimes can be established directly. In
particular, we expect that for noncompact Shimura varieties of type ResF/QG, the
Betti cohomology has a natural plectic weight filtration, which is a Zd-indexed filtration
whose graded pieces have pure plectic Hodge strutures as we observed using (g, K)-
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cohomology. What we prove in this thesis is that this is true in the special case of
Hilbert modular varieties. Before explaining more about the results, we remark that
the plectic conjectures have powerful arithmetic consequences on special values of
L-functions.

Let us first recall how we detect the classical weight filtration on a smooth non-
proper complex variety X. Using Nagata embedding and resolution of singularities,
we can find an open embedding j : X ↪→ X into a proper smooth variety with X \X
union of normal crossing divisors. Then, as observed by Deligne, the weight filtration
is detected using the filtration on Rj∗C induced by the standard truncation τ≤aRj∗C,
and the graded pieces of the weight filtration is detected using cohomology of strata of
X. More precisely, we have a spectral sequence induced by the filtration τ≤aRj∗C,

Ep,q
1 = Hp+q(X(C), τ≥−pτ≤−pRj∗C)⇒ Hp+q(X(C),C) (1.1)

which is nothing but the (reindexed) Leray spectral sequence for j. The graded sheaves
τ≥−pτ≤−pRj∗C are supported on the strata defined by intersections of boundary divisors,
and the weight filtration is a shift of the converging filtration of the spectral sequence.

When X is a Shimura variety of type ResF/QG, we can find an explicit X using
toroidal compactifications. However, we can not use them to detect the plectic weight
filtration since toroidal compactifications are not "plectic", in particular the strata
of them possess no plectic structures on their cohomology. Our strategy is to look
at the minimal compactification Xmin of X instead, and what we gain is that the
strata are now again Shimura varieties of type ResF/QG, hence "plectic". This is a
highly singular proper variety, and τ≤aRj∗C is not a reasonable object to consider. The
way to approach it is to use Morel’s weight t-structures ([2]) in place of the standard
t-structures. The formalism gives us a new truncation w≤aRj∗C, giving rise to a
spectral sequence of Hodge structures

Ep,q
1 = Hp+q(Xmin(C), w≥−pw≤−pRj∗C)⇒ Hp+q(X(C),C) (1.2)

first observed by Nair in [3]. Note that Morel’s formalism only makes sense in a theory
with good notion of weights and perverse sheaves, and we have to use the derived
category of mixed Hodge modules here. It is not hard to see that w≥−pw≤−pRj∗C
decomposes into shifted simple Hodge modules strictly supported on (closure of)
strata of Xmin, and can be made explicit with the help of Burgos and Wildeshaus’
results ([4]). Moreover, these simple summands are automorphic in the sense they
are associated to algebraic representations of the groups associated to the strata they
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support. Now Ep,q
1 is a sum of intersection cohomology of "plectic" Shimura varieties

with automorphic coefficients, and we see that it does detect plectic structures. Indeed,
Zucker’s conjecture (proven by now) tells us that the intersection cohomology of the
minimal compactification with automorphic coefficients is canonically identified with
the L2-cohomology of the open stratum, which can be computed using the (g, K)-
cohomology and the same computations as in the compact cases equip us with the
plectic structures.

To proceed further, we have to know whether the spectral sequence detects the weight
filtration and how we can extract the plectic weight filtration from it. Unfortunately,
the answer to the first question is no in general, though it is true in the Hilbert
modular case. The problem is that the graded pieces of the filtration are not necessarily
pure, but direct sums of pure Hodge structures possibly of different weights. It is a
coincidence that in the Hilbert modular case, this does not happen. On the other hand,
to find the plectic weight filtration, it is not necessary to know the weight filtration a
priori, and the spectral sequence does help with our purpose.

To motivate the strategy, let us first recall that there is another way to detect
weights, namely using Frobenius weights. By spreading out the variety, we can assume
that it is defined over a finitely generated Z-algebra, and reduce it to a variety defined
over a finite field, then the Weil conjecture proved by Deligne tells us that the l-
adic cohomology has a weight filtration defined by Archemdean places of Frobenius
eigenvalues. Using comparison theorems and base change or nearby cycles, we can find
the weight filtration on Betti cohomology using finite fields. It is necessary to check
that the new weight filtration is the same as the previously defined one, and this is
proved by observing that the Frobenius acts on the spectral sequence (1.1) through
comparison isomorphism, and has the right Frobenius weight on each Ep,q

1 .
In the plectic case, we expect that there are plectic Frobenius weights in some

reasonable sense, and the above classical method can be applied to find the plectic
weight filtration. Fortunately, morphisms called partial Frobenius have been defined
and studied in the literature ([5]). These are decompositions of the usual Frobenius,
and their eigenvalues are naturally expected to give plectic Frobenius weights, hence
the plectic weight filtration. To fulfill the expectation, we have to prove that the partial
Frobenius extends to the minimal compactification, and induces a morphism on the
spectral sequence (1.2). This is achieved through toroidal compactifications. Indeed,
we prove firstly the partial Frobenius extends to toroidal compactifications, using Lan’s
universal property of toroidal compactifications ([6]). To check the universal property,
we have to make full use of the degeneration data of semiabelian varieties constructed by
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Faltings-Chai and Lan. Then we prove that the extended partial Frobenius morphism
descends to the minimal compactification, which is a standard argument adapted from
Lan ([6]).

Now the partial Frobenius acts on each summand of Ep,q
1 , which as we have

already seen is the intersection cohomology of (closure of) strata of the minimal
compactifications with automorphic coefficients, and have plectic Hodge structures
given by (g, K)-cohomology. A subtle point here is that we have to pass to special
fibers of integral models of Shimura varieties and use the spectral sequence (1.2) in the
l-adic setting in order to have the action of the partial Frobenius, and then compare
it with the one in the Hodge theory setting. This can be done with some technical
input from Huber and Morel’s horizontal mixed complexes in [7] (a simpler proof in
the special case of Hilbert modular varieties exists).

Now, similar to the classical case, we have to check that the eigenvalues of the
partial Frobenius on each summand are Weil numbers with absolute value compatible
with the multi-weights of the plectic Hodge structures. In the case of Hilbert modular
varieties, we have two different types of summands. The first type is when the summand
is the cohomology of cusps with automorphic coefficients, which can be checked by
direct computations.

The second is when it is the intersection cohomology of (minimal compactification
of) Hilbert modular variety with trivial coefficients. This is decomposed into Hecke
equivariant isotypic components indexed by discrete cohomological automorphic repre-
sentations. If the automorphic representation is cuspidal, we know that it corresponds
to a holomorphic Hilbert modular form f of parallel weight 2, and the plectic Hodge
type is ⊗

v|∞
((1, 0)⊕ (0, 1)), which is of plectic weights (1, · · · , 1). We have to show that

each partial Frobenius acts with eigenvalues of absolute value p− 1
2 . This follows from

the Eichler-Shimura relation of the partial Frobenius proved by Nekovář in [5]. Indeed,
it tells that the eigenvalues of the partial Frobenius is the same as the eigenvalues of the
Frobenius Frobp ∈ Gal(F/F ) on the Galois representation ρf associated to f , where p

ranges over primes of F above p. We know that ρf is pure of weight 1 by Blasius ([8])
and Blasius-Rogawski ([9]), proving the claim. If the automorphic representation is
discrete but not cuspidal, we know that they are one dimensional, and have plectic
Hodge types (wedge products of) the sum of ⊗

v|∞
(pv, qv), with (pv, qv) = (1, 1) for one v,

and (pv, qv) = (0, 0) for the rest, which is of plectic weights (0, · · · , 0, 2, 0, · · · , 0). This
forces us to show that the partial Frobenius corresponding to v (under the embedding
Qp ↪→ C implicitly fixed in the comparison theorem) has eigenvalues with absolute value
p−1, and the rest have eigenvalues with absolute value 1. This is shown by observing
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that these cohomology spaces are spanned by first Chern classes of the natural line
bundles Lv whose sections are modular forms of weight (0, · · · , 0, 2, 0, · · · , 0), and the
partial Frobenius acts on them in the expected way (F ∗vLv = L⊗pv and F ∗v′Lv = Lv).
Note that here we use a motivic explanation of the plectic strucutures to compare the
plectic Frobenius weights and plectic Hodge weights, and this is the main reason we
restrict to Hilbert modular varieties.

Now we have a Zd-filtration defined by eigenvalues of the partial Frobenius, and
the previous proof shows that the graded pieces have natural plectic Hodge structures
given by (g, K)-cohomology in a compatible way. This finishes the construction of the
plectic weight filtration, and gives a conceptual explanation of the ad-hoc construction
of the plectic weight filtration by Nekovář and Scholl in [10]. Moreover, the proof has
the potential to extend to more general situations where the naive construction of
Nekovář and Scholl fails. Indeed, most ingredients we use are proved for general PEL
type Shimura varieties. The only serious obstacle for the general case is the use of
motivic explanation as remarked above.

The reader is warned that the construction does not a priori give the plectic mixed
Hodge structure in the sense of Nekovář and Scholl ([10]) since we have not proved
that the plectic Hodge filtration is compatible with plectic weight filtration. This is
left to future works.

We now give a summary of each chapter. In chapter 2, we review Morel’s work
on the weight t-structures, and prove a comparison theorem between two spectral
sequences obtained using mixed Hodge modules and etale cohomology respectively. In
chapter 3, we define the PEL moduli varieties and the partial Frobenius. This chapter
is mostly to fix notations. In chapter 4, we use the results on partial Frobenius proved
in chapter 5 and the weight spectral sequences in chapter 2 to prove the existence of
plectic weight structures on cohomology of Hilbert modular varieties. In particular, we
make the weight spectral sequence in this case explicit in section 4.2, and carry out
the computations of the eigenvalues of the partial Frobenius in section 4.3. Chapter 5
is a largely independent chapter, in which we prove the partial Frobenius extends to
toroidal compactifications and minimal compactifications. Following Lan, we review
the construction of toroidal compactifications in sections 5.1 to 5.3. In particular,
we review with some details on the degeneration data, and how to construct it from
degenerating abelian varieties. This is then used to construct the formal boundary
strata of the toroidal compactifications, and provides fundamental local formal models
of the boundary strata. We use those constructions to prove the extension of partial
Frobenius to toroidal and minimal compactifications in section 5.4 and 5.5 respectively.





Chapter 2

Morel’s weight t-structure

2.1 Formalism

We review Morel’s weight t-structures in this section. Everything in this section is due
to Morel and Nair (the Hodge module case is due to Nair). The references we follow
are [3] and [2].

In this section, X denotes a separated scheme of finite type over a field k. We
assume that k is either finitely generated over its prime field, or k = C. Let l be
a prime number different from the characteristic of k, and Db

c(X, Q̄l) be the usual
constructible derived category. We use H i to denote the cohomology with respect to
the usual constructible t-structure and pH i for the cohomology with respect to the
perverse t-structure. For Hodge modules, pH i will denote the usual cohomology of
complexes of Hodge modules. They correspond to perverse cohomology under rat, see
below for explanation of the terminology.

We denote both Db
m(X,Ql) and DbMHM(X(C)) by Db

m(X), where Db
m(X,Ql) is

the bounded derived category of horizontal mixed complexes with weight filtrations
as defined in [7] when k is finitely generated, and DbMHM(X(C)) is the bounded
derived category of Saito’s mixed Hodge modules when k = C. Note that m here
means "mixed". The key property of Db

m(X) is that they have the notion of weights
and perverse t-structures, giving rise to canonical weight filtrations on perverse sheaves
in Db

m(X). Further, morphisms between perverse sheaves strictly preserve weight
filtrations. Under this abuse of notation, perverse sheaves refers to the usual perverse
sheaves in the l-adic case, and Hodge modules in the complex case.

When k is a finite field, Db
m(X,Ql) is the usual derived category of mixed sheaves

defined by Deligne, i.e. Db
m(X,Ql) ⊂ Db

c(X,Ql) is the full subcategory defined by
K ∈ Db

m(X,Ql) if and only if for every i ∈ Z, H i(K) has a finite filtration W whose
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graded pieces are pure in the sense that for every closed point ix : Spec(k(x)) ↪→ X

and n ∈ Z, i∗xGrWn H i(K), as a representation of Gal(k̄/k(x)), has algebraic Frobenius
eigenvalues whose absolute value are (#k(x))−n/2 for every Archimedean place.

We review Morel’s construction in [7] of Db
m(X,Ql) for k finitely generated. We

can write k as a direct limit of regular finite type Z-algebras A sitting inside k and
having fraction field k. The standard spreading argument shows that for A as above
(possibly passing to a localization), there is a flat finite type A-scheme XA such that
(XA)k ∼= X. The {XA}A forms a direct system and induces natural functors between
constructible derived categories. We define the derived category Db

h(X,Ql) of horizontal
constructible sheaves on X to be the 2-limit of the category Db

c(XA,Ql) indexed by A
as above. The perverse t-structures on Db

c(XA,Ql) induces a t-structure on Db
h(X,Ql),

whose heart Pervh(X) is called the category of horizontal perverse sheaves. The usual
t-structures also induce a t-strucutre on Db

h(X,Ql) whose heart are called horizontal
constructible sheaves. K ∈ Db

h(X,Ql) is called mixed if H i(K) has a finite filtration
whose graded pieces can be represented by a construtible sheaf FA on XA such that
for every closed point x ∈ Spec(A) (necessarily of finite residue field), (FA)x is pure of
some weight as discussed in the previous paragraph. Mixed horizontal complexes define
a triangulated subcategory of Db

h(X,Ql), and the perverse t-structure on Db
h(X,Ql)

induces a t-structure on it, whose heart Pervm(X) is called the category of mixed
horizontal perverse sheaves. The problem is that an element of Pervm(X) does not
necessarily have a weight filtration. However, the weight filtration is unique if it exists.
We can define the subcategory Pervmf(X) of Pervm(X) consisting of those with a
weight filtration. The uniqueness shows that morphisms in Pervmf(X) is strict with
respect to the weight filtration. Finally, we define the derived category of mixed
horizontal perverse sheaves to be

Db
m(X,Ql) := Db(Pervmf (X))

Morel proves that the six functors can be defined on Db
m(X,Ql). Note that for k a

finite field, A = k and every mixed perverse sheaf has a weight filtration, proving that
Db
m(X,Ql) is identical to the category in the previous paragraph, see BBD ([11]) for

details.

Remark 2.1.1. The constructions, especially the six functors, depend fundamentally
on the finiteness results of Gabber, see [12]. If we restrict to k with transcendental
dimension smaller than 2, which is the only case we need, then the older finiteness results
of Deligne in SGA suffices. Moreover, Morel’s proof uses sophisticated homological
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algebra results, including Beilinson’s reconstruction of constructible t-structures from
perverse ones, and Ayoub’s work on crossed functors.

For mixed Hodge modules, we will not give a precise review. We only remind
the reader that a mixed Hodge module consists of a good filtered regular holonomic
D-module together with a perverse Q-sheaf which is isomorphic after tensoring with C
to the D-module under the Riemann Hilbert correspondence. The precise conditions
to put on these data is through a delicate induction process where vanishing cycles
play an important role. It can be proved that admissible graded polarizable variations
of Hodge structures are mixed Hodge modules, and they (their intermediate extension)
constitute the simple mixed Hodge modules in a way similar to locally systems and
perverse sheaves. Forgetting about the D-modules gives a faithful functor

rat : DbMHM(X)→ Db
c(X,Q)

where we use the classical topology on X(C) to define the right hand side. An important
property is that rat commutes with the six functors. The comparison theorem gives
an l-adic perverse sheaf for each Hodge module. We will only use C-Hodge modules,
in which case the extra choices of perverse sheaves are redundant.

We will only need the cases when k is a finite field, a number field or the complex
numbers. Indeed, we will be primarily concerned with complex numbers, and finite
fields come into play by reducing the complex situation to the finite fields cases. The
reduction step will be achieved through number fields.

We now introduce Morel’s fundamental weight t-structures.

Definition/Theorem 2.1.2. ([2] Proposition 3.1.1) With notations as above, for
a ∈ Z ∪ {∞} there is a t-structure

(wD≤a, wD≥a+1)

on Db
m(X) defined by K ∈ wD≤a (resp. K ∈ wD≥a+1) if and only if for all i ∈ Z,

pH i(K) has weights ≤ a (resp. ≥ a+1). Moreover, wD≤a and wD≥a+1 are traingulated
subcategories and are stable under extensions. For K ∈ wD≤a and L ∈ wD≥a+1, we
have

RHom(K,L) = 0

Note that this is stronger than being given by a t-structures. We have wD≤a(1) = wD≤a−2

and wD≥a(1) = wD≥a−2, where (1) is the Tate twist.



10 Morel’s weight t-structure

Remark 2.1.3. The t-structure is unusual in that it has trivial heart, and stable under
shift [1] in the triangulated category. Note that a complex K ∈ wD≤a ∩ wD≥a is not a
pure complex of weight a in the sense of Deligne, which means H i(K) has weight a+ i

(or equivalently pH i(K) has weight i+a).

Recall that (over finite fields) a pure complex is a direct sum of its shifted perverse
cohomology after base change to the algebraic closure, and the decomposition does
not hold before base change. This fact plays an important role in the proof of the
decomposition theorem. The next proposition gives a variant of this fact in complete
generality. In particular, we do not need to pass to algebraic closure.

Proposition 2.1.4. ([3] lemma 2.2.3) If K ∈ wD≥a ∩ wD≤a, we have an isomorphism

K ∼= ⊕
i

pH i(K)[−i]

The constituents pH i(K) are pure, and they decompose by supports into intersection
complexes, i.e. intermediate extension of smooth sheaves on a smooth locally closed
subscheme.

Moreover, this isomorphism is canonical and the constituents are semisimple if we
are in the mixed Hodge modules case.

Remark 2.1.5. The corresponding statement is not true in the l-adic case.

The t-structure gives us functors w≤a : Db
m(X) → wD≤a (resp. w≥a : Db

m(X) →
wD≥a) such that for every K ∈ Db

m(X), we have a distinguished triangle

w≤aK −→ K −→ w≥a+1K
+1−→ ·

If K is written as a complex of perverse sheaves Ki, which is always possible, then
w≤aK is the complex represented by w≤aKi, where w≤aKi is the weight filtration on
Ki. We have the following proposition on the behaviour of w≤a.

Proposition 2.1.6. ([2] proposition 3.1.3) Let K ∈ Db
m(X), we have that w≤a (resp.

w≥a ) is exact with respect to the perverse t-structure, i.e.

w≤a
pH i(K) = pH i(w≤aK)

w≥a
pH i(K) = pH i(w≥aK)

Moreover, the distinguished triangle

w≤aK −→ K −→ w≥a+1K
+1−→ ·



2.1 Formalism 11

induces a short exact sequence of perverse sheaves

0 −→ pH i(w≤aK) −→ pH i(K) −→ pH i(w≥a+1K) −→ 0

The four functors interacts with the weight t-structure as described in the following
proposition.

Proposition 2.1.7. ([2] proposition 3.1.3) Let f : X → Y be a morphism with
dimension of the fibers less than or equal to d, then

Rf!(wD≤a(X)) ⊂ wD≤a+d(Y )

f ∗(wD≤a(Y )) ⊂ wD≤a+d(X)

Rf∗(wD≥a(X)) ⊂ wD≥a−d(Y )

f !(wD≥a(Y )) ⊂ wD≥a−d(X)

The duality functor D := RHom(−, ωX) (ωX is the dualizing complex) exchanges
wD≤a(X) and wD≥−a(X), i.e. D(wD≤a(X)) = wD≥−a(X) so

D ◦ w≤a = w≥−a ◦D

The most important property of w≤a is its relation with intermediate extension
functor.

Theorem 2.1.8. ([2] theorem 3.1.4) Let j : U → X be a nonempty open embedding,
and K ∈ Db

m(X) a pure perverse sheaf of weight a on U, then we have natural
isomorphisms

w≥aj!K = j!∗K = w≤aRj∗K

We now introduce a refined version of the weight t-structure, taking a specified
stratification into consideration. Let X = ∪

0≤i≤n
Si be a stratification such that each Si is

locally closed in X, and Sk is open in ∪
k≤i≤n

Si for every k ∈ [0, n]. Let a = (a0, · · · , an)
with each ai ∈ Z ∪ {∞} and ik : Sk ↪→ X be the inclusion.

Definition/Theorem 2.1.9. ([2] proposition 3.3.2) Let wD≤a (resp. wD≥a) be the
subcategory of Db

m(X) defined by K ∈ wD≤a (resp. K ∈ wD≥a) if and only if i∗kK ∈
wD≤ak(Sk) (resp. i!kK ∈ wD≥ak(Sk)) for every k. Then

(wD≤a, wD≥a+1)
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defines a t-structure on Db
m(X), giving rise to functors

w≤a : Db
m(X)→ wD≤a

and
w≥a : Db

m(X)→ wD≥a

such that for every K ∈ Db
m(X), there is a distinguished triangle

w≤aK −→ K −→ w≥a+1K
+1−→ ·

Moreover, we have RHom(L,K) = 0 for L ∈ wD≤a and K ∈ wD≥a+1.

Most of the properties of wD≤a (resp. wD≥a) generalizes to wD≤a (resp. wD≥a) ,
we summarize them as follows.

Theorem 2.1.10. ([2] proposition 3.4.1) wD≤a and wD≥a are triangulated subcate-
gories of Db

m(X) that are stable under extensions. If a = (a, · · · , a), then wD≥a = wD≥a

and wD≤a = wD≤a.
For Y another scheme with strata {S ′i}0≤i≤n satisfying the same condition as before,

and f : X → Y a morphism such that f(Sk) ⊂ S ′k, assume the dimension of the fibers
of f is smaller than or equal to d, then we have

Rf!(wD≤a(X)) ⊂ wD≤a+d(Y )

f ∗(wD≤a(Y )) ⊂ wD≤a+d(X)

Rf∗(wD≥a(X)) ⊂ wD≥a−d(Y )

f !(wD≥a(Y )) ⊂ wD≥a−d(X)

Further, we have
D ◦ w≤a = w≥−a ◦D

The next proposition tells us how to compute w≤a and w≥a in terms of w≤a and
w≥a.

Proposition 2.1.11. ([2] proposition 3.3.4) Let k ∈ {0 · · ·n} and a ∈ Z ∪ {∞}, we
denote

wk≤a := w≤(∞,··· ,∞,a,∞,··· ,∞)

wk≥a := w≥(∞,··· ,∞,a,∞,··· ,∞)
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where a sits in the k-th position. We have

w≤a = wn≤an
◦ · · · ◦ w0

≤a0

w≥a = wn≥an
◦ · · · ◦ w0

≥a0

For K ∈ Db
m(X), we have distinguished triangles

wk≤aK −→ K −→ Rik∗w≥a+1i
∗
kK

+1−→ ·

ik!w≤a−1i
!
kK −→ K −→ wk≥aK

+1−→ ·

Corollary 2.1.12. We have natural isomorphisms

i∗k ◦ wk≤a = w≤a ◦ i∗k

i!k ◦ wk≥a = w≥a ◦ i!k

and
i∗j ◦ wk≤a = i∗j

i!j ◦ wk≥a = i!j

for j < k.

Theorem 2.1.13. ([2] proposition 3.4.2) Let U := S0 and j = i0 : U ↪→ X be the
inclusion of the open stratum, then for K ∈ Db

m(U) a pure perverse sheaf of weight a
we have

w≥(a,a+1,··· ,a+1)j!K = j!∗K = w≤(a,a−1,··· ,a−1)Rj∗K

2.2 Applications to Shimura varieties

In this section, we take X to be a Shimura variety associated to a Shimura datum
(G,X ), where G is a reductive group over Q and X is a conjugacy class of cocharacters
ResC/RGm −→ GR. The pair has to satisfy a list of axioms to be a Shimura datum
which we will not review. We assume that X is smooth, which can always be achieved
if we take a small enough level structure. An important property of Shimura varieties
is that they have a canonical model over a number field F , called the reflex field of
(G,X ). For simplicity, we assume that G is simple.

An algebraic rational representation of G gives naturally an admissible variation of
Hodge structure on X, whence a mixed Hodge module. The representation creates a
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smooth l-adic sheaf on X as well. However, unlike Hodge modules, the l-adic sheaf is
not known to be mixed in general, although this is expected to be the case. Fortunately,
we know that the associated l-adic sheaves are of geometric origin, hence mixed, if the
Shimura variety is of abelian type. We will only need to work with Shimura varieties
of PEL type (up to similitude) in this paper, so we make this assumption from now on.
We note that PEL type Shimura varieties have the hereditary property that strata of
the minimal compactification are also of PEL type.

Let Xmin be the minimal compactification of X, it has a natural stratification
Xmin = ∪

0≤i≤n
Si with S0 = X and Sk open in ∪

k≤i≤n
Si for each k. Each Si is the union

of standard strata corresponding to parabolic subgroups of G of a fixed type. We will
not give an explicit description of Si here, see Nair for details.

Let V be a rational algebraic representation of G, and FV ∈ Db
m(X) the cor-

responding sheaf. We note that FV is concentrated in degree 0 and smooth. Let
j : X ↪→ Xmin be the open embedding, applying RΓ(Xmin,−) to the weight truncations
w≤aRj∗(FV ) of Rj∗(FV ) induces a spectral sequence

Ep,q
1 = Hp+q(Xmin, w≥−pw≤−pRj∗(FV ))⇒ Hp+q(X,FV )

Since G is simple reductive, we can assume that V is irreducible and pure of weight −a.
Note that the weight of V is the weight of the representation GmR ↪→ ResC/RGm

h→
GR → End(VR) for one (and hence any) h ∈ X . Then FV is pure of weight a, and
the first nontrivial truncation of Rj∗(FV )) is

w≥aw≤aRj∗(FV ) = w≤aRj∗(FV ) = j!∗(FV ) (2.1)

by proposition 2.1.7 and theorem 2.1.8. It completes into a distinguished triangle

j!∗(FV ) −→ Rj∗(FV ) −→ w≥a+1Rj∗(FV ) +1−→ ·

which shows that w≥a+1Rj∗(FV ) has support in the complement of X as j∗j!∗ =
j∗Rj∗ = id. Let i : ∪

1≤i≤n
Si ↪→ Xmin be the complement of X, then

wD≥a+1 ∋ w≥a+1Rj∗(FV ) = i∗(i∗w≥a+1Rj∗(FV ))

Since i∗ = i! is exact with respect to the weight t-structure by proposition 2.1.7,
i∗w≥a+1Rj∗(FV ) ∈ wD≥a+1. Applying i∗ to the distinguished triangle

w≤aRj∗(FV ) −→ Rj∗(FV ) −→ w≥a+1Rj∗(FV ) +1−→ ·
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we have

i∗w≤aRj∗(FV ) i∗Rj∗(FV ) i∗w≥a+1Rj∗(FV ) ·+1

We see by proposition 2.1.7 that i∗w≤aRj∗(FV ) ∈ wD≤a. Together with i∗w≥a+1Rj∗(FV ) ∈
wD≥a+1 that we have just observed, we obtain

i∗w≥a+1Rj∗(FV ) = w≥a+1i
∗Rj∗(FV )

Therefore

w≤a+1w≥a+1Rj∗(FV ) = w≤a+1i∗w≥a+1i
∗Rj∗(FV ) = i∗w≤a+1w≥a+1i

∗Rj∗(FV )

and similarly
w≤a+kw≥a+kRj∗(FV ) = i∗w≤a+kw≥a+ki

∗Rj∗(FV ) (2.2)

for all k > 0 (applying w≤a+kw≥a+k to w≥a+1Rj∗(FV ) and use that w≥a+kw≥a+1 =
w≥a+k).

It is shown that i∗Rj∗(FV ) is constructible with respect to the standard stratifica-
tion (and in particular for {Si}) by Burgos and Wildeshaus ([4]) in the Hodge Module
case, and Pink ([13]) in the l-adic case. Moreover, the restriction of i∗Rj∗(FV ) to
strata have automorphic cohomology sheaves in the sense that they are associated
to algebraic representations of the group corresponding to the strata as a Shimura
variety. We claim that w≤a+kw≥a+ki

∗Rj∗(FV ) is also constructible with respect to the
standard stratification, and even automorphic when restricted to each stratum. Indeed,
by proposition 2.1.11

w≤a+ki
∗Rj∗(FV ) = w≤(a+k,··· ,a+k)i

∗Rj∗(FV ) = wn≤a+k ◦ · · · ◦ w1
≤a+ki

∗Rj∗(FV )

and there is a distinguished triangle

w1
≤a+ki

∗Rj∗(FV ) −→ i∗Rj∗(FV ) −→ i1∗w≥a+k+1i
∗
1i
∗Rj∗(FV ) +1−→ ·

Since both i∗Rj∗(FV ) and i1∗w≥a+k+1i
∗
1i
∗Rj∗(FV ) are constructible and automorphic

with respect to the standard stratification (using w≤aFV = F(w≥dimX−aV ), see [2]
4.1.2), so is w1

≤a+ki
∗Rj∗(FV ). The same argument applies to w2

≤a+k by replacing
i∗Rj∗(FV ) to w1

≤a+ki
∗Rj∗(FV ), and an easy induction proves that w≤a+ki

∗Rj∗(FV )
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is constructible and automorphic. The claim follows from the distinguished traingle

w≤a+k−1i
∗Rj∗(FV ) −→ w≤a+ki

∗Rj∗(FV ) −→ w≥a+kw≤a+ki
∗Rj∗(FV ) +1−→ ·

and what we have just proved for the first two terms. Note that w≥a+kw≤a+k =
w≤a+kw≥a+k, see [3] 2.2.3.

Recall that proposition 2.1.4 tells us that w≥a+kw≤a+ki
∗Rj∗(FV ) decompose into

shifts of pure perverse sheaves, and the claim we have just proved shows that these
perverse sheaves are intermediate extensions of automorphic sheaves on the standard
strata. This is also true for w≥a+kw≤a+kRj∗(FV ) using (2.1) and (2.2). We know
that the normalization of the closure of a strata is the minimal compactification
of the strata, and intersection cohomology is invariant under normalization, hence
Hp+q(Xmin, w≥−pw≤−pRj∗(FV )) is a sum of intersection cohomology of the minimal
compactification of the strata with coefficients automorphic sheaves. We now summarize
what we have proved.

Theorem 2.2.1. (Nair [3]) For X a Shimura variety of PEL type with Shimura data
(G,X ), and V a representation of G, we have a spectral sequence

Ep,q
1 = Hp+q(Xmin, w≥−pw≤−pRj∗(FV ))⇒ Hp+q(X,FV )

where Hp+q(Xmin, w≥−pw≤−pRj∗(FV )) is a sum of IH∗(Y min,FW ) := H∗(Y min, j!∗FW )
with Y ⊂ Xmin a standard strata, and W an algebraic representation of the group
associated to Y .

Remark 2.2.2. It is possible to write Ep,q
1 more explicitly, using Pink ([13]) or Burgos

and Wildeshaus’ ([4]) results. We will do that with Hilbert modular varieties later.

We know that the PEL type Shimura variety X has a natural smooth integral
model X over an open subset U of SpecOF , and the automorphic sheaf FV extends
to X, which we still denote by FV . Let Spec(k) be a closed point of U , hence k is a
finite field. The above theorem gives us two spectral sequences

HE
p,q
1 = Hp+q(Xmin(C), w≥−pw≤−pRj∗(HFV ))⇒ Hp+q(X(C),HFV )

and
lE

p,q
1 = Hp+q(Xmin

k̄ , w≥−pw≤−pRj∗(lFV ))⇒ Hp+q(Xk̄, lFV )

where HFV is the (C-) Hodge module associated to V (it is normalized so that
rat(HFV ) = FV [0] ∈ Db

c(X(C),Q), in other words, HFV ∈ DbMHM(X(C)) sit in
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degree dimX ) in the first spectral sequence and HE
p,q
1 is obtained from the weight

truncation in DbMHM(X(C)). Similarly, lFV is the mixed l-adic lisse sheaf assoicated
to V in the second one, and the spectral sequence is obtained by looking at the weight
truncation in Db

m(Xk,Ql) and then passing to the algebraic closure of k. Note that the
first spectral sequence takes values in (complex) mixed Hodge structures, while the
second takes values in Gal(k/k)-modules. The next theorem provides a comparision
between the two spectral sequences. Since it seems not to be in the literature, we give
a proof.

Theorem 2.2.3. Fix an isomorphism ı : C ∼= Ql, then for all but finitely many
Spec(k) ⊂ U , there is a natural isomorphism

ı∗H
n(X(C),HFV ) ∼= Hn(Xk, lFV )

as Ql-vector spaces, and the filtrations induced by HE
p,q
1 and lE

p,q
1 are identified through

the isomorphism.

Proof. Recall that Db
m(X/F,Ql) is the derived category of horizontal mixed complexes

on X/F , which is defined by the direct limit of suitable subcategories of Db
c(XV ,Ql),

indexed by open subsets V ⊂ U . Since lFV extends to X, it defines an element
lFV ∈ Db

m(X/F,Ql). As Xmin also descends to a canonical model Xmin over U , which
is a compactification of X, we have that Rj∗(lFV ) ∈ Db

c(Xmin,Ql) defines an element
of Db

m(Xmin/F,Ql).
The weight t-structure on Db

m(Xmin/F,Ql) gives the truncations w≤aRj∗(lFV ) ∈
Db
m(Xmin/F,Ql), which are represented by complexes on Xmin

V for some nonempty
open subset V ⊂ U by definition of the horizontal complexes. Since there are only
finitely many truncations, we can assume that V is chosen such that all the truncations
are represented by complexes on Xmin

V , which we still denote by w≤aRj∗(lFV ) ∈
Db
c(Xmin

V ,Ql).
Recall that weights on Db

m(Xmin/F,Ql) are defined by first reducing to finite fields
and then taking the weights there. We have basically from definition that

(w≤aRj∗(lFV ))k = w≤a((Rj∗(lFV ))k) ∈ Db
m(Xmin

k ,Ql)

By the lemma below, we have (Rj∗(lFV ))k = Rjk∗(lFV |Xk
), where jk : Xk ↪→ Xmin

k is
the base change of j to k. Thus we have

(w≤aRj∗(lFV ))k = w≤aRjk∗(lFV |Xk
) (2.3)
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We base change w≤aRj∗(lFV ) ∈ Db
c(Xmin

V ,Ql) to a complex points of V, then the
comparison between etale and classical sites and that FV is of geometric origin provide
us with a natural isomorphism

(w≤aRj∗(lFV ))C ∼= ı∗rat(w≤aRjC∗(HFV )) (2.4)

Let V(k) be the etale localization of V at spec(k) and η̄ the geometric generic point
of V(k). By properness of g : Xmin

V(k)
→ V(k), we have

RΓ(Xmin
η̄ , (w≤aRj∗(lFV ))η̄) = RΓ(η̄, (Rg∗w≤aRj∗(lFV ))η̄) = RΓ(V(k), Rg∗w≤aRj∗(lFV ))

= (Rg∗w≤aRj∗(lFV ))k̄ = RΓ(Xmin
k̄ , (w≤aRj∗(lFV ))k̄)

Together with eqution (2.3), we have

RΓ(Xmin
η̄ , (w≤aRj∗(lFV ))η̄) = RΓ(Xmin

k̄ , w≤aRjk∗(lFV |Xk
)) (2.5)

Choose an embedding of η̄ into C, then (2.4) and (2.5) gives us

ı∗H
n(Xmin(C), w≤aRjC∗(HFV )) ∼= Hn(Xmin

C , (w≤aRj∗(lFV ))C) (2.6)

= Hn(Xmin
η̄ , (w≤aRj∗(lFV ))η̄) = Hn(Xmin

k̄ , w≤aRjk∗(lFV |Xk
))

We know by definition of the spectral sequence HEp,q
1 that the image of ı∗Hn(Xmin(C), w≤aRjC∗(HFV ))

in
ı∗H

n(Xmin(C), RjC∗(HFV )) = ı∗H
n(X(C),HFV )

is the filtration corresponding to HE
p,q
1 , and similarly for Hn(Xmin

k̄
, w≤aRjk∗(lFV |Xk

)).
The isomorphism (2.6) for a large enough defines the isomorphism in the statement of
the theorem, and it respects the filtration by what we have just observed.

Lemma 2.2.4. Let j : X ↪→ Xmin be the inclusion of a PEL Shimura variety into its
minimal compactification, defined over U ⊂ OF , and V an algebraic representation of
the group G associated to the Shimura variety. Then for Spec(k) ⊂ U a closed point,
we have an isomorphism

(Rj∗(lFV ))k ∼= Rjk∗(lFV |Xk
)

induced by the base change map.
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Proof. We know that lFV is up to a Tate twist a summand of Rf∗Ql, where f : A×n →
X is the structure map of the n-th fiber product of the universal abelian scheme A → X,
i.e. A×n := A ×X · · · ×X A, for some integer n. By [14] 4.1, we have that A×n is
Z×(l)-isogenous to another abelian scheme Y over X such that Y extends to a proper
scheme Y over Xtor

Σ for some choice of smooth projective toroidal compactification
Xtor

Σ /U with Y \Y union of normal corssing diviosrs over U . Since Z×(l)-isogeny does not
change Tate modules, we see that lFV is (up to a Tate twist) a summand of Rπ∗Ql,
where π : Y → X the structure map. Thus it suffices to show

(Rj∗Rπ∗Ql)k ∼= Rjk∗(Rπ∗Ql|Xk
)

Let π : Y → Xtor
Σ be the extension of π, J : X → Xtor

Σ , JY : Y → Y the inclusion,
which form a catesian diagram

Y Y

X Xtor
Σ

JY

π π

J

Let ϕ : Xtor
Σ → Xmin be the natural proper projection map. We denote by πk for the

base change of π to k, and similarly for the other maps. We know that j = ϕ ◦ J , so

(Rj∗Rπ∗Ql)k = (Rϕ∗RJ∗Rπ∗Ql)k = Rϕk∗(RJ∗Rπ∗Ql)k

= Rϕk∗(Rπ∗RJY ∗Ql)k = Rϕk∗Rπk∗(RJY ∗Ql)k

by proper base change. Moreover,

(RJY ∗Ql)k = RJY k∗Ql

by 5.1.3 in 7.5 of SGA 4.5 ([15]), where we use that Y \ Y are union of normal crossing
divisors over U . This gives

(Rj∗Rπ∗Ql)k = Rϕk∗Rπk∗RJY k∗Ql = Rϕk∗RJk∗Rπk∗Ql = Rjk∗(Rπ∗Ql|Xk
)

by proper base change again, proving the claim.

Lastly, we record the functoriality of the spectral sequence Ep,q
1 .

Proposition 2.2.5. Let X and Y be varieties defined over a field k which is either
finitely generated over its prime field or the complex number, as in the previous section.
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Let X ⊂ X and Y ⊂ Y be nonempty open subvarieties, f : X → Y a finite morphism
which restricts to a morphism f : X → Y making the following diagram cartesian

X X

Y Y

jX

f f

jY

Let F ∈ Db
m(X) and G ∈ Db

m(Y ) together with a morphism h : G → Rf∗F , then h

induces a morphism
YE

p,q
1 −→ XE

p,q
1

between the weight spectral sequences

XE
p,q
1 = Hp+q(X,w≥−pw≤−pRjX∗F)⇒ Hp+q(X,F)

YE
p,q
1 = Hp+q(Y ,w≥−pw≤−pRjY ∗G)⇒ Hp+q(Y,G)

In particular the morphism Rp+qΓ(Y,−)(h) : Hp+q(Y,G)→ Hp+q(X,F) respects filtra-
tions induced by the spectral sequences.

Proof. Observe that h induces a morphism

RjY ∗G
RjY ∗h−→ RjY ∗Rf∗F = Rf ∗RjX∗F (2.7)

and applying RΓ(Y ,−) to it recovers the usual morphism induced by h

RΓ(Y,−)(h) : RΓ(Y,G) −→ RΓ(X,F)

which is the sought-after morphism on E∞. Applying the functor w≤a to (2.7) gives us

w≤aRjY ∗G −→ w≤aRf ∗RjX∗F = Rf ∗w≤aRjX∗F (2.8)

where in the last equality we use that f is finite, hence f ∗ = f ! preserves both wD≤a and
wD≥a by proposition 2.1.7 (d = 0 as f is finite). Now (2.8) shows that the morphism
(2.7) preserves the filtration induced by the weight truncation w≤a, hence defining a
morphism between spectral sequences as desired.



Chapter 3

PEL moduli problems

3.1 Kottwitz’s PEL moduli problems

We begin by recalling the definition of PEL moduli problems given by Kottwitz in [16].
We follow the notation of Lan ([6]).

Let B be a finite dimensional simple algebra over Q with a positive involution
∗, and O a Z-order in B that is invariant under ∗ and maximal at p, where p is a
rational prime that is unramified in B, i.e. BQp

∼= Mn(K) for some finite unramified
extension K of Qp. Let L be an O-lattice in a finite dimensional B-module V , and
⟨·, ·⟩ : L× L→ Z(1) an alternating nondegenerate bilinear form on L which satisfies
⟨αx, y⟩ = ⟨x, α∗y⟩ for α ∈ O and x, y ∈ L. We also assume that when localized at p, L
is self-dual with respect to ⟨·, ·⟩. Here we denote Z(1) := Ker(exp : C→ C∗). A choice
of
√
−1 gives an identification of it with Z, but we do not fix such an identification.

We assume that there is an R-algebra homormorphism h : C→ EndOR(LR) such
that ⟨h(z)x, y⟩R = ⟨x, h(z̄)y⟩R and ⟨·, h(

√
−1)·⟩R is symmetric and positive definite, if

we fix an identification Z(1) ∼= Z so that ⟨·, ·⟩R takes values in R. Let

G∗(R) := {(g, r) ∈ GLOR
(LR)×Gm(R) : ⟨gx, gy⟩ = r⟨x, y⟩,∀x, y ∈ LR}

for an Z-algebra R, this defines an algebraic group G∗ over Z. We assume that the
derived group has type A or C in the classification.

The morphism h defines a decomposition L⊗C = V0⊕V c
0 , where h(z) acts as 1⊗ z

on V0 and 1 ⊗ z̄ on V c
0 . We know that V0 is an O ⊗ C-module since h(z) commutes

with OR by definition. The reflex field F0 is defined to be the field of definition of V0

as an O ⊗ C-module, see [6] 1.2.5.4 for more details.
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Definition 3.1.1. Let H be an open compact subgroup of G∗(Ap∞), M rat
H is defined

to be the category fibered in groupoids over the category of locally Noetherian schemes
defined over OF0 ⊗ Z(p), whose fiber over S consists of tuples

(A, λ, i, [α̂]H)

where A is an abelian scheme over S,

λ : A→ A∨

is a prime-to-p quasi-polarization of A, and

i : O ⊗ Z(p) → EndS(A)⊗ Z(p)

is a ring homomorphism such that

i(b)∨ ◦ λ = λ ◦ i(b∗)

for every b ∈ O ⊗ Z(p), and LieA/S satisfies the determinant condition specified by h,
see [6] 1.3.4.1 for a precise formulation. Moreover, if we choose a geometric point s̄ in
each connected component of S, [α̂]H is an assignment to each s̄ a π1(S, s̄)-invariant
H-orbit of O ⊗ Ap∞-equivariant isomorphisms

α̂ : L⊗ Ap∞ ∼→ V pAs̄

together with an isomorphism

ν(α̂) : Ap∞(1) ∼→ V p(Gm,s̄)

such that
⟨α̂(x), α̂(y)⟩λ = ν(α̂) ◦ ⟨x, y⟩

where x, y ∈ L⊗ Ap∞, ⟨·, ·⟩λ is the Weil pairing associated to the polarization λ, and
V p is the prime to p rational Tate module of either A or Gm.

The isomorphisms in the groupoid are defined to be (A, λ, i, [α̂]H) ∼ (A′, λ′, i′, [α̂′]H)
if and only if there is a prime to p quasi-isogeny f : A → A′ such that over each
connected component of S,

λ = rf∨ ◦ λ′ ◦ f
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for some r ∈ Z×(p),⟩0, f ◦i(b) = i′(b)◦f for all b ∈ O⊗Z(p). Moreover, we require that for
each geometric point s̄ of S, α̂′−1 ◦V p(f)◦ α̂ ∈ H, and ν(α̂′)−1 ◦ν(α̂) ∈ ν(H)r ⊂ Ap∞,×

for the r specified by λ = rf∨ ◦ λ′ ◦ f at s̄.

Remark 3.1.2. Note that the moduli problem depends only on the B-module V ,
different choices of L will only affect the choices of maximal compact subgroup of
G∗(Ap∞). This will be helpful when we consider moduli problems defined by isomorphism
classes where the choice of L is important. We can compare different moduli problems
defined by different choices of L by identifying the moduli problems with the above one
using isogeny classes.

Remark 3.1.3. We work with locally Noetherian test schemes rather than arbitrary
schemes because etale fundamental groups do not behave well for general schemes.
General (affine) schemes can be written as inverse limits of locally Noetherian schemes,
and we can extend the moduli functor to the general case by taking limits.

Remark 3.1.4. ν(α̂) is a rigidification of Kottwitz’s definition of PEL moduli problems,
where he allows the ambiguity that the Weil pairing is equal to the fixed pairing ⟨·, ·⟩
up to a similitude factor. If L ̸= 0, ν(α̂) is uniquely determined by α̂, hence the two
definitions are equivalent. If L = 0, ν(α̂) is the only non-trivial data. We include
L = 0 case because it will appear in the boundary of the minimal compactification of
PEL Shimura varieties.

It is not hard to see that the moduli space is represented by an algebraic stack that
is smooth of finite type over OF0 ⊗ Z(p), and it is even represented by a finite type
smooth scheme over OF0 ⊗ Z(p) if H is small enough. We will use the same symbol
M rat
H to denote the stack or scheme it represents.
The above definition uses isogeny classes of abelian varieties, we will next define

another moduli problem using isomorphism classes. This is necessary for the toroidal
compactifications because semiabelian varieties do not behave well under isogeny.

We will only define moduli problems for principal level structures, the general level
structures can be defined by taking orbits of the principal ones, but we choose to ignore
them for reasons to be explained later.

Definition 3.1.5. Let n be a natural number prime to p, and define Mn to be the
category fibered in groupoids over the category of schemes over OF0 ⊗ Z(p), whose fiber
over S is the groupoids with objects tuples

(A, λ, i, (αn, νn))
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where A is an abelian scheme over S,

λ : A→ A∨

is a prime-to-p polarization,
i : O → EndS(A)

a ring homomorphism such that i(b)∨ ◦ λ = λ ◦ i(b∗) for every b ∈ O. We require that
LieA/S satisfies the determinant condition given by h. The principal level-n structure
is an O-equivariant isomorphism

αn : (L/nL)S ∼→ A[n]

together with an isomorphism

νn : (Z/nZ(1))S ∼→ µn,S

of group schemes over S such that ⟨αn(x), αn(y)⟩λ = νn ◦ ⟨x, y⟩ for x, y ∈ (L/nL)S.
The (αn, νn) has to satisfy a sympletic-liftablity condition which roughly says that it
can be lifted to a level-m structure for arbitary m that is prime to p and divisible by n,
see [6] 1.3.6.2 for precise definitions.

The isomorphisms in the groupoid are defined to be

(A, λ, i, (αn, νn)) ∼ (A′, λ′, i′, (α′n, ν ′n))

if and only if there is an isomorphism f : A→ A′ such that

λ = f∨ ◦ λ′ ◦ f,

f ◦ i(b) = i′(b) ◦ f for all b ∈ O, and α′n = f ◦ αn, νn = ν ′n.

Let
U(n) := Ker(G∗(Ẑp)→ G∗(Z/nZ))

then we can show that Mn
∼= M rat

U(n), the map being the obvious one sending PEL
abelian varieties to their isogeny classes. The inverse map is to choose an abelian variety
in each isogeny class, determined by the choice of the O-lattice L inside B-module V ,
see [6] 1.4.3 for a careful proof of the isomorphism. One subtle point is that Mn and
M rat
U(n) are defined over different category of test schemes. We can show that Mn is

determined by its value on locally Noetherian schemes, by writing any (affine) scheme
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as an inverse limit of locally Noetherian ones, and note that the moduli functor Mn,
being fintely presented, commutes with inverse limits. See also remark 3.1.3.

3.2 Similitude PEL moduli problems

Let F c be the center of B, which is a number field by simplicity of B. Let F := F c,∗=1,
and we assume that OF ⊂ O. We define a group scheme H over OF by

H(R) := {(g, r) ∈ GLO⊗OF
R(L⊗OF

R)×Gm(R) : ⟨gx, gy⟩ = r⟨x, y⟩,∀x, y ∈ L⊗OF
R}

for an OF -algebra R. Let
G := ResOF /ZH

and we have the similitude map ν : G→ ResOF /ZGm, then

G∗ = ν−1(Gm,Z) ⊂ G

Note that h : C→ EndOR(LR) defines a Deligne cocharacter ResC/RGm → G∗, hence
also ResC/RGm → G. The conjugacy classes of them define Shimura varieties associated
to G and G∗, which we will denote by ShK(G, h) and ShH(G∗, h) for compact open
subgroups K ⊂ G(Ẑp) and H ⊂ G∗(Ẑp). This is abbreviated notions for ShKG(Zp)(G, h)
and ShHG∗(Zp)(G∗, h), which might be more standard.

We have made the assumption that our PEL datum has type A or C, then M rat
H

is an integral model of the Shimura variety ShH(G∗, h) in case (A, even) or C. In
the case (A, odd), M rat

H is a disjoint union of integral models of the Shimura variety
ShH(G∗, h), due to the failure of Hasse principle.

We will be working with the Shimura variety associated to G instead of G∗, and
one advantage of G is that it always satisfies the Hasse principle. For our purpose,
the more important reason are that Shimura varieties associated to G is plectic,
while Shimura varieties of G∗ are only plectic in positive dimension. More precisely,
the difference between the two Shimura varieties is that they have different sets of
connected components, and we have π0(ShK(G, h)) is plectic while π0(ShH(G∗, h))
is not, i.e. π0(ShK(G, h)) is the zero dimensional Shimura variety associated to
ResF/QGm (plectic), while π0(ShH(G∗, h)) has group Gm (not plectic). The plectic
nature of ShK(G, h) will give rise to the so called partial Frobenius, which will play an
important role in our study.
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On the other hand, the price to pay when changing to G is that we do not have a
good fine moduli problem represented by ShK(G, h). Instead, ShK(G, h) will only be
a coarse moduli space. We now give the moduli problem of ShK(G, h). We will follow
Nekovář’s approach as in [5].

Definition 3.2.1. Fix α ∈ (F ⊗ Ap∞)× and K ⊂ G(Ẑp) open compact subgroup, let
us define Mα,K to be the category fibered in groupoids over the category of locally
Noetherian schemes over OF0 ⊗ Z(p), whose objects over S are quadruples

(A, λ, i, (η, u))

where A is an abelian scheme over S,

λ : A→ A∨

is a prime-to-p quasi-polarization of A, and

i : O → EndS(A)

is a ring homomorphism such that i(b)∨ ◦ λ = λ ◦ i(b∗) for every b ∈ O, and LieA/S

satisfies the determinant condition specified by h, see [6] 1.3.4.1 for a precise formulation.
Moreover, if we choose a geometric point s̄ in each connected component of S, the level
structure (η, u) is an assignment to each s̄ a π1(S, s̄)-invariant K-orbit of O ⊗ Ap∞-
equivariant isomorphisms

η : L⊗ Ap∞ ∼→ V pAs̄

together with an OF ⊗ Ẑp-equivariant isomorphism

u : d−1
F ⊗ Ẑp(1) ∼→ T p(d−1

F ⊗Z Gm,s̄)

such that
⟨η(x), η(y)⟩λ = TrOF /Z(u ◦ (α⟨x, y⟩F ))

where x, y ∈ L ⊗ Ap∞, d−1
F is the inverse different of F , and u extends naturally

from d−1
F ⊗ Ap∞(1) to the rational Tate module. Here d−1

F ⊗Z Gm,s̄ is defined in the
category of fppf sheaf of abelian groups, which can be easily seen to be representable.
The OF -action on the first factor equips d−1

F ⊗Z Gm,s̄ with an action of OF , hence
defines a OF ⊗ Ẑp-module structure on the Tate module T p(d−1

F ⊗Z Gm,s̄). The TrOF /Z :
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d−1
F ⊗Z Gm,s̄ → Z⊗Z Gm,s̄ is the Trace map on the first factor. Moreover,

⟨·, ·⟩F : L× L→ d−1
F ⊗ Z(1)

is the unique OF -linear pairing such that

TrOF /Z ◦ ⟨·, ·⟩F = ⟨·, ·⟩.

The action of K on (η, u) is given by (η, u)g = (η ◦ g, u ◦ ν(g)) for g ∈ K, where
ν(g) ∈ (OF ⊗ Ẑp)× acts on d−1

F ⊗ Ẑp(1) in the obvious way.
The isomorphisms in the groupoid are defined to be

(A, λ, i, (η, u)) ∼ (A′, λ′, i′, (η′, u′))

if and only if there is a prime-to-p quasi-isogeny f : A → A′ such that over each
connected component of S,

λ = f∨ ◦ λ′ ◦ f,

f ◦ i(b) = i′(b) ◦ f for all b ∈ O ⊗ Z(p), and (η′, u′) = (f ◦ η, u).

Remark 3.2.2. The above moduli problem is in some sense in between the isogeny
classes and the isomorphism classes moduli problems, in that it uses isogeny as mor-
phisms in the groupoid and rational Tate modules for level structures, while also
encoding integral structures in endomorphism structures and u. This has the effect
that the morphism f in the groupoid is required to strictly preserve the polarization,
λ = f∨ ◦ λ′ ◦ f , without the factor r in definition 3.1.1.

It is not hard to see that Mα,K is representable by a smooth quasi-projective scheme
Mα,K over OF0 ⊗ Z(p).

There is an action of totally positive prime to p units (OF )×+ on Mα,K given by the
formula

ϵ · (A, λ, i, (η, u)) = (A, i(ϵ)λ, i, (η, ϵu))

which factors through the finite quotient group ∆ := (OF )×+/NmF c/F ((OF c)×∩K). The
quotient Mα,K/∆ always exists. Let Ω = {α} ⊂ (F⊗A(p∞))× be a set of representatives
of the double cosets

(F ⊗ A(p∞))× =
∐
α∈Ω

(OF ⊗ Z(p))×+α(OF ⊗ Ẑp)×
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then we have
ShK(G, h) =

∐
α∈Ω

Mα,K/∆ = MK/∆ (3.1)

where MK := ∐
α∈Ω

Mα,K . It means that MK/∆ has the same complex points as
ShK(G, h), hence defining an integral model of ShK(G, h). This is a consequence of
the fact that G satisfies Hasse principle, see [17] 7.1.5.

Remark 3.2.3. We can show that MK/∆ is the coarse moduli space of the functor
sending S to quadruples

(A, λ, i, (η, u))

where A is an abelian scheme over S,

λ : A→ A∨

is a prime to p quasi-polarization of A, and

i : O ⊗ Z(p) → EndS(A)⊗ Z(p)

is a ring homomorphism such that i(b)∨ ◦ λ = λ ◦ i(b∗) for every b ∈ O ⊗ Z(p), and
LieA/S satisfies the determinant condition specified by h, see [6] 1.3.4.1 for a precise
formulation. Moreover, if we choose a geometric point s̄ in each connected component
of S, the level structure (η, u) is an assignment to each s̄ a π1(S, s̄)-invariant K-orbit
of O ⊗ Ap∞-equivariant isomorphisms

η : L⊗ Ap∞ ∼→ V pAs̄

together with an F ⊗ Ap∞-equivariant isomorphism

u : F ⊗ Ap∞(1) ∼→ V p(d−1
F ⊗Z Gm,s̄)

such that
⟨η(x), η(y)⟩λ = TrOF /Z(u ◦ ⟨x, y⟩F )

where x, y ∈ L⊗ Ap∞.
The isomorphisms in the groupoid are defined to be

(A, λ, i, (η, u)) ∼ (A′, λ′, i′, (η′, u′))
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if and only if there is a prime to p quasi-isogeny f : A → A′ such that over each
connected component of S,

λ ◦ i(a) = f∨ ◦ λ′ ◦ f

for some a ∈ (OF ⊗ Z(p))×+, f ◦ i(b) = i′(b) ◦ f for all b ∈ O ⊗ Z(p), and (η′, u′) =
(f ◦ η, u ◦ a).

Note that this functor kills all the integral structures in definition 3, see remark 4.
Moreover, it enlarges the domain of ambiguity factor r in definition 1 from (Z(p))×+ to
(OF ⊗ Z(p))×+.

See [17] 7.1.3 for more details on this moduli problem.

We will work with integral toroidal and minimal compactifications of ShK(G, h).
However, this has only been constructed by Lan for the PEL moduli problems in
definition 3.1.1 and 3.1.5. Fortunately, ShK(G, h) is not very different from ShH(G∗, h).
The precise relation is that for eachH ⊂ G∗(Ẑp), there exists an open compact subgroup
K ⊂ G(Ẑp) containing H such that the natural map ShH(G∗, h)→ ShK(G, h) induced
by G∗ ⊂ G is an open immersion containing the identity component of ShK(G, h), and
the Hecke translates of ShH(G∗, h) cover ShK(G, h), see for example [18] 1.15. We
need a more explicit description of ShK(G, h) in terms of ShH(G∗, h), so we focus on
principal level structures from now on.

Suppose that n is prime to p, let

K(n) := Ker(G(Ẑp)→ G(Z/nZ))

observe that

ν(K(n)) = Ker((OF ⊗Z Gm)(Ẑp)→ (OF ⊗Z Gm)(Z/nZ)). (3.2)

Recall that
U(n) := Ker(G∗(Ẑp)→ G∗(Z/nZ))

and
ν(U(n)) = Ker(Gm(Ẑp)→ Gm(Z/nZ)) (3.3)

Choose a set Λ of representatives of the double quotient

(OF ⊗ Ẑp)× =
∐
δ∈Λ

(OF )×+δ(ν(K(n))Ẑp,×) (3.4)
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then together with the representatives Ω,

(F ⊗ A(p∞))× =
∐
α∈Ω

(OF ⊗ Z(p))×+α(OF ⊗ Ẑp)× (3.5)

we have the decomposition

(F ⊗ A(p∞))× =
∐
α∈Ω
δ∈Λ

(OF ⊗ Z(p))×+αδ(ν(K(n))Ẑp,×) (3.6)

Let us change the notation Mn in definition 3.1.5 into Mn(L, ⟨·, ·⟩) to emphaisze
the dependence of Mn on L and ⟨·, ·⟩. Then there is a natural embedding

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F )) ↪→Mα,K(n)/∆

sending (A, λ, i, (αn, νn)) to (A, λ, i, (η, u)), where η : L⊗Ap∞ ∼→ V pAs̄ is defined by a
lifting of αn to

α̂ : L⊗ Ẑp ∼→ T pAs̄

whose existence is a condition on the level structure in definition 3.1.5, then inverting
all prime to p integers. u : d−1

F ⊗ Ẑp(1) ∼→ T p(d−1
F ⊗Z Gm,s̄) is defined by

⟨η(x), η(y)⟩λ = TrOF /Z(u ◦ (αδ⟨x, y⟩F ))

for x, y ∈ L⊗ Ap∞. Here we abuse notation by denoting both u and u⊗ idZ(p) by u.
The K(n)-class of (η, u) does not depend on the choice of the lifting α̂.

Warning 3.2.4. TrOF /Z ◦ (αδ⟨·, ·⟩F )) is not defined on L, but rather on L⊗ Ẑp since
αδ ∈ OF ⊗ Ẑp if we choose α ∈ OF ⊗ Ẑp, which we assume form now on. This does
not affect the moduli problem since the moduli problem in definition 3.1.5 only depends
on L⊗ Ẑp, L⊗ R and the corresponding pairing on them.

The appropriate notation for Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F )) would be Mn(L, ⟨·, ·⟩1) for
some pairing ⟨·, ·⟩1 on L that is isomorphic to TrOF /Z ◦ (αδ⟨·, ·⟩F ) on L⊗ Ẑp , perfect
on L⊗Zp, and compatible with h on L⊗R. Such a pairing exists if the moduli problem
is nonempty. See [6] 1.4.3.14 for more explainations.

We use the wrong notation Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F )) for simplicity.

By definition of the moduli problem, the decomposition (3.4) gives

Mα,K(n)/∆ =
∐
δ∈Λ

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F )).



3.2 Similitude PEL moduli problems 31

Then it follows from (3.6) and the definition of MK(n)/∆ that

MK(n)/∆ =
∐
α∈Ω
δ∈Λ

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F )). (3.7)

This will help us constructing toroidal and minimal compactifications of MK(n)/∆ from
those constructed by Lan. We briefly recall Lan’s results on minimal compactifications.

Theorem 3.2.5. (Lan [6]) There exists a compactification Mn(L, ⟨·, ·⟩)min of Mn(L, ⟨·, ·⟩)
together with a stratification by locally closed subschemes

Mn(L, ⟨·, ·⟩)min =
∐

[(Zn,Φn,δn)]
Mn(LZn , ⟨·, ·⟩Zn)

where
(1) Zn is a O-invariant filtration on L/nL,

0 ⊂ Zn,−2 ⊂ Zn,−1 ⊂ Zn,0 = L/nL

which can be lifted to a O-invariant filtration Z on L⊗ Ẑp

0 ⊂ Z−2 ⊂ Z−1 ⊂ Z0 = L⊗ Ẑp

such that Z is the restriction of a split O-invariant filtration ZAp on L⊗ Ap satisfying
Z⊥Ap,−2 = ZAp,−1 and GriZAp

∼= Li ⊗ Ap for some O-lattice Li. Let LZn := L−1 and
⟨·, ·⟩Zn a pairing on LZn which induces ⟨·, ·⟩ on Gr−1ZAp. There exists an hZn : C→
EndOR(LZn

R ) that makes (LZn , ⟨·, ·⟩Zn , hZn) a PEL data defining the moduli problem
Mn(LZn , ⟨·, ·⟩Zn). See [6] 5.2.7.5 for details.

(2) Φn is a tuple (X, Y, ϕ, φ−2,n, φ0,n), where X, Y are O-lattices that are isomorphic
as B-modules after tensoring with Q, ϕ : Y ↪→ X is an O-invariant embedding.

φ−2,n : GrZn
−2

∼→ Hom(X/nX, (Z/nZ)(1))

and
φ0,n : GrZn

0
∼→ Y/nY

are isomorphisms that are reduction modulo n of O-equivariant isomorphisms φ−2 :
GrZ−2

∼→ HomẐp(X ⊗ Ẑp, Ẑp(1)) and φ0 : GrZ0
∼→ Y ⊗ Ẑp such that

φ−2(x)(ϕ(φ0(y))) = ⟨x, y⟩
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for x ∈ GrZ−2 and y ∈ GrZ0 .
(3) δn : ⊕

i
GrZn

i
∼→ L/nL is a splitting that is reduction modulo n of a splitting

⊕
i
GrZi

∼→ L⊗ Ẑp.
The tuple (Zn,Φn, δn) is called a cusp label at principal level n, and [(Zn,Φn, δn)]

is the equivalence classes of the cusp label, see [6] 5.4.1.9 for the precise definition of
equivalences.

There is a precise description of closure relations of strata in terms of the cusp
labels parametrizing them, see [6] 5.4.1.14 for details.

Remark 3.2.6. There are also toroidal compactifications of Mn together with universal
semi-abelian varieties over them, which parametrize how abelian varieties degenerate
into semi-abelian varieties. The toric part of the universal semi-abelian variety is
parametrized by the cusp labels, which is discrete in nature. The minimal compactifica-
tion is roughly obtained by contracting the isomorphic toric part, so it keeps track of
only information on the abelian part, which is where the strata in thoerem 3.2.5 come
from.

In other words, the toric part of toroidal compactifications degenerates into discrete
indexing sets of the strata, and the abelian part is remembered in the strata themselves.
What is lost by passing to minimal compactifications is the extension between torus and
abelian varieties.

Corollary 3.2.7. MK(n)/∆ has a compactification (MK(n)/∆)min together with a
stratification by locally closed subschemes

(MK(n)/∆)min =
∐
α∈Ω
δ∈Λ

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))min

=
∐
α∈Ω
δ∈Λ

∐
[(Zαδ,n,Φαδ,n,δαδ,n)]

Mn(LZαδ,n , ⟨·, ·⟩Zαδ,n)

where (Zαδ,n,Φαδ,n, δαδ,n) are cusp labels of Mn(L, TrOF /Z◦(αδ⟨·, ·⟩F )), and Mn(LZαδ,n , ⟨·, ·⟩Zαδ,n)
are as in the theorem. See warning 3.2.4 for clarifications.

3.3 The partial Frobenius

From now on, we assume that p satisfies the following condition,

p splits completely in the center F c of B.
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This implies that O⊗Zp ∼=
∏
Mni

(Zp), G and G∗ splits over Qp and G(Qp) = ∏
pi

H(Qp),

where pi are prime ideals of F = F c,∗=1 such that p = ∏
i
pi.

In this section, all moduli problems are defined over OF0 ⊗Z Fp, i.e. Mn or MK(n)

in this section denotes Mn ×OF0⊗Z(p) (OF0 ⊗ Fp) or MK(n) ×OF0⊗Z(p) (OF0 ⊗ Fp) using
notations in previous sections. We follow Nekovář’s approach as in [5].

Definition 3.3.1. We fix a ξ ∈ F×+ satisfying vpi
(ξ) = 1 and vpi′ (c) = 0 for i′ ̸= i.

The partial Frobenius Fpi
: MK(n)/∆→MK(n)/∆ is defined by disoint union of maps

Mα,K(n)/∆→Mα′,K(n)/∆

sending (A, λ, i, (η, u)) in definition 3.2.1 to (A′, λ′, i′, (η′, u′)) 1, where

A′ := A/(Ker(F )[pi])

with F the usual Frobenius and Ker(F )[pi] := {x ∈ Ker(F )|ax = 0, ∀a ∈ pi}, i′ is
induced by the quotient map πpi

: A→ A′, λ′ is a prime to p quasi-isogeny characterized
by ξλ = π∨pi

◦ λ′ ◦ πpi
, η′ = πpi

◦ η, and α′ is defined by

ξα = ϵα′λ

where α′ ∈ Ω, ϵ ∈ (OF ⊗ Z(p))×+ and λ ∈ (OF ⊗ Ẑp)× as in decomposition (3.5). Lastly,
u′ is the comoposition of OF ⊗ Ẑp-equivariant isomorphisms

u′ : d−1
F ⊗ Ẑp(1) λ−→

∼
d−1
F ⊗ Ẑp(1) u−→

∼
T p(d−1

F ⊗Z Gm,s̄).

Remark 3.3.2. It is easy to see that Fpi
is independent of the choice of ξ. Moreover,

the same definition works for p not necessarily split in F c. We make the assumption
because that is the only case we will use.

We observe that
Fpi

Fpj
= Fpj

Fpi

and ∏
i

Fpi
= F

where F is the usual Frobenius, explaining the name partial Frobenius.
1A′ satisfies the determinant condition because LieA′ = LieA′[p] = ⊕

j
LieA′[pj ] = ⊕

j ̸=i
LieA[pj ] ⊕

F ∗LieA[pi] as O ⊗ Fp-modules, showing that LieA′ has the same O ⊗ Fp structure as LieA, which
satisfies the determinant condition by our choice.
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It is helpful to write the partial Frobenius in terms of the decomposition (3.7).
We will use the description to prove that the partial Frobenius extends to minimal
compactifications and toroidal compactifications.

The equation
ξα = ϵα′λ

with α′ ∈ Ω, ϵ ∈ (OF ⊗ Z(p))×+ and λ ∈ (OF ⊗ Ẑp)× plays an important role in
the definition of the partial Frobenius. In particular, it determines how the partial
Frobenius permutes components parametrized by α ∈ Ω as in (3.1). We refine the
description by using the finer decomposition (3.7) parametrized by αδ.

With notations as in the previous paragraph, let

λδ = ϵ0δ
′γ

where δ, δ′ ∈ Λ, ϵ0 ∈ O×F,+ and γ ∈ (ν(K(n))Ẑp,×), as in the decomposition (3.4). From
equations (3.2) and (3.3), we observe that

ν(K(n))Ẑp,× =
∐
κ

ν(K(n))κ

where κ ranges over a complete set of representatives of Ẑp,×/ν(U(n)) ∼= (Z/nZ)× in
Ẑp,×. Let

γ = βκ

with β ∈ ν(K(n)) and κ as above be the decomposition of γ.
The partial Frobenius Fpi

induces a map

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))→Mn(L, TrOF /Z ◦ (α′δ′⟨·, ·⟩F ))

sending (A, λ, i, (αn, νn)) in definition 3.1.5 to (A′, λ′, i′, (α′n, ν ′n)), whereA′ := A/(Ker(F )[pi]),
i′ is induced by the quotient map πpi

: A→ A′, λ′ is characterized by ξλ = π∨pi
◦λ′ ◦ πpi

which defines a quasi-isogeny λ′, α′n = πpi
◦ αn and ν ′n = νn ◦ κ. In the last equation,

we view κ as an element of (Z/nZ)× which acts on Z/nZ(1), and ν ′n is defined to be

ν ′n : (Z/nZ(1))S κ−→
∼

(Z/nZ(1))S νn−→
∼

µn,S.

A subtle point in the above description is that in definition 3.1.5, λ′ should not
only be a prime to p quasi-isogeny, but an actual isogeny. The characterization
ξλ = π∨pi

◦λ′ ◦πpi
defines a quasi-isogeny λ′, but does not give an isogeny λ′ a priori. We
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have to check that λ′ is indeed a prime to p isogeny to make the above a well-defined
map.

Before giving the proof, let us introduce some more suggestive notations. Let
A(pi) := A/(Ker(F )[pi]), and F (pi) := πpi

: A→ A(pi). Then we observe that there is a
natural map V (pi) : A(pi) → A⊗OF

p−1
i such that the composition

A
F (pi)
−→ A(pi) V (pi)

−→ A⊗OF
p−1
i

is the map idA⊗OF
(OF ↪→ p−1

i ), which has kernel A[pi]. Here p−1
i is the inverse of pi as

fractional ideals and A⊗OF
p−1
i is defined in the category of fppf sheaf of OF -modules,

which can be easily seen to be represented by an abelian scheme isogenious to A. Here
F pi and V pi should be viewed as partial Frobenius and Verschiebung, whose products
over all i will be the usual ones.

We have a commutative diagram

A A(pi) A⊗OF
p−1
i

A∨ ⊗OF
pi A∨ (A∨)(pi) A∨ ⊗OF

p−1
i

A∨ ⊗OF
pi (A∨)(pi) ⊗OF

pi A∨

(A(pi))∨

F (pi)

λ

V (pi)

λ(pi)
λ′ λ⊗id

id⊗(pi↪→OF )

ξ⊗idpi

F
(pi)
A∨

ξ

V
(pi)

A∨

(V (pi))∨ (F (pi))∨

≃

which induces the dashed arrows. For example, the left dashed arrow is induced by
A∨[pi] ⊂ A∨[ξ], and similarly for the other two. We define λ′ to be composition of the
middle vertical maps, which is an actual isogeny and satisfies ξλ = π∨pi

◦ λ′ ◦ πpi
as the

diagram shows.
The only non-trivial arrow in the above diagram is the isomorphism

(A(pi))∨ ∼= (A∨)(pi) ⊗OF
pi

We give a proof here.

Lemma 3.3.3. With notations as above, for any abelian scheme A/S over a charac-
teristic p scheme S, together with a ring homomorphism O → EndS(A), we have a
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canonical isomorphism
(A(pi))∨ ∼= (A∨)(pi) ⊗OF

pi.

Proof. Applying Homfppf (−,Gm) to the short exact sequence

0→ A[pi]/Ker(F )[pi]→ A(pi) V (pi)
−→ A⊗OF

p−1
i → 0

and using that Ext1fppf (A,Gm) ∼= A∨, we have

0→ Homfppf (A[pi]/Ker(F )[pi],Gm)→ A∨ ⊗OF
pi → (A(pi))∨ → 0

We know that Homfppf (A[pi]/Ker(F )[pi],Gm) is the Cartiar dual (A[pi]/Ker(F )[pi])∨

of A[pi]/Ker(F )[pi], so the dual of the short exact sequence

0→ Ker(V )→ Ker(V )⊗OF
p−1
i → A[pi]/Ker(F )[pi]→ 0

gives
(A[pi]/Ker(F )[pi])∨ ∼= Ker(Ker(V )∨ ⊗OF

pi → Ker(V )∨)

∼= Ker(Ker(FA∨)⊗OF
pi → Ker(FA∨))

∼= Ker(FA∨)[pi]⊗OF
pi

which is the kernel of
A∨ ⊗OF

pi
F (pi)⊗id−→ (A∨)(pi) ⊗OF

pi

proving (A(pi))∨ ∼= (A∨)(pi) ⊗OF
pi.

We now state the main technical result of the thesis, which claims that the partial
Frobenius extends to the minimal compactification in Corallary 3.2.7.

Theorem 3.3.4. Fpi
extends to a morphism

Fpi
: (MK(n)/∆)min −→ (MK(n)/∆)min

sending the strata Mn(LZαδ,n , ⟨·, ·⟩Zαδ,n) associated to α ∈ Ω, δ ∈ Λ and the cusp label
[(Zαδ,n,Φαδ,n, δαδ,n)] to the strata Mn(LZα′δ′,n , ⟨·, ·⟩Zα′δ′,n) associated to α′ ∈ Ω, δ′ ∈ Λ as
in the above description of the partial Frobenius, and the cusp label [(Zα′δ′,n,Φα′δ′,n, δα′δ′,n)]
defined as follows,

Zα′δ′,n = Zαδ,n.
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If Φαδ,n = (X, Y, ϕ, φ−2,n, φ0,n), then

Φα′δ′,n = (X ⊗OF
pi, Y, ϕ

′, φ′−2,n, φ
′
0,n)

where
φ′−2,n : GrZα′δ′,n

−2 = Gr
Zαδ,n

−2
φ−2,n−→ Hom(X/nX, (Z/nZ)(1))

∼−→ Hom(X ⊗ pi/n(X ⊗ pi), (Z/nZ)(1))

and
φ′0,n : GrZα′δ′,n

0 = Gr
Zαδ,n

0
φ0,n−→ Y/nY.

Lastly, ϕ′ is defined by the following diagram similar to the above diagram defining λ′,

X X ⊗OF
pi

Y ⊗OF
p−1
i Y Y ⊗OF

pi

Y ⊗OF
p−1
i Y

id⊗(OF←↩pi)

id⊗(p−1
i ←↩OF )

ϕ

id⊗(OF←↩pi)

ϕ⊗id

ξ⊗id

id⊗(p−1
i ←↩OF )

ϕ′

Moreover, on each strata, Fpi
induces the morphism

Mn(LZαδ,n , ⟨·, ·⟩Zαδ,n)→Mn(LZα′δ′,n , ⟨·, ·⟩Zα′δ′,n)

sending (A, λ, i, (αn, νn)) to (A′, λ′, i′, (α′n, ν ′n)) as in the description before the theorem.
For completeness, we summarize the description as follows. Using the above notations,
A′ := A/(Ker(F )[pi]), i′ is induced by the quotient map πpi

: A→ A′, λ′ is characterized
by ξλ = π∨pi

◦λ′◦πpi
which defines a prime to p isogeny λ′, α′n = πpi

◦αn and ν ′n = νn◦κ.
In other words, restriction of the partial Frobenius to (suitable union of) strata recovers
the partial Frobenius on them.

Remark 3.3.5. The diagram defining ϕ′ is similar to the diagram defining λ′, and there
is a reason for that. We will see in the proof that the diagram defining λ′ also defines a
polarization for the universal semi-abelian variety over toroidal compactfications, and
the diagram for ϕ′ is the one induced on the (character group of) toric part.

Moreover, the theorem is proved by first extending Fpi
to toroidal compactifications,

then contracting to a morphism on the minimal compactification. The description of
the morphism on strata is obtained by looking at how Fpi

operates on semi-abelian
varieties. In particular, the morphism on indexing sets are obtained by looking at the
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toric part, and the morphism on strata are determined by the abelian part. See also
remark 3.2.6.

Remark 3.3.6. The description of strata in the minimal compactification shows that
minimal compactifications is "plectic", which is the underlying reason that partial
Frobenius extends to the minimal compactification. This can be made precise if we take
care of the subtlety in dimension zero, which means that taking appropriate unions of
the strata to define Shimura varieties of similitude PEL type as in definition 3.2.1 (the
strata we use are of Kottwitz’s type as in definition 3.1.5).

Another way to see the phenomenon is through Pink’s mixed Shimura varieties,
where he uses mixed Shimura varieties associated to parabolic subgroups (more precisely,
the Levi group) to define strata of the minimal boundary, called rational boundary
components in his terminology. In our case, the Shimura variety is associated to
G = ResF/QH, and the parabloics are also of the form ResF/QP . However, the strata
are assocaited to a subgroup P1, in Pink’s notation, of the parabolic, which is the
Hermitian part in classical language, and this is not necessarily "plectic", i.e. not of the
form ResF/Q(−). The reason is that in [19] 4.7, Pink defines P1 as the group satisfying
certain minimality property, see [19] 12.21 for an example how this kills "plecticity".
The failure is similar to the difference between G and G∗, and the remedy is the same.
We can replace P1 by another group in the parabolic, which is different only up to a
similitude. Pink’s theory still works in this slightly different setting, as already observed
by him in remark (ii) of [19] 4.11.

The proof of the theorem is rather technical, and we defer to the last section for
details. We first give an application of it on the construction of plectic weight filtration
of cohomology of Hilbert modular varieties in the next section.



Chapter 4

Hilbert modular varieties

4.1 Basics

We now specialize discussions in the previous section to the Hilbert modular varieties.
The notations in this section will be the same as in the previous one, we simply restrict
everything to a special case as follows.

We take O = OF , with F a totally real field of degree [F : Q] = d and ∗ = id,
which coincides with notations in the previous section in that B = F and F = F c is the
∗-invariant part of the center of B. Moreover, L = OF ⊕OF , ⟨·, ·⟩F is the standard OF -

bilinear alternating pairing defined by the matrix
0 −1

1 0

, and ⟨·, ·⟩ = TrOF /Z(⟨·, ·⟩F ).

The morphism h : C→ EndOR(LR) is defined by h(x+ iy) = ∏
τ :F ↪→R

x −y
y x

. These

data defines a type C PEL datum. It is easy to see that the reflex field F0 is Q. The
relevant groups are

G = ResOF /ZGL2

and
G∗ = det−1(Gm) ⊂ G

where det : G→ ResOF /ZGm is the similitude map.
We give a brief account of the moduli problem it defines, which is a special case of

definition 3.2.1. Let α ∈ Ω be as in decomposition (3.5), then Mα,K(n) is the moduli
space representing the functor associating a locally Noetherian Z(p)-scheme S to the
isomorphism classes of tuples (A, λ, i, (η, u)). Here A is an abelian scheme over S,
λ : A→ A∨ is a prime to p polarization, and i : OF → EndS(A) a ring isomorphism
inducing the trivial involution on OF through λ and a rank 1 OF -module structure
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on Lie(A). Note that the last condition is Kottwitz’s determinant condition in this
special case. Moreover, the level structure (η, u) is an π1(S, s̄)-invariant K(n)-orbit of
OF ⊗ Ap∞-equivariant isomorphism

η : L⊗ Ap∞ = (OF ⊗ Ap∞)⊕2 ∼→ V pAs̄

together with an OF ⊗ Ẑp-equivariant isomorphism

u : d−1
F ⊗ Ẑp(1) ∼→ T p(d−1

F ⊗Z Gm,s̄)

such that
⟨η(x), η(y)⟩λ = TrOF /Z(u ◦ (α⟨x, y⟩F ))

where x, y ∈ L⊗ Ap∞. Since we work only with principal level n structures, the level
structure can also be seen as isomorphisms

(OF/nOF )⊕2 ∼= A[n]

and
d−1
F /nd−1

F
∼= d−1

F ⊗ µn.

Remark 4.1.1. In the literature, it is common to use a variant of the above moduli
problem. More precisely, the polarization is defined as an OF -equivariant isomorphism

(c, c+) ∼= (HomSym
OF

(A,A∨), HomSym
OF

(A,A∨)+)

where c is a fixed prime-to-p fractional ideal representing [α] ∈ Cl+(F ) = (OF ⊗Z(p))×+\
(F ⊗A(p,∞))×/(OF ⊗ Ẑp)×, c+ is the totally positive part (the elements that are positive
for all embeddings of F into R), HomSym

OF
(A,A∨) is the symmetric OF -equivariant

homomorphisms and HomSym
OF

(A,A∨)+ is the set of polarizations. The level structure
is defined as an OF -equivariant isomorphism (OF/nOF )⊕2 ∼= A[n] together with an
isomorphism OF/nOF ∼= µn ⊗ c∗, see [20] for details. For the equivalence to our
definition, see [17] 4.1.1 for some discussion.

Similar to the previous section, we have

ShK(n)(G, h) =
∐
α∈Ω

Mα,K(n)/∆ = MK(n)/∆
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where MK(n) := ∐
α∈Ω

Mα,K(n), and

MK(n)/∆ =
∐
α∈Ω
δ∈Λ

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))

We now describe the minimal compactification in more explicit terms. Recall from
theorem 3.2.7 that cusp labels are equivalence classes of tuples [(Zn,Φn, δn)], where Zn
is an OF -invariant filtration

0 ⊂ Zn,−2 ⊂ Zn,−1 ⊂ Zn,0 = L/nL

on L/nL satisfying Z⊥n,−2 = Zn,−1 and some liftablitiy condition, Φn is a tuple
(X, Y, ϕ, φ−2,n, φ0,n), and δn : ⊕

i
GrZn

i
∼→ L/nL is a splitting with a liftability con-

dition. In the definition of Φn, X, Y are O-lattices that are isomorphic as B-modules
after tensoring with Q, ϕ : Y ↪→ X is an O-invariant embedding.

φ−2,n : GrZn
−2

∼→ Hom(X/nX, (Z/nZ)(1))

and
φ0,n : GrZn

0
∼→ Y/nY

are isomorphisms that are reduction modulo n of O-equivariant isomorphisms φ−2 :
GrZ−2

∼→ HomẐp(X ⊗ Ẑp, Ẑp(1)) and φ0 : GrZ0
∼→ Y ⊗ Ẑp such that

φ−2(x)(ϕ(φ0(y))) = ⟨x, y⟩

for x ∈ GrZ−2 and y ∈ GrZ0 .
In our case, L = O⊕2

F and there are essentially two different filtrations on L/nL,
either Zn,−2 = 0 and Zn,−1 = L/nL, or Zn,−2 = Zn,−1 is a OF -submodule of L/nL
being reduction of a rank 1 OF ⊗ Ap-submodule of L ⊗ Ap. The first case is trivial,
the corresponding strata is the open strata in the minimal compactification. We focus
on the second case from now on.

The isomorphisms φ0,n and φ−2,n force X and Y to be rank 1 OF -modules, which
are isomorphic to fractional ideals of F and classified by Cl(F ). We observe that
GrZn
−1 = 0, implying that LZn = 0. Thus the strata associated to [(Zn,Φn, δn)] must be

Isom(Z/nZ(1), µn), i.e.

Mn(LZn , ⟨·, ·⟩Zn) = Isom(Z/nZ(1), µn)
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see remark 3.1.4 for explanations. In other words, the boundary components all have
dimension zero, and they are generally referred to as cusps.

4.2 The weight spectral sequence

We now make the spectral sequence in theorem 2.2.1 more explicit in our special case.
With notations as in section 2.2, we take V = Q(0) to be the trivial representation
of G, then FV = Q(0) is the constant sheaf in Db

m(ShK(n)(G, h)), i.e. Q(0) is
either the constant Hodge module QH(0) or the constant mixed l-adic sheaf Ql(0).
Let j : ShK(n)(G, h) ↪→ ShK(n)(G, h)min be the open embedding, then the spectral
sequence is

Ep,q
1 = Hp+q(ShK(n)(G, h)min, w≥−pw≤−pRj∗(Q(0)))⇒ Hp+q(ShK(n)(G, h),Q(0))

(4.1)
Since Q(0) is pure of weight 0, proposition 2.1.7 and theorem 2.1.8 tells us that the
first nontrivial piece is

w≥0w≤0Rj∗(Q(0)) = w≤0Rj∗(Q(0)) = j!∗(Q(0))

as we see in the discussion prior to theorem 2.2.1, so

E0,q
1 = IHq(ShK(n)(G, h)min,Q(0))

Similarly, the discussion before theorem 2.2.1 gives information on the rest of the rest
of the pieces. In particular, equation (2.2) tells that for k > 0

w≤kw≥kRj∗(Q(0)) = i∗w≤kw≥ki
∗Rj∗(Q(0)) (4.2)

where

i : ShK(n)(G, h)min \ ShK(n)(G, h) =
∐
α∈Ω
δ∈Λ

∐
[(Zαδ,n,Φαδ,n,δαδ,n)]

Zαδ,n,−2 ̸=0

Isom(Z/nZ(1), µn)

↪−→ ShK(n)(G, h)min (4.3)
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is the inclusion of the complement of ShK(n)(G, h), i.e. the inclusion of finitely many
cusps. Now Pink ([13]) or Burgos and Wildeshaus’ ([4]) formula tells us that

i∗∂R
nj∗(Q(0)) = ⊕

a+b=n
F(Ha(HC , H

b(LieW1,Q(0)))) (4.4)

where ∂ := [(Zαδ,n,Φαδ,n, δαδ,n)] and i∂ is the inclusion of the cusp corresponding to ∂.
Moreover, W1 is the unipotent of the Borel subgroup corresponding to the cusp ∂, and
HC is an arithmetic subgroup of the linear part of the Levi group determined by the
level K(n). By proof of theorem 3.5 in [21], we have that

i∗∂R
nj∗(Q(0)) =


∧n(Q(0)d−1) 0 ≤ n ≤ d− 1,∧2d−1−n(Q(0)d−1)(−d) d ≤ n ≤ 2d− 1.

Note that the author only works with the Hodge module case in [21], but the proof works
equally well for the l-adic case. Indeed, if we view Q(0) as the trivial representation
of Gm, which is the group corresponding to the zero dimensional Shimura variety
Isom(Z/nZ(1), µn) indexed by ∂, and (−d) twisting by d-th power of the dual of the
standard representation, then the proof in [21] shows that

i∗∂R
nj∗(Q(0)) =

F(∧n(Q(0)d−1)) 0 ≤ n ≤ d− 1,
F(∧2d−1−n(Q(0)d−1)(−d)) d ≤ n ≤ 2d− 1.

(4.5)

We will use a different parametrization of the cusps than (4.3). Recall that Λ in
(3.4) is chosen such that

IsomOF
(d−1
F /nd−1

F (1), d−1
F ⊗Z µn) =

∐
δ∈Λ

Isom(Z/nZ(1), µn)

We use it to rewrite (4.3) as

i : ShK(n)(G, h)min \ ShK(n)(G, h) =
∐
α∈Ω

∐
∂

IsomOF
(d−1
F /nd−1

F (1), d−1
F ⊗Z µn) (4.6)

with a new parametrization set of cusps, which we still denote by ∂. For a precise
description of ∂, see [22]. For such a parametrization, the boundary is a union of
zero-dimensional Shimura varieties associated to ResF/QGm, and a minor modification
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of the proof in [21] shows that

i∗∂R
nj∗(Q(0)) =

F(∧n(Q(0)d−1)) 0 ≤ n ≤ d− 1,
F(∧2d−1−n(Q(0)d−1)(−d)) d ≤ n ≤ 2d− 1.

(4.7)

where ∂ denotes the cusps in (4.6), and (−d) is twisting by the one dimensional
representation Nm−1

F/Q : ResF/QGm → Gm of ResF/QGm. Note that the corresponding
sheaf is the (−d)-th power of the Tate twisting sheaf, explaining the notation. Further,
this is the only new observation one needs in the proof of the above.

Then together with equation (4.2) we have that for k > 0,

w≥kw≤kR
nj∗(Q(0)) =

i∗(
∧2d−1−n(Q(0)d−1)(−d)) d ≤ n ≤ 2d− 1, k = 2d

0 otherwise
(4.8)

Thus the spectral sequence (4.1) becomes
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⊕∧0(Q(0)d−1)(−d) 0 · · · 0 0 4d− 1

... ... . . . ... ... ...

⊕∧d−1(Q(0)d−1)(−d) 0 · · · 0 0 3d

0 0 · · · 0 0 3d− 1

... ... . . . ... ... ...

0 0 · · · 0 0 2d+ 1

0 0 · · · 0 IH2d(M∗,Q(0)) 2d

... ... . . . ... ... ...

0 0 · · · 0 IHd+1(M∗,Q(0)) d+ 1

... ... . . . ... ... ...

0 0 · · · 0 IH0(M∗,Q(0)) 0

−2d −2d+ 1 · · · −1 0

where M∗ := ShK(n)(G, h)min, M := ShK(n)(G, h) and

⊕
i∧

(Q(0)d−1)(−d) := ⊕
∂

(
i∧

(Q(0)d−1)(−d))⊕n

= H2d−1−i(M∗ \M, i∗Rj∗(Q(0)))

for 0 ≤ i ≤ d− 1. Note that in either case (Hodge modules or l-adic), the cohomol-
ogy is taken after passing to the algebraic closure of the base field, so M∗ \M =∐
∂
Isom(Z/nZ(1), µn) becomes ∐

∂

∐
n
{∗}, explaining the second equality of the above.
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Now we can read off from the above computation that

0 −→ E−2d,4d−1
∞ −→ ⊕

∂
(

0∧
(Q(0)d−1)(−d))⊕n −→ IH2d(M∗,Q(0)) −→ E0,2d

∞ −→ 0

0 −→ IH2d−1(M∗,Q(0)) −→ H2d−1(M,Q(0)) −→ E−2d,4d−1
∞ −→ 0

where E0,2d
∞ = H2d(M,Q(0)) = 0 as M is non-proper of dimension d. Moreover, we

observe easily that
H i(M,Q(0)) = IH i(M∗,Q(0))

for 0 ≤ i ≤ d− 1, and

0 −→ IH i(M∗,Q(0)) −→ H i(M,Q(0)) −→ ⊕
∂

(
2d−1−i∧

(Q(0)d−1)(−d))⊕n −→ 0

for d ≤ i ≤ 2d− 2. In the last exact sequence, we use that

E−2d,2d+i
∞ = ⊕

∂
(

2d−1−i∧
(Q(0)d−1)(−d))⊕n

for d ≤ i ≤ 2d− 2, which follows because the domain and codomain of the differentials
in the picture have different weights in this range.

We observe from the above computation that the spectral sequence (4.1) gives
us the weight filtration on H∗(M,Q(0)), which provides a new computation of the
weight filtration of the cohomology of Hilbert modular varieties without using the
Borel-Serre compactifications as done, for example, in the last chapter of [10]. This
is a philosophically better computation as it is performed in the algebraic category,
whereas the older computation uses the non-algebraic Borel-Serre compactifications
and proceeds in a more indirect way when establishing the mixed Hodge structures.
See [23] for a modern treatment of the motivic meaning of the reductive Borel-Serre
compactifications.

4.3 The plectic weight filtration

Now we make use of the spectral sequence (4.1) to construct the plectic weight filtration.
Note that the filtration induced by (4.1) is a Z-filtration, but the plectic weight filtration
we are looking for is a Zd-filtration. We will use the partial Frobenius to cut out the
Z-filtration into a Zd-filtration, and show that this is the sought-after plectic weight
filtration.
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Firstly, we compute the eigenvalues of the partial Frobenius on the boundary
cohomology H∗(M∗ \M, i∗Rj∗(Q(0))). We denote the canonical PEL (up to similitude)
smooth integral model MK(n)/∆ of M by M , which is defined over an open dense
subset of Spec(Z). Similarly, M ∗ is the integral model of the minimal compactification.
Now choose a prime p in the open subset such that it is split in F , and lies in the
applicable range of theorem 2.2.3. Then as we have already seen, the Frobenius Frobp
on M ∗

Fp
decomposes into Frobp = ∏

i
Fi, where Fi is the partial Frobenius corresponding

to the prime pi in the prime decomposition p = ∏
i
pi of p in F .

Let us recall the construction of the l-adic sheaf on a Shimura variety coming from
an algebraic representation, following Pink ([13]). Let G be a reductive group giving
rise to a Shimura datum, with associated Shimura variety ShK , for compact open
K ⊂ G(Af ). For K ′ ⊂ K normal, there is a natural Galois etale covering

πK′ : ShK′ → ShK

with Galois group K/K ′. We choose a system of K ′ such that K ′ differs from K only
in l-adic part K ′l , i.e. K/K ′ = Kl/K

′
l , and their l-adic parts K ′l form a basis of G(Ql).

Let V be an algebraic representation of G, then it gives rise to a continuous l-adic
representation of G(Ql), which contains a lattice Λ stable by all K ′l , and for K ′l ⊂ Kl,
there exists a number n such that the natural action of K ′l and Kl on Λ induces a
representation of Kl/K

′
l on Λ/lnΛ, then we have an etale sheaf

VK′ := (πK′∗(Z/lnZ)⊗Z/lnZ Λ/lnΛ)Kl/K
′
l

where the action of Kl/K
′
l on the first factor is induced by the Galois covering πK′ ,

and the second factor is induced by the representation we have just constructed. These
VK′ form an inverse system, and we define the associated l-adic sheaf by

FV := (lim←−
K′
VK′)⊗Zl

Ql

This is independent of the choices we have made. Similar to Hecke operators, the
partial Frobenius induces natural maps between FV , i.e. FV −→ Fi∗FV . The key to
it is that the partial Frobenius is compatible with the projections πK′ , i.e.

ShK′ ShK′

ShK ShK

Fi

πK′ πK′

Fi
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is commutative and equivariant for the Galois group. It is a general heuristic that the
partial Frobenius are amplified Hecke operators in characteristic p.

Moreover, the isomorphism (4.4) is compatible with the partial Frobenius. As in
theorem 3.3.4 (for PEL Shimura varities), the partial Frobenius Fi extends to the
minimal compactification and preserves both the open ShK

j
↪→ ShminK and the boundary

ShminK \ ShK
i
↪→ ShminK , therefore inducing the map

i∗Rj∗Ql
i∗Rj∗(−)−→ i∗Rj∗Fi∗Ql = i∗Fi∗Rj∗Ql

b.c.−→ Fi∗i
∗Rj∗Ql

which under the natural isomorphism (4.4), corresponding to the natural map FV →
Fi∗FV for V specified in (4.4).

Remark 4.3.1. The above naturality can be proved with the same proof as in 4.8 of
[13], where it is proved for the Hecke operators. The key property underlying the proof
is the compatibility of Hecke operators with the toroidal compactifications. The same
compatibility result holds for the partial Frobenius as we will see in the next chapter.

Now we go back to the special case of Hilbert modular varieties. Applying the
above functoriality to the isomorphism (4.5), we can reduce the computation of
i∗Rj∗Ql → Fi∗i

∗Rj∗Ql to the computation of FV → Fi∗FV for V as in (4.5).
We make use of the parametrization (4.6). For an arbitrary integer k, let

πk : IsomOF
(d−1
F /nlkd−1

F (1), d−1
F ⊗Z µnlk)→ IsomOF

(d−1
F /nd−1

F (1), d−1
F ⊗Z µn)

be the natural map, corresponding to the covering map πK′ as above. Let θ ∈
IsomOF

(d−1
F /nd−1

F (1), d−1
F ⊗Z µn), and we suppose that θ lies in the position (α, δ, ∂)

of the decomposition

M ∗
Fp
\MFp =

∐
α∈Ω

∐
∂

IsomOF
(d−1
F /nd−1

F (1), d−1
F ⊗Z µn)

Recall that Fi maps (α, δ, ∂) to (α1, δ1, ∂1), where α1 is defined by

ξα = ϵ1α1λ1

with ξ ∈ OF such that vpi
(ξ) = 1 and vpj

(ξ) = 0 for j ≠ i, α1 ∈ Ω, ϵ1 ∈ (OF ⊗ Z(p))×+
and λ1 ∈ (OF ⊗ Ẑp)× as in decomposition (3.5). Moreover, ∂1 is defined as in theorem
3.3.4 (being a union of ∂′ in theorem 3.3.4) , and Fi maps θ to λ1θ as in definition
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3.3.1. The vague description of ∂1 here suffices for our purpose. In summary,

θ|(α,∂)
Fi−→ (λ1θ)|(α1,∂1)

with obvious notations.
We can repeat the above procedure and obtain

ξα1 = ϵ2α2λ2

... (4.9)

ξαm = ϵm+1αm+1λm+1

where αj ∈ Ω, ϵj ∈ (OF ⊗Z(p))×+ and λj ∈ (OF ⊗ Ẑp)× as in decomposition (3.5). Then

θ|(α,∂)
Fm

i−→ (λ1 · · ·λmθ)|(αm,∂m)

As Fi permutes the cusps, we know that there is a minimal integer N such that

FN
i (θ) = θ.

Note that this means that λ1 · · ·λNθ = θ, αN = α and ∂N = ∂.
We denote by M̃ the Hilbert modular variety of principal level nlk, then we have a

natural commutative diagram map

M̃ ∗
Fp
\ M̃Fp M̃ ∗

Fp
\ M̃Fp

M ∗
Fp
\MFp M ∗

Fp
\MFp

Fi

πk πk

Fi

Together with the decomposition

M̃ ∗
Fp
\ M̃Fp =

∐
α∈Ω

∐
∂̃

IsomOF
(d−1
F /nlkd−1

F (1), d−1
F ⊗Z µnlk)
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we are reduced to the situation

IsomOF
(d−1
F /nlkd−1

F (1), d−1
F ⊗Z µnlk)|(α,∂̃) IsomOF

(d−1
F /nlkd−1

F (1), d−1
F ⊗Z µnlk)|(α1,∂̃1)

IsomOF
(d−1
F /nd−1

F (1), d−1
F ⊗Z µn)|(α,∂) IsomOF

(d−1
F /nd−1

F (1), d−1
F ⊗Z µn)|(α1,∂1)

Fi

πk πk

Fi

The same description of Fi applies to M̃Fp . In summary,

θ̃|(α,∂̃)
Fi−→ (λ1θ̃)|(α1,∂̃1)

One subtlety here is that there are more than one ∂̃ lying over ∂. However, the cusps
they parametrize are canonically isomorphic, and we can choose one ∂̃ for each ∂.

For simplicity, we assume that l is prime to n, then the Galois group for the
covering πk is (OF/lkOF )×. If we denote by V the one dimensional representation
Nm−1

F/Q : ResF/QGm → Gm, then its l-adic points induces the reduced representation
Nm−1

F/Q : (OF/lkOF )× −→ (Z/lkZ)×, which we denote by Vk. We fix a non-zero
element vk ∈ Vk for each k, and we assume that they are compatible when k varies.
From the description we have just reviewed, we have

FV = (lim←−
k

(πk∗(Z/lkZ)⊗Z/lkZ Vk)(OF /l
kOF )×)⊗Zl

Ql

For a fixed k, if we choose a

θ̃ ∈ IsomOF
(d−1
F /nlkd−1

F (1), d−1
F ⊗Z µnlk)

such that πk(θ̃) = θ, then

πk∗(Z/lkZ)⊗Z/lkZ Vk)(OF /l
kOF )×|θ = (Z/łkZ) ·

∑
g∈(OF /lkOF )×

(gθ̃)⊗ (Nm−1
F/Q(g)vk)

i.e. the choice of vk and θ̃ gives a basis ∑
g∈(OF /lkOF )×

(gθ̃)⊗(Nm−1
F/Q(g)vk) of πk∗(Z/lkZ)⊗Z/lkZ

Vk)(OF /l
kOF )×|θ.

Now using this explicit description, we can compute the natural morphism FV →
Fi∗FV (over M ∗

Fp
\MFp) as follows. It is (Ql ⊗ (−)) the direct limit of the morphism

∑
g∈(OF /lkOF )×

(gθ̃)⊗ (Nm−1
F/Q(g)vk)

∣∣∣∣∣∣
(α,∂)

→
∑

g∈(OF /lkOF )×

(gλ1θ̃)⊗ (Nm−1
F/Q(g)vk)

∣∣∣∣∣∣
(α1,∂1)
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For a fixed θ and the corresponding minimal N as above, we can iterate the process
and obtain a basis for the stalk of the sheaf at Fm

i (θ|(α,∂)) for m < N . Note that
by the choice of N , Fm

i (θ|(α,∂)) are all different for m < N . When m = N , we have
FN
i (θ|(α,∂)) = θ|(α,∂), and

∑
g∈(OF /lkOF )×

(gθ̃)⊗ (Nm−1
F/Q(g)vk)

FN
i−→

∑
g∈(OF /lkOF )×

(gλ1 · · ·λN θ̃)⊗ (Nm−1
F/Q(g)vk)

= NmF/Q(λ1 · · ·λN)
∑

g∈(OF /lkOF )×

(gθ̃)⊗ (Nm−1
F/Q(g)vk)

This tells us that with the basis we have chosen, Fi has a block of the form

NmF/Q(λ1 · · ·λN)
1

1
. . .

1


This is a matrix expression of a morphism between free Z/lkZ-modules, taking the
inverse limit over k and tensor with Ql, we have the same matrix (partial expression)
for the desired morphism FV → Fi∗FV . Now from the equation (4.9) and αN = α,
we have

ξNα = (ϵ1 · · · ϵN)α(λ1 · · ·λN)

with (ϵ1 · · · ϵN) ∈ (OF ⊗ Z(p))×+ and λ1 · · ·λN ∈ (OF ⊗ Ẑp)×. Hence

λ1 · · ·λN = ξN(ϵ1 · · · ϵN)−1

and
NmF/Q(λ1 · · ·λN) = NmF/Q(cN) = pN

It is easy to compute that the characteristic polynomial of the matrix

pN

1
1

. . .
1


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is xN − pN , hence the eigenvalues are of the form pζ iN with ζN a primitive N -th root
of unity. Therefore, they are Weil numbers with absolute value p. Since every block is
of the above form, we see that the eigenvalues are all of absolute value p. If we base
change everything to F̄p, then the above computation computes the eigenvalues of the
partial Frobenius Fi on H∗(M ∗

F̄p
\MF̄p

,FV ), which we see are all of absolute value p.
Then from (l-adic realization of) equation (4.8), we have that w≥kw≤kRnj∗Ql is a sum
of i∗FV if k > 0, hence the partial Frobenius acts on

H∗(M ∗
F̄p
, w≥kw≤kRj∗Ql)

with eigenvalues of absolute value p, if k > 0.
To summarize, we have proven the following proposition.

Proposition 4.3.2. The partial Frobenius Fi acts on the spectral sequence (4.1) by
proposition 2.2.5. More precisely, by proposition 2.2.5, Fi acts on the special fiber
variant of (l-adic realization of) the spectral sequence (4.1)

Ep,q
1 = Hp+q(M ∗

F̄p
, w≥−pw≤−pRj∗Ql)⇒ Hp+q(MF̄p

,Ql)

which is (at least up to convergence) isomorphic to the Hodge module realization of
(4.1) by theorem 2.2.3 and choice of p. If p < 0, Fi acts on Ep,q

1 with eigenvalues of
absolute value p, hence of partial Frobenius weights (2, · · · , 2).

On the other hand, the Hodge module realization of (4.1) have HEp,q
1 = Hp+q(M ∗(C), w≥−pw≤−pRj∗C),

which is a sum of Hp+q(M ∗(C) \M (C),FV ) if p < 0, hence of plectic Hodge type
(1, · · · , 1; 1, · · · , 1) (sum of C(−1)⊗d, the (−d)-th power of Tate structure). These are
of plectic weight (2, · · · , 2), and the above computation shows that under the comparison,
the partial Frobenius weights is the same as the plectic Hodge weights.

Remark 4.3.3. It is possible to avoid the comparison theorem 2.2.3 in the special case
of Hilbert modular varieties. We have observed that the spectral sequence (4.1) induces
(shifts of) the weight filtration on the open cohomology. Therefore the comparison
automatically holds. To spell this out, we note that the identification with the weight
filtration gives a motivic meaning of the filtration induced by (4.1), namely, we can find
a smooth projective compactification with smooth normal crossing boundary divisors,
and the filtration can be expressed in terms of the cohomology of the natural strata. Then
the comparison is reduced to the standard comparison between different cohomology
theories.
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Note that in general the filtration induced by the spectral sequence in theoerem 2.2.1
is not the weight filtration. However, in some sense, it detects the non-trivial extensions
of the weight filtration.

We have computed the partial Frobenius on Ep,q
1 for p < 0, and checked the partial

Frobenius weights is the same as the plectic Hodge weights. It remains to do the same
for the remaining E0,q

1 = IHq(M ∗
F̄p
,Ql).

We note that the Hecke algebra decomposes the cohomology into

IH∗(M ∗
F̄p
,Ql) = IH∗(M ∗

F̄p
,Ql)cusp ⊕ IH∗(M ∗

F̄p
,Ql)rest

where IH∗(M ∗
F̄p
,Ql)cusp is the subspace on which the Hecke algebra acts with the same

type as some cuspidal automorphic representations. Similarly, IH∗(M ∗
F̄p
,Ql)rest is the

subspace on which the Hecke algebra acts as a discrete but non-cuspidal automorphic
representation.

Note that the corresponding representation is cohomological and we can clas-
sify them. The cuspidal part corresponds to holomorphic Hilbert modualr forms of
weight (2, · · · , 2), and the discrete non-cuspidal part corresponds to one-dimensional
representations.

We first compute the cuspidal part. We have

IH∗(M ∗
F̄p
,Ql)cusp = ⊕

f
IH∗(M ∗

F̄p
,Ql)f

where f ranges over holomorphic Hilbert modualr forms of weight (2, · · · , 2), see [24]
chapter 3 for example. It is well-known from the (g,K)-cohomology computations that
IH∗(M ∗

F̄p
,Ql)f is concentrated in degree d, and (its complex variant) has plectic Hodge

type ((1, 0)⊕ (0, 1))⊗d, hence of plectic weight (1, · · · , 1). We want to check that the
partial Frobenius weights are again of the same weight, namely, the eigenvalues of the
partial Frobenius Fi on IH∗(M ∗

F̄p
,Ql)f have absolute value p 1

2 .
Recall that Nekovář have proved in [5] that the partial Frobenius satisfies an

Eichler-Shimura relation. In the Hilbert modular case, it is

F 2
i − (Ti/Si)Fi + p/Si = 0

where Ti, Si are standard Hecke operators of the Hecke algebra of ResF/QGL2 at Qp,
i.e.

Ti, Si ∈ H(ResF/QGL2(Qp)//ResF/QGL2(Zp),Z) = ⊗iH(GL2(Qp)//GL2(Zp),Z)
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indexed by {pi}, see [5] A6. The upshot is that this shows that the eigenvalues of the
partial Frobenius Fi on IH∗(M ∗

F̄p
,Ql)f is the same as the eigenvalues of the (geometric)

Frobenius Frobpi
on the representation ρ∨f (−1), where ρf : Gal(Q̄/F )→ GL2(Ql) is

the Galois representation associated to the Hilbert modular form f . We know from [8]
that the Galois representation ρf is pure of weight 1, so is ρ∨f (−1), proving that the
eigenvalues of the partial Frobenius Fi on IH∗(M ∗

F̄p
,Ql)f have absolute value p 1

2 .
Finally, we deal with IH∗(M ∗

F̄p
,Ql)rest. It is known that it is concentrated in even

degrees, and

IH2k(M ∗
F̄p
,Ql)rest =

k∧
(IH0(M ∗

F̄p
,Ql)rest ⊕ IH2(M ∗

F̄p
,Ql)rest)

The same holds for the complex variant ([24] chapter 3), thus it is enough to concentrate
on IH2(M ∗

F̄p
,Ql)rest. If we look at a connected component M ∗

F̄p,o
of M ∗

F̄p
, we have

IH2(M ∗
F̄p,o

,Ql)rest = ⊕
i
Ql · c1(Li)(−1)

where Li is a line bundle on MF̄p,o to be defined below, and the equality is inter-
preted as c1(Li)(−1) ∈ H2(MF̄p,o,Ql) lying in the image of the natural embedding
IH2(M ∗

F̄p,o
,Ql)rest ↪→ H2(MF̄p,o,Ql). Let p : A → MFp,o be the universal abelian

scheme over MFp,o, then Lie∨A/MFp,o
is a coherent sheaf of projective OF ⊗Z Fp-module

with rank 1. By the choice of p, we have OF ⊗Z Fp = ∏
i
Fp parametrized by {pi}, hence

Lie∨A/MFp,o
= ⊕

i
Li

where Li := eiLie
∨
A/MFp,o

and ei is the idempotent of ∏
i
Fp corresponding to the i-th

factor. Another way to characterize Li is to note that

Lie∨A/MFp,o
= Lie∨A[p]/MFp,o

= ⊕
i
Lie∨A[pi]/MFp,o

and
Li = Lie∨A[pi]/MFp,o

Now by definition of the partial Frobenius Fi, we have a Cartesian diagram

A(pi) : A/(Ker(F )[pi]) A

MFp,o MFp,o′

p

Fi
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with a possibly different connected component MFp,o′ . By abuse of the notation, we
use the same A to denote the universal abelian scheme on MFp,o′ , and similarly for Li.
The diagram tells us that

F ∗i (Li) = ejLieA(pi)/MFp,o
= LieA(pi)[pj ]/MFp,o

If j ̸= i, then clearly A(pi)[pj] = A[pj], hence

F ∗i (Lj) = LieA[pj ]/MFp,o
= Lj

If j = i, then A(pi)[pi] = A(p)[pi], where A(p) := A/Ker(F ) as usual, hence

F ∗i (Li) = LieA(p)[pi]/MFp,o
= eiLieA(p)/MFp,o

= eiFrob
∗LieA/MFp,o

= eiFrob
∗(⊕

j
Lj) = ei(⊕

j
Frob∗Lj) = ei(⊕

j
L⊗pj ) = L⊗pi

where Frob : MFp,o →MFp,o is the absolute Frobenius, and we use that Frob∗L ∼= L⊗p

for any line bundle L (by looking at the transition function of L).
Now we have proved that

F ∗i (c1(Lj)) = c1(F ∗i Lj) =

c1(Lj) j ̸= i,

pc1(Li) j = i

Taking into the subtlety of the connected components, we see that

IH2(M ∗
F̄p
,Ql)rest = ⊕

i
Wi

where Wi is the subspace generated by c1(Li)(−1) on each connected component. Then
with the modification introduced by base changing to algebraic closure and the Tate
twist, Fi acts on Wi with blocks of the form

p

p

p
. . .

p


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hence have eigenvalues pζ for ζ some roots of unity. If j ̸= i, Fi acts on Wj with blocks
of the form 

1
1

1
. . .

1


which have eigenvalues roots of unity. This proves that Wi have partial Frobenius
weights (0, · · · , 0, 2, 0, · · · 0) with 2 at the i-th position.

On the other hand, the same process gives line bundles Li on MC, where we use
that Lie∨A/MC

is a sheaf of projective OF ⊗Z C = ∏
i
C-modules, which are indexed

by archimedean places of F . The Li can be further characterized by its transition
functions, i.e. its sections corresponds to holomorphic Hilbert modular forms of
weight (0, · · · , 0, 2, 0, · · · 0) with 2 at the i-th position. In the comparison between
Betti cohomology and l-adic cohomology of the special fiber at p, we implicitly fix an
isomorphism Qp

∼= C, which induces an identification between archimedean places and
p-adic places of F . Thus we can compare the Li in two different cases, the corresponding
Wi ⊂ IH2(M ∗(C),C) generated by c1(Li) is easily seen to be of plectic Hodge type

(0, · · · , 0, 1, 0, · · · 0; 0, · · · , 0, 1, 0, · · · 0)

with both 1s in the i-th position (c1(Li) is represented by dzi ∧ dz̄i with (zk)k ∈ Hd).
Thus Wi have plectic weight (0, · · · , 0, 2, 0, · · · 0) with 2 at the i-th position, which is
compatible with the partial Frobenius weights.

To summarize, we have proved the following theorem.

Theorem 4.3.4. The partial Frobenius Fi acts on the special fiber variant of (l-adic
realization of) the spectral sequence (4.1)

Ep,q
1 = Hp+q(M ∗

F̄p
, w≥−pw≤−pRj∗Ql)⇒ Hp+q(MF̄p

,Ql)

by proposition 2.2.5, which is (at least up to convergence) isomorphic to the Hodge
module realization of (4.1) by theorem 2.2.3 and choice of p. The Hodge module spectral
sequence exhibits plectic Hodge structures on the graded pieces of the filtration induecd
by (4.1) through (g, K)-cohomology, and the partial Frobenius weights are compatible
with the exhibited plectic Hodge weights on each graded pieces.
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Corollary 4.3.5. (Plectic weight filtration) There is a natural increasing Zd-filtration
Wa (defined over C) on H∗(M (C),C) with a = (a1, · · · , ad) ∈ Zd, defined by

Wa =
⊕

|βi|=p
ki
2

ki≤ai

V(β1,··· ,βd)

where V(β1,··· ,βd) is the generalized eigenspace of Fi with eigenvalue βi for all i. The action
of Fi on H∗(M (C),C) is through the natural comparison isomorphism H∗(M (C),C) ∼=
ı∗H

∗(MF̄p
,Ql) for some fixed isomorphism ı : Ql

∼= C.
The filtration is plectic in the sense that there is a natural plectic Hodge structure

on GrWa with plectic weight a.

Remark 4.3.6. We have seen that the graded pieces of the constructed plectic weight
filtration are motivic, so are independent of the choice of p. However, the filtration
might still depend on p a priori. We leave the proof of independence of p to future
work.





Chapter 5

Toroidal compactifications and the
partial Frobenius

5.1 Polarized degeneration data

We begin by recalling the degeneration data of abelian schemes introduced by Faltings-
Chai and refined by Kaiwen Lan. It is (almost) a collection of linear algebra objects
that characterizes the degeneration of abelian varieties into semi-abelian varieties. It is
relatively straightforward to find the parametrization space of the degeneration data,
which constitutes the base of a universal degenerating abelian scheme. These are used
to glue with the PEL Shimura varieties to form toroidal compactifications. We follow
the notations of [6] closely, see also [25] for a minimal summary of definitions.

Let R be a Noetherian normal domain complete with respect to an ideal I, with√
I = I. Let S := Spec(R), K := Frac(R), η := Spec(K) and Sfor := Spf(R, I).

5.1.1 Definitions and the theorem

Definition 5.1.1. The category DEGpol(R, I) has objects (G, λη), where
(1) G is an semi-abelian scheme over S, i.e. a commutative group scheme over S

with geometric fibers extensions of abelian varieties by torus, such that the generic fiber
Gη is an abelian variety, and such that G0 := G×S S0 is globally an extension

0 −→ T0 −→ G0 −→ A0 −→ 0

where T0 is an isotrivial torus over S0, i.e. T0 becomes split over a finite étale cover of
S0, and A0 is an abelian scheme over S0.
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(2) λη : Gη → G∨η is a polarization of Gη.

The morphisms in the category are isomorphisms of group schemes over S which
respect the polarizations on the generic fibers.

Elements of DEGpol(R, I) are called degenerating abelian schemes. We will see that
they are equivalent to certain datum that is more linear algebraic in nature, called
degeneration data, to be defined as follows.

Definition 5.1.2. The category of degeneration data DDpol(R, I) has objects

(A, λA, X, Y , ϕ, c, c∨, τ)

where
(1) A is an abelian scheme over S, and λA : A→ A∨ is a polarization.
(2) X and Y are étale sheaves of free commutative groups of the same rank,

which can be viewed as étale group schemes over S, and ϕ : Y ↪→ X is an injective
homomorphism with finite cokernel.

(3) c and c∨ are homomorphisms

c : X −→ A∨

c∨ : Y −→ A

such that
λA ◦ c∨ = c ◦ ϕ

(4) τ is a trivialization

τ : 1Y×SX,η
∼−→ (c∨ × c)∗P⊗−1

A,η

of the biextension (c∨ × c)∗P⊗−1
A,η over the étale group scheme (Y ×S X)η such that

(IdY × ϕ)∗τ is symmetric, where PA is the Poincare line bundle on A ×S A∨, and
1Y×SX is the structure sheaf of Y ×S X. See [6] 3.2.1.1 for the precise definition of
biextension, τ being a trivialization of biextensions essentially means that τ is bilinear
in a (the only) reasonable sense, and symmetric means the bilinear form is symmetric.

Moreover, τ is required to satisfy a positivity condition as follows. Taking a finite
étale base change of S if necessary, we assume that X and Y are constant with values
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X and Y . For each y ∈ Y , the isomorphism

τ(y, ϕ(y)) : OS,η ∼−→ (c∨(y)× c ◦ ϕ(y))∗P⊗−1
A,η

over the generic fiber extends to a section

τ(y, ϕ(y)) : OS −→ (c∨(y)× c ◦ ϕ(y))∗P⊗−1
A

over S, which we still denote by τ(y, ϕ(y)). Moreover, for each y ̸= 0, the induced
morphism

(c∨(y)× c ◦ ϕ(y))∗PA −→ OS

factors through I, where I is the subsheaf of OS corresponding to the ideal I ⊂ R.
The morphims in the category are defined to be isomorphisms (of A, X and Y )

over S respecting all the structures.

Now we can state the first key result.

Theorem 5.1.3. (Faltings-Chai) There is a functor

Fpol(R, I) : DEGpol(R, I) −→ DDpol(R, I)

which induces an equivalence of categories.

Remark 5.1.4. The inverse functor DDpol(R, I) −→ DEGpol(R, I) is called the Mum-
ford quotient construction. We will not describe that in detail.

Remark 5.1.5. There are a few variants of the categories DEGpol(R, I) and DDpol(R, I).
For example, we can forget about the polarization λη, or we can rigidify the situation
by replacing the polarization by an ample line bundle. The equivalence of categories as
in the theorem extends to these variants. This explains why we include the lower index
pol in the notations.

5.1.2 Motivations

Now we explain the construction of Fpol. Essentially, it is to associate linear algebra
data to degenerating abelian varieties that also characterizes it, and a basic model for
this kind of construction is to write a complex abelian variety as Cn/Γ. However, this
is a highly transcendental construction, and it is not obvious how to proceed in our
algebraic setting.
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The basic idea is to use the Fourier coefficients of theta functions to detect the
periods of abelian varieties. More precisely, recall that an abelian variety A over C has
the universal covering Cn, and it can be written as A = Cn/Γ for some period lattice
Γ ⊂ Cn. A choice of an ample line bundle L on A gives a positive definite Hermitian
form on Cn whose imaginary part E takes integer values on Γ, and a map α : Γ→ C×

such that α(x+ y) = α(x)α(y) exp (πiE(x, y)) . Then the theta functions are sections
of L, and an element s ∈ Γ(A,L) is equivalent to a holomorphic function f : Cn → C
such that

f(z + γ) = f(z)α(γ) exp (1
2πH(γ, γ) + πH(γ, z)) (5.1)

for z ∈ Cn, γ ∈ Γ.
Now we can find a rank n sub-lattice U ⊂ Γ isotropic with respect to E, such that

f(z) = exp (l(z) +B(z, z))
∑

χ∈Hom(U,Z)
cχ exp (2πiχ(z))

for some linear form l : Cn → C, and complex bilinear form B : Cn × Cn → C which
depends only on L, and is independent of the section s, see the first chapter of [26]
for details. Hence f is essentially a function on Cn/U

exp∼= C×,n. Note that Hom(U,Z)
can be identified with the character group X := X(C×,n) of the algebraic torus C×,n,
and if we write q := exp (2πiz) ∈ Cn,×, then exp (2πiχ(z)) = χ(q) under the above
identification. Now the essential part of f has a Fourier expansion

∑
χ∈X

cχχ(q)

for q ∈ C×,n. This expression has a potential to be algebraic. The universal cover Cn

of A is very transcendental, but it seems that the intermediate quotient Cn/U ∼= C×,n

subsumes all the transcendental part through the exponential map, and the factorization
C×,n → A is "algebraic" in nature. Moreover, since the theta functions define a
projective embedding of A (assume that L is very ample), they determine A completely,
and in particular the multiplicative periods Y := Γ/U ⊂ C×,n. Further, the theta
functions are determined by the Fourier coefficients cχ, hence in principle we can read
off the multiplicative periods from cχ.

We can make more explicit the procedure to detect the multiplicative periods from
cχ. Note that the functional equation (5.1) gives the relation (for γ ∈ Γ)

cχ = α(γ) · exp (−l(γ)) · exp (−2πiχ(γ)) · cχ+ϕ(γ)
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where ϕ : Y → X is the homomorphism determined by the polarization E, namely for
y ∈ Γ and x ∈ U , E(y, x) = ϕ(y)(x) under the identification X ∼= Hom(U,Z) (U is
isotropic with respect to E, so it descends to a map on Y = Γ/U). Rewriting it in our
new multiplicative notation, we have

cχ+ϕ(γ) = χ(ı(γ))a(γ)cχ

where ı : Y ↪→ Cn,× is the inclusion of the multiplicative periods, and a : Y → C× is a
function depending on the line bundle L. The desired multiplicative periods are then
manifested through the ratio between cχ and cχ+ϕ(y).

Further, we note that we can give a more direct characterization of the multiplicative
periods Y , which is useful when we algebraize the above procedure. Recall that
Hom(Y,Z) is canonically the multiplicative periods of the dual abelian variety A∨,
so Y is naturally the character group of the multiplicative periods of A∨, which is
identified with the character group of the associated algebraic torus of A∨.

To summarize, for χ ∈ X, the linear maps

cχ : Γ(A,L)→ C

defined by the Fourier coefficients detect the multiplicative periods Y ⊂ C×,n of A,
where Y can be naturally identified with the character group of the algebraic torus
associated to the dual abelian variety A∨. More explicitly, the relations

cχ+ϕ(γ) = b(γ, χ)a(γ)cχ

characterize a bilinear pairing

b(·, ·) : Y ×X → C×

such that b(·, ϕ(·)) is symmetric, and the multiplicative periods ı : Y ↪→ Cn,× is
determined by the pairing through b(χ, γ) = χ(ı(γ)). This is the principle that we aim
to algebraize and considerably generalize.

5.1.3 Equivalent formulation of polarized degeneration data

Before giving the detailed construction of Fpol(R, I), we first explain the meaning of
the tuple in the degeneration data.
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First, the étale sheaf X and Y can be viewed as the character groups of torus T
and T∨ over S, and the homomorphisms c and c∨ are equivalent to extensions

0 −→ T −→ G♮ −→ A −→ 0

0 −→ T∨ −→ G∨,♮ −→ A∨ −→ 0

of commutative group schemes over S. Passing to a finite étale cover of S if necessary,
we can assume that T is split, hence X is constant with value X. We view G♮ as a
T -torsor over A, then as G♮ is relative affine over A, we have

G♮ ∼= Spec
OA

(OG♮) ∼= Spec
OA

( ⊕
χ∈X

Oχ) (5.2)

where Oχ := c(χ) ∈ Pic0(A/S) is the eigensheaf of OG♮ with weight χ under the action
of T . Equivalently, Oχ is the Gm-torsor (viewed as a line bundle) G♮ ×T,χ Gm, i.e. the
pushout of 0→ T → G♮ → A→ 0 along χ : T → Gm. This explains the identification
of c with the first extension, and similar for c∨.

Note that c being a group homomorphism equips ⊕
χ∈X

Oχ with an OA-algebra

structure. Further, the T -torsor G♮ being a group scheme is equivalent to c taking values
in Pic0(A), which is a consequence of the characterizing property m∗AL ∼= pr∗1L⊗pr∗2L
of L ∈ Pic0(A/S).

Next, the homomorphisms ϕ and λA such that

λA ◦ c∨ = c ◦ ϕ

are equivalent to a homomorphism

λ : G♮ −→ G♮,∨

of group schemes over S that induces a polarization λA on A. Note that a homomor-
phism λ induces a homomorphism of the extensions

0 T G♮ A 0

0 T∨ G♮,∨ A∨ 0

λT λ λA



5.1 Polarized degeneration data 65

since there is no non-trivial homomorphism from a torus to an abelian variety. Then λA
is the induced map on A, and ϕ is the map on characters induced by λT . The relation
λA ◦ c∨ = c ◦ ϕ is forced by (and equivalent to) the above commutative diagram.

Lastly and most importantly, the trivialization

τ : 1Y×SX,η
∼−→ (c∨ × c)∗P⊗−1

A,η

of the biextension (c∨ × c)∗P⊗−1
A,η is equivalent to a group homomorphism

ı : Y η −→ G♮
η

that lifts c∨ over the generic fiber, i.e. c∨η factorizes as

c∨η : Y η
ı−→ G♮

η −→ Aη.

Again, we can assume that both X and Y are constant with values X and Y , and the
general case is by étale descent. Then τ is a collection of sections {τ(y, χ)}y∈Y,χ∈X of
the line bundles PA(c∨(y), c(χ))⊗−1

η on the generic fiber of S for each y ∈ Y, χ ∈ X,
satisfying bimultiplicative conditions from the biextension structures. Now

PA(c∨(y), c(χ))⊗−1
η = (c∨(y)∗ ◦ (idA × c(χ))∗P⊗−1

A )η = (c∨(y)∗O⊗−1
χ )η

by the definition of Oχ, hence τ(y, χ) is a morphism

τ(y, χ) : Oχ(c∨(y))η −→ OS,η.

Together with (5.2), we have

c∨(y)∗OG♮,η = c∨(y)∗( ⊕
χ∈X

Oχ)

∑
χ

τ(y,χ)

−→ OS,η

which is a morphism of OS,η-algebras by the bimultiplicativity of τ (more precisely,
being an algebra morphism is equivalent to the multiplicativity of the second variable
of τ). Since G♮ ∼= Spec

OA
(OG♮) is relative affine over A, the algebra morphism is the
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same as a morphism of ı(y) : η → G♮
η of schemes over A, i.e.

η G♮
η

Aη

ı(y)

c∨(y)η

Taking all y ∈ Y together, we obtain the desired morphism

ı : Yη → G♮
η

of schemes over Aη. It can be shown that ı being a group scheme homomorphism is
equivalent to the multiplicativity of the first variable of τ .

In summary, the degeneration data is essentially a commutative group scheme
G♮ being an extension of an abelian scheme by a torus over S, a period morphism
ı : Yη → G♮

η over the generic fiber, and some data specifying the polarization. We view
G♮ as a "universal cover", and ı as the period lattice, parallel to the classical complex
case Y ⊂ C×,n. Recall that in the definition of degeneration data, τ has to satisfy the
symmetry and positivity condition, which after translated to the setting ı : Yη → G♮

η,
is the analogue of the positivity and anti-symmetry of the polarization form E in the
classical setting.

Remark 5.1.6. In the classical complex setting, the existence of E controls the position
of the period lattice, and the positivity is the key (equivalent) to finding enough theta
functions with respect to the period lattice to embed the quotient complex torus into
a projective space. A similar role is played by the conditions on τ . Indeed, given
ı : Yη → G♮

η together with polarization data, to construct the quotient "G♮/Yη" is a
highly non-trivial procedure called Mumford construction as mentioned in remark 5.1.4.
The positivity condition of τ is a key ingredient in the construction, the underlying
reason seems still to be that the positivity ensures enough theta functions to define a
projective embedding.

5.1.4 The construction of Fpol

Now we can explain the construction of Fpol in the theorem. The first step is to
functorially associate a “universal cover" of G over S, and this will be called the
Raynaud extension.
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We take the formal completion Gfor of G along the ideal I, which is a formal scheme
over Sfor := Spf(R, I). Since the special fiber G0 := G ×S S0 is an extension of an
abelian scheme by a torus and torus can be uniquely lifted infinitesimally, we see that
Gfor is an extension

0→ Tfor → Gfor → Afor → 0

where Tfor is a formal torus and Afor is a formal abelian variety. There is an ample
cubical (see [6] 3.2.2.7 for definition) invertible sheaf on G whose formal completion
descends to an ample sheaf on Afor, then Grothendieck existence theorem implies that
Afor is algebrizable, i.e. Afor is the formal completion of an abelian scheme A over
S. Note that the existence of an ample invertible sheaf on G is a difficult theorem
of Grothendieck, where the key ingredient is that the base S is normal. Now we
know that Tfor is also algebrizable, whose algebrization we denote by T . Then the
morphism X(Tfor) → A∨for corresponding to the extension Gfor also algebraizes to a
unique morphism X(T )→ A∨ because the formal completion of proper schemes is a
fully faithful functor. The morphism corresponds to the Raynaud extension

0→ T → G♮ → A→ 0

over S.
Now we look at the dual semi-abelian schemes. Since the generic fiber Gη is an

abelian variety, the dual abelian variety G∨η is well-defined, and the problem is whether
we can extend it naturally to a semi-abelian scheme over S. The hard fact is that
the closure in G of the finite group scheme Ker(λη) ⊂ Gη is a quasi-finite flat group
scheme Ker(λη) over S, and the quotient G/Ker(λη) is the desired extension of G∨η ,
which we denote by G∨. The semi-abelian extension to S is unique, so G∨ is uniquely
defined. Moreover, the polarization λη : Gη → G∨η extends to a homomorphism

λS : G −→ G∨

over S.
We can apply the previous argument to G∨ and obtain the Raynaud extension

0→ T∨ → G∨,♮ → A∨ → 0
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It can be shown that the abelian part of G∨,♮ is naturally identified with the dual
abelian variety of A, explaining the notation. The morphism λS induces the morphisms

0 T G♮ A 0

0 T∨ G♮,∨ A∨ 0

λT λ λA

where we can show that λA is a polarization. By what we have observed, these objects
are equivalent to

(A, λA, X, Y , ϕ, c, c∨)

in the degeneration data. Hence we have constructed the first seven objects in
Fpol((G, λη)).

It remains to construct τ out of (G, λη). We have seen that τ essentially corresponds
to the periods ı : Yη ↪→ G♮

η in the "universal cover" G♮
η, and "G = G♮/Yη" as in the

classical case. In particular, as the intuition suggests, τ is determined by G and is
independent of the polarization or ample invertible sheaves used in the construction.
Our strategy is to use theta functions to extract the periods, as explained in the
motivation part. Indeed, τ is essentially the analog of the bilinear form b(·, ·) that
appears in the functional equations of Fourier coefficients of theta functions in the
complex case.

Now we begin to construct τ , following the strategy described in the classical case.
Without loss of generality, we assume that X and Y are constant with values X and Y .
We choose a cubical ample invertible sheaf L on G, then we can show that its formal
completion extends to a cubical ample line bundle L♮ on G♮. We introduce notations
for the maps in the extension by the diagram

0→ T
i→ G♮ π→ A→ 0

then we can choose a cubical trivialization i∗L♮ ∼= OT , which forces L♮ to descend to an
ample invertible sheaf M on A, i.e. π∗M∼= L♮. Further, we assume that Lη induces
the polarization λη on Gη. We can achieve this by possibly replacing λη with λLη , the
construction of τ will not depend on the choice of λη or L.

We know that G♮ ∼= Spec
OA

( ⊕
χ∈X

Oχ) as in (5.2), which implies that

π∗L♮ ∼= ⊕
χ∈X
Mχ
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where Mχ :=M⊗OA
Oχ. Then by the relative affineness of G♮,

Γ(G♮,L♮) = Γ(A, π∗L♮) = ⊕
χ∈X

Γ(A,Mχ)

this is also true if we base change to Si := Spec(R/I i), which forms a compatible
system, hence

Γ(G♮
for,L

♮
for) ∼= ⊕̂

χ∈X
Γ(A,Mχ)

where the completion is with respect to the I-adic topology. Now by the definition
of the Raynaud extension, we have that G and G♮ have the same formal completion
along I, i.e. G♮

for
∼= Gfor. The canonical pullback map Γ(G,L)→ Γ(Gfor,Lfor) becomes

Γ(G,L)→ Γ(Gfor,Lfor) ∼= Γ(G♮
for,L

♮
for) ∼= ⊕̂

χ∈X
Γ(A,Mχ)

and projecting to the χ-th component we obtain

Γ(G,L) −→ Γ(A,Mχ).

Tensoring both sides with K := Frac(R), we obtain

σχ : Γ(Gη,Lη) −→ Γ(Aη,Mχ,η)

by flat base change, which are the Fourier coefficients of theta functions with respect
to L.

Now as in the classical case, we aim to find the functional equation of σχ and
read off the sought-after τ from it. Let y ∈ Y , and Tc∨(y) : A → A the translation
by the point c∨(y), then the equation λA ◦ c∨ = c ◦ ϕ applied to y translates into an
isomorphism

T ∗c∨(y)Mχ
∼=Mχ+ϕ(y) ⊗RMχ(c∨(y))

(using rigidified line bundles to represent elements of A∨, and elements of A∨ are
characterized by the identity T ∗xL ∼= L). This provides us with the natural map

T ∗c∨(y) ◦ σχ : Γ(Gη,Lη)→ Γ(Aη, T ∗c∨(y)Mχ,η) ∼= Γ(Aη,Mχ+ϕ(y),η)⊗KMχ(c∨(y))η.

On the other hand, we have the map

σχ+ϕ(y) : Γ(Gη,Lη) −→ Γ(Aη,Mχ+ϕ(y),η).
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The functional equation we are searching for is

σχ+ϕ(y) = ψ(y)τ(y, χ)T ∗c∨(y) ◦ σχ (5.3)

where
ψ(y) :M(c∨(y))η ∼→ OS,η

is a trivialization of the fiber of M at c∨(y), and

τ(y, χ) : Oχ(c∨(y))η −→ OS,η

is a section of Oχ(c∨(y))⊗−1
η for each y ∈ Y and χ ∈ X, so that ψ(y)τ(y, χ) is a section

of Mχ(c∨(y))⊗−1
η (recall Mχ =M⊗ Oχ).

It is a hard fact that
σχ ̸= 0

for all χ ∈ X, hence τ (and ψ) is uniquely characterized by the functional equation
(5.3). The positivity, bilinearity and symmetry of τ all follow relatively formally from
(5.3) and σχ ̸= 0. Further, τ is independent of the choice of L (ψ depends on L but is
independent of the choice of M).

Equation (5.3) follows formally if we know that σχ+ϕ(y) is proportional to T ∗c∨(y) ◦σχ,
and this is proved using representations of theta groups. Indeed, we can prove that σχ
factors through an equivariant homomorphism between two irreducible representations
with respect to a subgroup of the theta group of L (isomorphic to the theta group
of Mχ which acts naturally on Γ(Aη,Mχ,η)), and similarly for T ∗c∨(y) ◦ σχ. The non-
vanishing of σχ forces that both factorizations are non-zero, so Schur’s lemma gives
the proportionality.

5.2 PEL degeneration data

We want to generalize the polarized degeneration data to include endormorphisms and
level structures, so that they characterize degenerations of PEL abelian schemes. It
turns out that level structures create substantial technical difficulties, which is one
of the main technical contributions of Kaiwen Lan. Following Lan’s presentation,
we separate the data with and without level structures. We use notations from the
previous section, and the notations for PEL datum are as in section 3.1.
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5.2.1 Data without level structures

We begin by defining the degenerating PE abelian varieties.

Definition 5.2.1. The category DEGPE,O(R, I) has objects (G, λ, i) where (G, λ) ∈
DEGpol(R, I), and

i : O → EndS(G)

is a ring homomorphism such that

iη(b)∨ ◦ λη = λη ◦ iη(b∗)

for every b ∈ O, where iη(b)∨ : G∨η → G∨η is the dual of iη(b). The morphisms are
isomorphisms respecting all structures.

Remark 5.2.2. We know that the restriction to the generic fiber is a fully faithful
functor from the category of degenerating abelian varieties to that of abelian varieties,
which implies that λη : Gη → G∨η extends uniquely to a morphism λ : G→ G∨, thus it is
unambiguous to write (G, λ) ∈ DEGpol(R, I). Similarly, we have EndS(G) ∼= Endη(Gη),
so the extra data are determined by their restriction to the generic fiber, and the generic
fiber is a PE abelian variety by O.

Definition 5.2.3. The category DDPE,O(R, I) has objects

(A, λA, iA, X, Y , ϕ, c, c∨, τ)

such that (A, λA, X, Y , ϕ, c, c∨, τ) ∈ DDpol(R, I) and

iA : O → EndS(A)

is a ring homomorphism such that iA(b)∨ ◦ λA = λA ◦ iA(b∗) for every b ∈ O. The data
are required to the additional O-structures in the sense that

(1) X and Y are étale locally constant sheaf of projective O-modules with structure
morphisms iX : O → EndS(X) and iY : O → EndS(Y ). X and Y are required to
be rationally equivalent as sheaves of O ×Z Q-modules. Moreover, ϕ : Y → X is
O-equivariant.

(2) c : X → A∨ and c∨ : Y → A are O-equivariant.
(3) The trivialization τ : 1Y×SX,η

∼−→ (c∨ × c)∗P⊗−1
A,η satisfies

(iY (b)× IdX)∗τ = (IdY × iX(b∗))∗τ
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for all b ∈ O, i.e. τ(by, χ) = τ(y, b∗χ) for y ∈ Y and χ ∈ X if X and Y are constant.
The morphisms are isomorphisms respecting all structures.

The following theorem follows directly from the functoriality of Fpol(R, I).

Theorem 5.2.4. There is an equivalence of categories

FPE,O(R, I) : DEGPE,O(R, I)→ DDPE,O(R, I)

We can strengthen the theorem by adding the Lie algebra condition on both sides.
It is the determinant condition in the definition of PEL moduli problems.

Definition 5.2.5. The category DEGPELie,(L⊗ZR,⟨·,·⟩,h)(R, I) has objects

(G, λ, i) ∈ DEGPE,O(R, I)

such that (Gη, λη, iη) satisfies the determinant condition specified by (L⊗ZR, ⟨·, ·⟩, h), see
[6] 1.3.4.1 for definitions. The morphisms are isomorphisms respecting all structures.

Definition 5.2.6. The category DDPELie,(L⊗ZR,⟨·,·⟩,h)(R, I) has objects

(A, λA, iA, X, Y , ϕ, c, c∨, τ) ∈ DDPE,O(R, I)

such that there exists a totally isotropic embedding

HomR(X ⊗ R,R(1)) ↪→ L⊗ R

of O ⊗ R-modules with image denoted by Z−2,R, where X is the underlying O-module
of X, and such that (Aη, λA,η, iA,η) satisfies the determinant condition determined by
(Z⊥−2,R/Z−2,R, ⟨·, ·⟩, h−1) induced by the embedding. The morphisms are isomorphisms
respecting all the structures.

Theorem 5.2.7. (Lan) There is an equivalence of categories

FPELie,(L⊗ZR,⟨·,·⟩,h)(R, I) :

DEGPELie,(L⊗ZR,⟨·,·⟩,h)(R, I)→ DDPELie,(L⊗ZR,⟨·,·⟩,h)(R, I)
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5.2.2 Data with level structures

We will only work with principal level structures in this thesis. The general level
structures can be taken as orbits of principal level structures, and the modification with
degeneration data is to take the quotient of the data with principal level structures by
certain groups.

We fix an integer n in this section. We assume that the the generic point η =
Spec(K) is defined over Spec(OF0,(□)), where F0 is the reflex field and □ is the set of
all primes not dividing nIbadDiscO/Z[L# : L], see [6] 1.4.1.1 for definitions of these bad
primes. In particular, Spec(OF0,(□)) is the maximal base over which the PEL moduli
variety is smooth. Moreover, we make the technical assumption that the O-action on
L extends to a maximal order in B.

All the morphisms in the category to be defined will be the obvious isomorphisms
preserving all the structures, and we omit the description.

Definition 5.2.8. The category DEGPEL,Mn(R, I) has objects

(G, λ, i, (αn, νn))

where
(G, λ, i) ∈ DEGPELie,(L⊗ZR,⟨·,·⟩,h)(R, I).

Moreover, αn : L/nL ∼→ G[n]η and νn : Z/nZ(1) ∼→ µn,η are isomorphisms such that
they define a level-n structure for Gη in the sense that

(Gη, λη, iη, (αn, νn)) ∈Mn(η)

as in definition 3.1.5.

Definition 5.2.9. The category DDPEL,Mn(R, I) has objects

(A, λA, iA, X, Y , ϕ, c, c∨, τ, [α♮n])

where
(A, λA, iA, X, Y , ϕ, c, c∨, τ) ∈ DDPELie,(L⊗ZR,⟨·,·⟩,h)(R, I)

and
α♮n := (Zn, φ−2,n, (φ−1,n, ν−1,n), φ0,n, δn, cn, c

∨
n , τn)

is the level structure data with objects to be defined as follows:
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(1) Zn is a filtration

0 ⊂ Zn,−2 ⊂ Zn,−1 ⊂ Zn,0 = L/nL

on L/nL, which can be written as the reduction modulo n of a filtration (of O ⊗Z Ẑ□-
modules)

0 ⊂ Z−2 ⊂ Z−1 ⊂ Z0 = L⊗Z Ẑ□

on L⊗ZẐ□ such that Z extends to a filtration ZA□ on L⊗ZA□ which has the property that
it is split (as O⊗Z A□-modules), GrZA□

i is integral for every i, i.e. GrZA□
i = Mi ⊗Z A□

for some torsion-free finitely generated O-module Mi, and ZA□,−2 is the annihilator of
ZA□,−1 under the natural pairing ⟨·, ·⟩A□ on L⊗Z A□.

(2) φ−1,n : GrZn
−1

∼→ A[n]η and ν−1,n : Z/nZ(1) ∼→ µn,η are isomorphisms such that

(Aη, λA,η, iA,η, (φ−1,n, ν−1,n)) ∈Mn(η)

with respect to the PEL datum determined by GrZn
−1,n, which exists because Zn satisfying

the conditions in (1).
(3)

φ−2,n : GrZn
−2

∼→ Homη((X/nX)η, (Z/nZ)(1))

and
φ0,n : GrZn

0
∼→ (Y /nY )η

are isomorphisms which are liftable to some isomorphisms φ−2 : GrZ−2
∼→ Hom(X ⊗Z

Ẑ□, Ẑ□(1)) and φ0 : GrZ0
∼→ Y ⊗Z Ẑ□ over η̄. Moreover, they are required to satisfy the

equation
⟨φ−2,n(·), ϕ ◦ φ0,n(·)⟩can = ⟨·, ·⟩20,n

where ⟨·, ·⟩can : Homη((X/nX)η, (Z/nZ)(1))× (X/nX)η → (Z/nZ)(1) is the canonical
evaluation pairing, and ⟨·, ·⟩20,n : GrZn

−2 ×GrZn
0 → (Z/nZ)(1) is the pairing induced by

⟨·, ·⟩ on L (using that Zn,−2 is the annihilator of Zn,−1).
(4)

δn : ⊕
i
GrZn

i
∼→ L/nL

is a splitting of the filtration Zn, which can be lifted to a splitting δ : ⊕
i
GrZi

∼→ L⊗Z Ẑ□.
(5)

cn : 1
n
Y η → Aη
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and
c∨n : 1

n
Xη → A∨η

are homomorphisms that lifts c and c∨ over η, i.e. cη = cn ◦ (Y η ↪→ 1
n
Y η) and similarly

for c∨. They are required to be compatible with the splitting δn in the sense that

⟨φ−1,n(·), (λA ◦ c∨n − cn ◦ ϕ) ◦ φ0,n(·)⟩A = ν−1,n ◦ ⟨·, ·⟩10,n

where ⟨·, ·⟩A : A[n]η̄ × A∨[n]η̄ → µn,η̄ is the Weil pairing of Aη̄, and

⟨·, ·⟩10,n : GrZn
−1 ×GrZn

0 → (Z/nZ)(1)

is the pairing induced by δn and the natural pairing ⟨·, ·⟩ on L/nL, i.e. ⟨·, ·⟩10,n :=
⟨δn(·), δn(·)⟩ with domain GrZn

−1 ×GrZn
0 . Moreover, they need to satisfy a level-lifting

condition compatible with all the previous lifting, see [6] 5.2.7.8 for the precise descrip-
tion.

(6)
τn : 1 1

n
Y×SX,η

∼−→ (c∨n × cη)∗P⊗−1
A,η

is a lifting of τ in the obvious sense. Similar to (5), it is required to be compatible with
δn in the sense that

d00,n(φ0,n(·), φ0,n(·)) = ν−1,n ◦ ⟨·, ·⟩00,n

where d00,n : 1
n
Y/Y × 1

n
Y/Y → µn,η̄ is defined by

d00,n( 1
n
y,

1
n
y′) := τn( 1

n
y, ϕ(y′))τn( 1

n
y′, ϕ(y))−1

for 1
n
y, 1

n
y′ ∈ 1

n
Y , and ⟨·, ·⟩00,n : GrZn

0 × GrZn
0 → (Z/nZ)(1) is defined by ⟨·, ·⟩00,n :=

⟨δn(·), δn(·)⟩. They again have to satisfy a level-lifting condition, see [6] 5.2.7.8 for
details. Note that we have tacitly used the canonical identification 1

n
Y/Y ∼= Y/nY .

The bracket [α♮n] means the equivalence class of α♮n, see [6] 5.2.7.11 for the definition.
Essentially, taking the equivalence class is to eliminate the choice of the splitting. The
subtlety to define the equivalence is that the complicated relations among the data
are described using splittings, and changing splittings will introduce modifications
into various data. We only remark that the data (Zn, φ−2,n, (φ−1,n, ν−1,n), φ0,n) is
independent of the equivalence class, so the equivalence has effect only on (δn, cn, c∨n , τn).
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Remark 5.2.10. There is redundancy in the above definition, namely, c and c∨ are
determined by cn and c∨n, and the same is true for τ .

Theorem 5.2.11. There is an equivalence of categories

FPEL,Mn(R, I) : DEGPEL,Mn(R, I)→ DDPEL,Mn(R, I).

5.2.3 The construction of FPEL,Mn

We now explain the meaning of the above complicated data and the construction of
FPEL,Mn(R, I).

Without loss of generality, we assume that X and Y are constant with values X
and Y from now on. we have already seen how to associate data that characterize the
degenerating abelian scheme G, together with its PE structures, we now focus on the
level structures. The key point is that Mumford construction tells us that G[n]η is
naturally an extension

0→ G♮[n]η → G[n]η →
1
n
Y/Y → 0

which further justifies the heuristic "G = G♮/Y ". Moreover, G♮ being a global extension
of an abelian variety by an algebraic torus implies that G♮[n]η is also an extension

0→ T [n]η → G♮[n]η → A[n]η → 0

It is clear by naturality that these extensions can be upgraded to extensions in terms
of the Tate modules, i.e. T□Gη := lim←−

(m,□)=1
G[m]η for example.

Now if we are given a level-n structure on the generic fiber, we have an isomorphism
αn : L/nL ∼→ G[n]η together with an isomorphism νn : Z/nZ(1) ∼→ µn,η, which is
compatible with the Weil pairing and liftable to the Tate module. The above two
extensions endows a filtration Zn on L/nL through αn, i.e.

0 ⊂ Zn,−2 ⊂ Zn,−1 ⊂ Zn,0 = L/nL,

such that αn identifies GrZn
−2, GrZn

−1 and GrZn
0 with T [n]η, A[n]η and 1

n
Y/Y respectively.

Note that T [n]η = Hom(X/nX, µn)
νn∼= Hom(X/nX,Z/nZ(1)), and we denote the

corresponding isomorphisms by

φ−2,n : GrZn
−2

∼→ Hom(X/nX, (Z/nZ)(1)),
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φ−1,n : GrZn
−1

∼→ A[n]η

and
φ0,n : GrZn

0
∼→ (Y/nY )η.

This explains where (Zn, φ−2,n, φ−1,n, φ0,n) come from. The respective liftability
conditions in (1), (2) and (3) of definition 5.2.9 corresponds to the liftability of the
level structure αn and the above extensions. That they satisfy the conditions on Weil
pairings in (1), (2) and (3) are general theorems of Grothendieck in SGA 7, where
the above two extensions are interpreted as monodromy filtration. The ν−1,n in the
degeneration data is defined to be νn, which is forced by the Weil pairing condition in
(2) of definition 5.2.9.

We have produced the data (Zn, φ−2,n, (φ−1,n, ν−1,n), φ0,n), which characterizes αn
up to graded pieces. Now we aim to find more data from which we can recover the
complete αn. The idea is to introduce auxiliary data that corresponds to splittings of
the above two extensions, and then take equivalence relations by identifying different
splittings.

First, a splitting of the extension

0→ T [n]η → G♮[n]η → A[n]η → 0

is the same as a section of G♮[n]η → A[n]η, which is equivalent to a subgroup scheme
H of G♮[n]η that is isomorphic to A[n]η through the projection. Let G♮′

η := G♮
η/H, then

the quotient map induces

0 Tη G♮
η Aη 0

0 Tη G♮′
η Aη 0

n

which can be completed into

0 Tη G♮
η Aη 0

0 Tη G♮′
η Aη 0

0 Tη G♮
η Aη 0

n
n

n
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We see that the extension G♮′
η together with the isogeny

0 Tη G♮′
η Aη 0

0 Tη G♮
η Aη 0

n

determines the splitting, hence a splitting of 0 → T [n]η → G♮[n]η → A[n]η → 0 is
equivalent to a diagram as above, which is the same as a lifting cn : 1

n
X → A∨η of

c : X → A∨ over the generic fiber.
Next, we look at the splitting of

0→ G♮[n]η → G[n]η →
1
n
Y/Y → 0

From the Mumford quotient "G = G♮
η/Y ", it is reasonable to expect that a splitting

1
n
Y/Y → G[n]η is equivalent to a lifting

ın : 1
n
Y −→ G♮

η

of the period homomorphism ı : Y → G♮
η, and this can be proved rigorously. The

composition of ın with projection to Aη produces

c∨n : 1
n
Y

ın−→ G♮
η

π−→ Aη

which lifts c∨η because ın lifts ı and c∨η = π ◦ ı. As we have seen before, such a period
homomorphism ın is equivalent to a trivialization of biextensions

τn : 1 1
n
Y×SX,η

∼−→ (c∨n × cη)∗P⊗−1
A,η

that lifts τ .
We have seen that a splitting of the monodromy filtration on G[n]η is equivalent to

the data
(cn, c∨n , τn)

that lifts (cη, c∨η , τ). From the isomorphism αn : L/nL ∼→ G[n]η, the splitting on G[n]η
induces a splitting δn of the filtration Zn on L/nL, and this finishes the construction
of the remaining

(δn, cn, c∨n , τn).
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Note that the liftability condition is clearly satisfied.
To summarize, the data (cn, c∨n , τn) determines a splitting of the monodromy filtra-

tion Wn on G[n]η, i.e. an isomorphism ζn : ⊕
i
GrWn

i
∼→ G[n]η, and the level structure

αn can be recovered as

αn : L/nL δ−1
n−→
∼
⊕
i
GrZn

i

⊕
i
φi,n

−→
∼
⊕
i
GrWn

i

ζn−→
∼

G[n]η (5.4)

which is liftable by the liftability condition on all the intermediate isomorphisms.
The last ingredient is to find characterizing conditions for αn to be compatible with

the Weil pairing. The key is to use the degeneration data to describe the pairing on
⊕
i
GrWn

i induced by the Weil pairing on G[n]η and the isomorphism ζn. This is the most
difficult part of the construction, as well as one of the main technical contributions of
Lan.

We know that the two pairings on GrWn
−2 ×GrWn

0 and GrWn
−1 ×GrWn

−1 are independent
of the splitting since Wn,−2 is the annihilator of Wn,−1, and has been determined by
Grothendieck as we have already remarked. Since the Weil pairing is alternating, the
remaining cases to be determined are GrWn

−1 ×GrWn
0 and GrWn

0 ×GrWn
0 . The result is

as follows, the pairing on GrWn
−1 ×GrWn

0 is given by

GrWn
−1 ×GrWn

0 = A[n]η ×
1
n
Y/Y → µn,η

that sends (a, 1
n
y) to

⟨a, (λA,η ◦ c∨n − cn ◦ ϕ)( 1
n
y)⟩A[n]

where ⟨·, ·⟩A[n] : A[n]η × A∨[n]η → µn,η is the canonical Weil pairing. On the other
hand, the pairing

GrWn
0 ×GrWn

0 = 1
n
Y/Y × 1

n
Y/Y → µn,η

is given by
( 1
n
y1,

1
n
y2) −→ τn( 1

n
y1, ϕ(y2))τn( 1

n
y2, ϕ(y1))−1.

We now transform the pairing from ⊕
i
GrWn

i to L/nL using δn and φi,n, then the
compatibility of αn with the Weil pairing is rephrased in the language of degeneration
data, which is exactly the various pairing conditions in definition 5.2.9.

Lastly, the equivalence is defined by identifying different splittings ζn and δn which
induce the same αn through (5.4). This is easily translated into a statement involving
only degeneration data, see [6] 5.2.7.11 for details. Since ζn is equivalent to (cn, c∨n , τn),
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clearly the equivalence only changes (δn, cn, c∨n , τn). This concludes the construction of
FPEL,Mn(R, I).

5.3 Toroidal compactifications

We now review the construction of toroidal compactifications of PEL Shimura varieties.
This is in some sense the universal base of a degenerating PEL abelian scheme. We have
already seen that degenerating abelian varieties over a Noetherian normal complete
affine base is equivalent to a set of degeneration data. The basic idea of the construction
of toroidal compactifications is to find the moduli space of the degenerating data, and
glue them to the Shimura variety.

More precisely, since the degeneration data characterizes the degenerating abelian
varieties only over a complete base, the moduli space of degeneration data is the
completion of the toroidal compactification along the boundary. To obtain the whole
compactification, it is necessary to algebraize the complete situation, which is a subtle
procedure that we will not review.

Let us start with the construction of moduli space of degeneration data. We first
construct the moduli space of data without the equivalence relation, i.e. we want to
parametrize the tuple

(A, λA, iA, X, Y , ϕ, c, c∨, τ, α♮n)

without bracket on α♮n, where

α♮n := (Zn, φ−2,n, (φ−1,n, ν−1,n), φ0,n, δn, cn, c
∨
n , τn).

The moduli space of the degeneration data will be the quotient of this parametrizion
space by a group action identifying equivalent data. Without loss of generality, we
assume that X and Y are constant with values X and Y as before.

Since (c, c∨, τ) is determined by (cn, c∨n , τn), the data we aim to parametrize is

(Zn, (X, Y, ϕ, φ−2,n, φ0,n), (A, λA, iA, (φ−1,n, ν−1,n)), δn, (cn, c∨n , τn))

where
Φn := (X, Y, ϕ, φ−2,n, φ0,n)

describes the torus part of the degeneration and

(A, λA, iA, (φ−1,n, ν−1,n))
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characterizes the abelian part, both with level structure specified by Zn. Moreover,
(cn, c∨n , τn) contains the information on the extension between abelian and torus part,
the periods, and a splitting of the monodromy filtration, which, together with δn,
determine the level structure on the generic fiber of the degenerating abelian variety.

The data
(Zn, (X, Y, ϕ, φ−2,n, φ0,n), δn)

is discrete in nature, and the equivalence class of the tuple is called the cusp label.
Indeed, two tuples (Zn, (X, Y, ϕ, φ−2,n, φ0,n), δn) and (Z ′n, (X ′, Y ′, ϕ′, φ′−2,n, φ

′
0,n), δ′n)

are defined to be equivalent if Zn = Z ′n, and there exists O-equivariant isomorphisms
γX : X ′ ∼→ X and γy : Y ∼→ Y ′ such that ϕ = γXϕ

′γY , φ′−2,n = γ∨Xφ−2,n and
φ′0,n = γY φ0,n. Note that the equivalence classes is independent of the splitting δn. The
cusp labels are essentially equivalence classes of PEL torus. Following Lan’s notation,
we sometimes abbreviate the notation (Zn,Φn, δn) to (Φn, δn) for simplicity. This is
mostly used in the indexing of various objects.

The abelian part
(A, λA, iA, (φ−1,n, ν−1,n))

is precisely a point of the moduli space of PEL abelian varieties Mn with PEL data
determined by GrZn

−1, which we denote by MZn
n . By abuse of notation, we use A to

denote the universal PEL abelian variety over MZn
n .

Next, the homomorphisms cn and c∨n are parametrized by the group schemes
HomO( 1

n
X,A∨) and HomO( 1

n
Y,A) over MZn

n . Recall that cn and c∨n lifts c and c∨, and
the latter satisfies the relation λA ◦ c∨ = c ◦ ϕ, which is equivalent to (cn, c∨n) lies in the
group scheme

...

CΦn := HomO( 1
n
X,A∨) ×

HomO(Y,A∨)
HomO( 1

n
Y,A)

where the first projection map is cn → cn ◦ ϕ ◦ (Y ↪→ 1
n
Y ), and the second one is

c∨n → λA ◦ c∨n ◦ (Y ↪→ 1
n
Y ).

Further, (cn, c∨n) are required to satisfy the relation

⟨φ−1,n(·), (λA ◦ c∨n − cn ◦ ϕ) ◦ φ0,n(·)⟩A = ν−1,n ◦ ⟨·, ·⟩10,n (5.5)

and we want to find the subspace of the parametrization space cut out by this relation.
Note that the equation

⟨φ−1,n(·), bΦn,δn ◦ φ0,n(·)⟩A = ν−1,n ◦ ⟨·, ·⟩10,n
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defines a liftable homomorphism

bΦn,δn : 1
n
Y/Y −→ A∨[n]

and the relation (5.5) is rewritten as

bΦn,δn = λA ◦ c∨n − cn ◦ ϕ.

Thus the parametrization space we are searching for is the fiber at bΦn,δn of the
homomorphism

∂n :
...

CΦn −→ HomO( 1
n
Y/Y,A∨[n])

that sends (cn, c∨n) to λA ◦ c∨n − cn ◦ ϕ. We denote it by

...

CΦn,bn := ∂−1
n (bΦn,δn).

It can be shown that
...

CΦn,bn is a trivial torsor with respect to a commutative proper
group scheme over MZn

n , but it is not necessarily geometrically connected. However,
the liftability condition on (cn, c∨n) singles out a connected component CΦn,bn of

...

CΦn,bn ,
which is an abelian scheme. Thus we see that the tuple

(Zn, (X, Y, ϕ, φ−2,n, φ0,n), (A, λA, iA, (φ−1,n, ν−1,n)), δn, (cn, c∨n))

is parametrized by ∐
(Zn,Φn,δn)

CΦn,bn

where CΦn,bn is an abelian scheme over MZn
n .

The next step is to include τn into the parametrization space. By construction, we
have two universal homomorphisms (cn, c∨n) over CΦn,bn . There is a map

1
n
Y ×X −→ Pic(CΦn,bn)

defined by ( 1
n
y, χ)→ (c∨n( 1

n
y), cn(χ))∗PA. The linearity and O-equivariance of (cn, c∨n)

implies that it descends to a morphism

Ψn :
...

SΦn := 1
n
Y ⊗Z X/{

y⊗ϕ(y′)−y′⊗ϕ(y)
b 1

n
y⊗χ−( 1

n
y)⊗(b∗χ)} y,y′∈Y

χ∈X,b∈O
−→ Pic(CΦn,bn)
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and such that
⊕

l∈
...
SΦn

Ψn(l)

is an OCΦn,bn
-algebra, hence we have

...

ΞΦn,bn := Spec
OCΦn,bn

( ⊕
l∈

...
SΦn

Ψn(l))

which is a
...

EΦn := Hom(
...

SΦn ,Gm)-torsor. By construction, there is a universal trivial-
ization

τn : 1 1
n
Y×X

∼−→ (c∨n × c)∗P⊗−1
A

over
...

ΞΦn,bn .
Note that

...

EΦn is not necessarily a torus since
...

SΦn can have torsion elements.
However, as explained in [6] 6.2.3.17, the liftability of τn together with the pairing
condition in (6) of definition 5.2.9 cut out a subspace ΞΦn,δn of

...

ΞΦn,bn , which is a

EΦn := Hom(SΦn ,Gm)

-torsor over CΦn,bn where SΦn :=
...

SΦn,free is the free part of
...

SΦn .

Remark 5.3.1. We have seen that the liftability condition restores connectivity in both
CΦn,bn and ΞΦn,δn. This is a subtlety caused by the non-trivial endomorphism structure
O. In particular, it does not appear in the Siegel case treated in Faltings-Chai, where
level-n structure is liftable.

Thus we have seen that the tuple

(Zn, (X, Y, ϕ, φ−2,n, φ0,n), (A, λA, iA, (φ−1,n, ν−1,n)), δn, (cn, c∨n), τn)

is parametrized by ∐
(Zn,Φn,δn)

ΞΦn,δn

where
ΞΦn,δn := Spec

OCΦn,bn

( ⊕
l∈SΦn

Ψn(l))

is a EΦn-torsor over the abelian scheme CΦn,bn defined over MZn
n . This is almost the

parametrization space we are searching for, except that we have not dealt with the
positivity condition on τ (or τn). Indeed, ΞΦn,δn is the moduli space of "degeneration
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data over the the generic fiber", it remains to construct the boundary on which the
data extends and the positivity condition holds universally.

Recall the positivity condition for τ is that the morphism

τ(y, ϕ(y)) : (c∨(y)× c ◦ ϕ(y))∗PA,η −→ OS,η

extends to S for all y ∈ Y and that for y ≠ 0, it factors through the ideal of definition
of S. We have constructed a universal τn over ΞΦn,δn by making (c∨n( 1

n
y), cn(χ))∗PA =

Ψ( 1
n
y ⊗ χ) part of the structure sheaf of the relatively affine scheme ΞΦn,δn over CΦn,bn .

There is a natural way to compactify the EΦn-torsor ΞΦn,δn , namely the toroidal
compactification, which produces directions where τ can extend. However, this is
non-canonical and depends on an auxiliary choice of cone decomposition, since there
are infinitely many potential directions and it is necessary to make a choice.

More precisely, the cocharacters of EΦn is S∨Φn
:= Hom(SΦn ,Z), and the correspond-

ing real vector space (SΦn)∨R can be naturally identified with the space of Hermitian
pairings (|·, ·|) : Y ⊗Z R × Y ⊗Z R → O ⊗Z R. Let PΦn ⊂ (SΦn)∨R be the subset of
positive semidefinite Hermitian pairings with admissible radical, i.e. its radical is the
R-span of some direct summand O-submodule of Y . Let ΣΦn = {σj} be a rational
polyhedral cone decomposition of PΦn , and let σ∨ := {v ∈ SΦn|f(v) ≥ 0,∀f ∈ σ}, then
we have the natural toroidal compactification

ΞΦn,δn,ΣΦn

of ΞΦn,δn , obtained by gluing together the relatively affine toroidal varieties

ΞΦn,δn(σj) := Spec
OCΦn,bn

( ⊕
l∈σ∨

j

Ψn(l)).

Alternatively, we can define ΞΦn,δn,ΣΦn
as ΞΦn,δn ×EΦn EΦn,ΣΦn

, where EΦn,ΣΦn
is the

classical toric variety associated to the cone ΣΦn (viewed as schemes over CΦn,bn).
Note that the toroidal compactification ΞΦn,δn,ΣΦn

has the universal property as
follows. If S is a Noetherian scheme over CΦn,bn with S ⊂ S a dense open subscheme,
and S → ΞΦn,δn is a morphism defined over CΦn,bn , then it extends to a morphism

S −→ ΞΦn,δn,ΣΦn
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over CΦn,bn if and only if for each geometric point x of S, every dominant morphism
Spec(V )→ S centered at x, with V a discrete valuation ring, the associated character

SΦn −→ Z

lies in the closure σ for some σ ∈ ΣΦn (σ depends only on x). The naturally associated
character is defined as follows. Let p : S → CΦn,bn be the structure morphism, then we
have the commutative diagram

η := Spec(Frac(V )) S ΞΦn,δn

Spec(V ) S CΦn,bn

f p

The generic fiber (f ∗p∗Ψn(l))η of the line bundle f ∗p∗Ψn(l) is equipped with a natural
trivialization since it factorizes thorough ΞΦn,δn as the top row of the diagram shows,
while the line bundles Ψn(l) on ΞΦn,δn has a canonical trivialization by construction.
Now under this trivialization, f ∗p∗Ψn(l) is identified with a V -submodule Il of Frac(V ),
we define the desired character SΦn −→ Z by sending l to the lower bound of the
valuation of elements of Il ⊂ Frac(K). In other words, Il = V πml ⊂ Frac(V ) with
π ∈ V the uniformizer and ml ∈ Z, then l is sent to ml.

The universal property follows simply by unravelling the definition of toroidal
embedding. This is important because it is the ultimate origin of the universal
property of toroidal compactifications of Shimura varieties to be discussed below. The
formulation is useful because in the situation we will consider, Il can be directly read
off from the degeneration data of a degenerating abelian variety over V .

We have now constructed the "moduli space" of the tuple

(Zn, (X, Y, ϕ, φ−2,n, φ0,n), (A, λA, iA, (φ−1,n, ν−1,n)), δn, (cn, c∨n , τn))

with a specified direction of degeneration, namely

∐
(Zn,Φn,δn)

ΞΦn,δn,ΣΦn
,

over which there is a universal degeneration data, and we would like to find the
associated degenerating abelian variety. However, the equivalence between degenerating
abelian varieties and degeneration data holds only over a complete base, so the correct
object to consider is the completion of ΞΦn,δn,ΣΦn

along the boundary, which we denote
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by XΦn,δn,ΣΦn
, and there is a universal degenerating abelian variety over XΦn,δn,ΣΦn

.
More precisely, the equivalence between degeneration data and degenerating abelian
varieties are only proved over complete affine base, and ΞΦn,δn,ΣΦn

is not affine in
general. However, the global degeneration data defines degenerating abelian varieties
Zariski locally, and it is not hard to use the functoriality of Mumford’s construction to
glue them together to obtain a global one.

The next step is to quotient out the equivalence relation to find the moduli space
of degeneration data. Recall that the equivalence classes [(Zn,Φn, δn)] are called cusp
labels, which subsumes the ambiguity caused by equivalence classes of α♮n. Further, we
need to take care of the isomorphism classes in the category of degeneration data, and
this is described by the action of the automorphism group. We choose a representative
(Zn,Φn, δn) for each cusp label, then the automorphism group of the chosen label is

ΓΦn := {(γX , γY ) ∈ GLO(X)×GLO(Y )|φ−2,n = γ∨Xφ−2,n, φ0,n = γY φ0,n, ϕ = γXϕγY }

which acts on ΞΦn,δn and PΦn . We choose the cone decomposition ΣΦn to be ΓΦn-
admissible, i.e. γσ ∈ ΣΦn for all γ ∈ ΓΦn and σ ∈ ΣΦn , and the action of ΓΦn on ΣΦn

has finitely many orbits. Under this condition on ΣΦn , the action of ΓΦn extends to
ΞΦn,δn,ΣΦn

, hence also on XΦn,δn,ΣΦn
, and the moduli space of degeneration data is

∐
[(Zn,Φn,δn)]

XΦn,δn,ΣΦn
/ΓΦn

where we choose a representative (Zn,Φn, δn) for each cusp label, and XΦn,δn,ΣΦn
/ΓΦn is

constructed with respect to this choice. The degenerating abelian variety on XΦn,δn,ΣΦn

descends to XΦn,δn,ΣΦn
/ΓΦn if a technical condition on ΣΦn is satisfied, see [6] 6.2.5.25,

which we assume from now on.
Now the degenerating PEL abelian variety over XΦn,δn,ΣΦn

/ΓΦn is a PEL abelian vari-
ety over the generic fiber, hence defining a map from the generic fiber of XΦn,δn,ΣΦn

/ΓΦn

to the moduli space Mn. An appropriate algebraization of these attaching maps will
provide gluing maps along neighbourhoods of the boundary of the toroidal compactifi-
cation of Mn. Hence we can glue them together to obtain the toroidal compactification.
In order for the gluing process to work well, it is necessary to choose the cones ΣΦn to
be compatible for different Φn, see [6] 6.3.3.4 for details.

We remark that the algebraization process is very delicate and not canonical. As
a consequence, it is difficult to describe the Zariski neighborhood of the boundary.
On the other hand, since the boundary is glued by the algebraization of a formal
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scheme which we constructed rather explicitly, we have a nice description of the formal
neighborhood of the boundary, which is nothing but XΦn,δn,ΣΦn

/ΓΦn . This also tells us
what the boundary looks like, which is simply the support of XΦn,δn,ΣΦn

/ΓΦn . Moreover,
the universal property that we described for ΞΦn,δn,ΣΦn

survives all those completion,
algebraization and gluing procedure, and is transformed to a universal property for the
toroidal compactification of Mn.

To summarize, we have the following theorem.

Theorem 5.3.2. (Lan [6] 6.4.1.1)) To each compatible choice Σ = {ΣΦn}[(Φn,δn)] of
admissible smooth rational polyhedral cone decomposition as in [6] 6.3.3.4, there is an
associated algebraic stack M tor

n,Σ (which is a scheme when n > 3) proper and smooth over
Spec(OF0,(□)), containing Mn as an open dense subspace whose complement consists
of normal crossing divisors, together with a degenerating abelian variety

(G, λ, i, (αn, νn))

over M tor
n,Σ as in definition 5.2.8, such that we have the following:

(1) The restriction of (G, λ, i, (αn, νn)) to Mn is the universal PEL abelian variety
over Mn.

(2)M tor
n,Σ has a stratification by locally closed subschemes

M tor
n,Σ =

∐
[(Φn,δn,σ)]

Z[(Φn,δn,σ)]

where σ ∈ ΣΦn and [(Φn, δn, σ)] are the equivalence classes of the tuples (Φn, δn, σ),
which are the obvious refinement of the equivalences used to define cusp labels, namely
by requiring the isomorphisms to preserve σ, see [6] 6.2.6.1 for details. Note that we
suppress Zn in the notation, following Lan.

The formal completion (M tor
n,Σ)∧Z[(Φn,δn,σ)]

of M tor
n,Σ along Z[(Φn,δn,σ)] is canonically

isomorphic to XΦn,δn,σ/ΓΦn,σ,

(M tor
n,Σ)∧Z[(Φn,δn,σ)]

∼= XΦn,δn,σ/ΓΦn,σ

where XΦn,δn,σ is the formal completion of

ΞΦn,δn(σ) := Spec
OCΦn,bn

( ⊕
l∈σ∨

Ψn(l))
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along the boundary Spec
OCΦn,bn

( ⊕
l∈σ⊥

Ψn(l)), with σ⊥ := {x ∈ SΦn|⟨x, y⟩ = 0,∀y ∈ σ}.

The scheme ΞΦn,δn(σ) is a relative affine toroidal variety over a EΦn-torsor over CΦn,bn,
which is an abelian scheme over the PEL moduli space MZn

n with PEL data specified
by GrZn

−1. Then the strata Z[(Φn,δn,σ)] is isomorphic to the support of XΦn,δn,σ/ΓΦn,σ. If
n > 3, then the action of ΓΦn,σ is trivial, and XΦn,δn,σ/ΓΦn,σ

∼= XΦn,δn,σ.
(3) If S is an irreducible Noetherian normal scheme over Spec(OF0,(□)) over which

we have a degenerating PEL abelian variety (G†, λ†, i†, (α†n, ν†n)) as in definition 5.2.8
(with the same PEL data as that of Mn), then there exists a morphism

S −→M tor
n,Σ

over Spec(OF0,(□)) such that (G†, λ†, i†, (α†n, ν†n)) is the pull back of (G, λ, i, (αn, νn)) if
and only if the following condition is satisfied:

For each geometric point s̄ of S, and any dominant morphism Spec(V ) → S

centered at s̄ with V a complete discrete valuation ring, let (G‡, λ‡, i‡, (α‡n, ν‡n)) be the
pullback of (G†, λ†, i†, (α†n, ν†n)) along Spec(V )→ S, then the theorem on degeneration
data provides us with the degeneration data

(A‡, λ‡A‡ , i
‡
A‡ , X

‡, Y ‡, ϕ‡, c‡, (c∨)‡, τ ‡, [(α♮n)‡])

over V . Note that X and Y are automatically constant (hence the notation) since V is
a complete discrete valuation ring. Moreover, (Z‡n,Φ‡n) is determined by [(α♮n)‡]. Let
η = Spec(K) be the generic fiber of Spec(V ), the isomorphism

τ ‡ : ((c∨)‡ × c‡)∗PA‡,η
∼−→ 1Y ‡×X‡,η

defines a trivialization of the generic fiber of the invertible sheaf ((c∨)‡(y)× c‡(χ))∗PA‡

on Spec(V ) for each y ∈ Y ‡, χ ∈ X‡, with which we can identify ((c∨)‡(y)× c‡(χ))∗PA‡

with an invertible V -submodule Iy,χ of K. This defines a morphism

Y ‡ ×X‡ → Inv(V )

(y, χ)→ Iy,χ

with Inv(V ) the group of invertible V -modules (submodules of K). We can show that it
extends to

1
n
Y ‡ ×X‡ −→ Inv(V ),
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which descends to a homomorphism

B‡ : SΦn −→ Inv(V )

composed with the natural identification Inv(V ) ∼= Z defined by πmV ←→ m with π the
uniformizer, we obtain a homomorphism

v ◦B‡ : SΦn −→ Z

which is an element of S∨Φn
. The upshot is that we associate an element v ◦B‡ ∈ S∨Φn

for each dominant morphism Spec(V )→ S centered at s̄ with V a complete discrete
valuation ring.

Then the condition is that for some choice of δ‡n making (Z‡n,Φ‡n, δ‡n) a representative
of a cusp label, there is a cone σ‡ ∈ ΣΦ‡

n
depending only on s̄ such that v ◦B‡ ∈ σ‡ for

all those v ◦B‡ coming from a dominant Spec(V )→ S centered at s̄ with V a complete
discrete valuation ring, where σ‡ is the closure of σ‡.

5.4 Partial Frobenius extends to toroidal compact-
ifications

Now we can prove the main technical results on the extension of partial Frobenius to
toroidal compactifications. We follow the notations of section 3.3. In particular, we
assume that

p splits completely in the center F c of B,

and the moduli problems

MK(n)/∆ =
∐
α∈Ω
δ∈Λ

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))

are defined over OF0 ⊗Z Fp, where Ω and Λ are fixed sets of representatives of the
double quotients

(F ⊗ A(p∞))× =
∐
α∈Ω

(OF ⊗ Z(p))×+α(OF ⊗ Ẑp)×

(OF ⊗ Ẑp)× =
∐
δ∈Λ

(OF )×+δ(ν(K(n))Ẑp,×)
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Let p = ∏
i
pi be the decomposition of p in F , and we will focus on a single pi from

now on. We fix a ξ ∈ F×+ satisfying vpi
(ξ) = 1 and vpi′ (ξ) = 0 for i′ ̸= i. Recall that

the partial Frobenius
Fpi

: MK(n)/∆ −→MK(n)/∆

is defined by union of the maps

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))→Mn(L, TrOF /Z ◦ (α′δ′⟨·, ·⟩F ))

with α′ ∈ Ω, δ′ ∈ Λ characterized by

ξα = ϵα′λ (5.6)

λδ = ϵ0δ
′γ (5.7)

where ϵ ∈ (OF ⊗ Z(p))×+, λ ∈ (OF ⊗ Ẑp)×, ϵ0 ∈ O×F,+ and γ ∈ (ν(K(n))Ẑp,×) as in the
above two double quotients of (F ⊗ A(p∞))× and (OF ⊗ Ẑp)×. The map is defined by

(A, λ, i, (αn, νn)) −→ (A′, λ′, i′, (α′n, ν ′n)),

where
A′ := A/(Ker(F )[pi]),

i′ is induced by the quotient map πpi
: A→ A′, λ′ is characterized by ξλ = π∨pi

◦λ′ ◦ πpi

which defines a quasi-isogeny λ′, α′n = πpi
◦ αn and ν ′n = νn ◦ κ.

In the last equality, we fix a set of representatives of Ẑp,×/ν(U(n)) ∼= (Z/nZ)×,
which defines

ν(K(n))Ẑp,× =
∐
κ

ν(K(n))κ

where κ ∈ Ẑp,× ranges over the chosen representatives. Then the κ in the equality
ν ′n = νn ◦ κ is defined by

γ = βκ

where β ∈ ν(K(n)) and γ is obtained from the equation λδ = ϵ0δ
′γ as above.

Remark 5.4.1. The above procedure can be performed to any PEL abelian variety
(A, λ, i, (αn, νn)) defined over a base scheme S over OF0 ⊗Z Fp, and obtains a new PEL
abelian variety (A′, λ′, i′, (α′n, ν ′n)) over S, which is nothing but the map Fpi

on S-points.

Now let Σ = {Σαδ}α∈Ω,δ∈Λ, where Σαδ is a compatible choice of admissible smooth
rational polyhedral cone decomposition with respect to the PEL moduli variety
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Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F )). Hence each Σαδ determines a toroidal compactification
Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))torΣαδ

, and the union of which defines the toroidal compactifi-
action

(MK(n)/∆)torΣ :=
∐
α∈Ω
δ∈Λ

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))torΣαδ

Moreover, the union of the strata

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))torΣαδ
=

∐
[(Φαδ,n,δαδ,n,σαδ)]

Z[(Φαδ,n,δαδ,n,σαδ)]

defines
(MK(n)/∆)torΣ =

∐
α∈Ω
δ∈Λ

∐
[(Φαδ,n,δαδ,n,σαδ)]

Z[(Φαδ,n,δαδ,n,σαδ)] (5.8)

We now state the main result of this chapter.

Theorem 5.4.2. The partial Frobenius Fpi
: MK(n)/∆ −→MK(n)/∆ extends to a map

Fpi
: (MK(n)/∆)torΣ −→ (MK(n)/∆)torΣ′

where Σ′ = {Σ′αδ}α∈Ω,δ∈Λ is characterized as follows:

First, for each [(Zαδ,n,Φαδ,n, δαδ,n)] we associate another [(Z ′α′δ′,n,Φ′α′δ′,n, δ
′
α′δ′,n)] as

follows: α′ ∈ Ω, δ′ ∈ Λ are determined by α and δ as in (5.6) and (5.7), then

Z ′α′δ′,n = Zαδ,n,

and if Φαδ,n = (X, Y, ϕ, φ−2,n, φ0,n), we define

Φ′α′δ′,n = (X ⊗OF
pi, Y, ϕ

′, φ′−2,n, φ
′
0,n)

where
φ′−2,n : GrZα′δ′,n

−2 = Gr
Zαδ,n

−2
φ−2,n−→ Hom(X/nX, (Z/nZ)(1))

∼−→ Hom(X ⊗ pi/n(X ⊗ pi), (Z/nZ)(1))

and
φ′0,n : GrZα′δ′,n

0 = Gr
Zαδ,n

0
φ0,n−→ Y/nY.
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Further, ϕ′ is defined by the diagram

X X ⊗OF
pi

Y ⊗OF
p−1
i Y Y ⊗OF

pi

Y ⊗OF
p−1
i Y

id⊗(OF←↩pi)

id⊗(p−1
i ←↩OF )

ϕ

id⊗(OF←↩pi)

ϕ⊗id

ξ⊗id

id⊗(p−1
i ←↩OF )

ϕ′

Now for every σ ∈ ΣΦαδ,n
, we associate σ′ ∈ Σ′Φα′δ′,n

by (⊗R of) the pullback map
S∨Φαδ

→ S∨Φα′δ′ (recall that S∨Φαδ
is the set of bilinear pairings Y ×X → Z which are

O-compatible and becomes symmetric Hermitian once we pullback to Y × Y along ϕ)
induced by the natural map

Y × (X ⊗ pi) −→ Y ×X

More precisely, the pullback map induces an isomorphism (SΦαδ
)∨R
∼→ (SΦα′δ′ )∨R preserv-

ing positive semi-definite pairings, hence defining an identification ΣΦαδ,n

∼→ Σ′Φα′δ′,n
,

and we define Σ′α′δ′ = {Σ′Φ′
α′δ′,n
}[(Φ′

α′δ′,n
,δ′

α′δ′,n
)].

Moreover, with the association as described above, the map Fpi
sends Z[(Φαδ,n,δαδ,n,σαδ)]

to Z[(Φ′
α′δ′,n

,δ′
α′δ′,n

,σ′
α′δ′ )].

Proof. It is enough to prove that Fpi
extends to the toroidal compactification on each

component, i.e.

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))→Mn(L, TrOF /Z ◦ (α′δ′⟨·, ·⟩F ))

extends to a morphism

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))torΣαδ
→Mn(L, TrOF /Z ◦ (α′δ′⟨·, ·⟩F ))torΣ′

α′δ′

and maps strata to the expected ones. This reduces the question to toroidal compacti-
fications of Kottwitz’s PEL moduli varieties, and we can apply the general machinery
of Lan, and in particular the universal property in theorem 5.3.2.

The idea is very simple. Let G be the universal semi-abelian variety (with extra
structures on the open part) over Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))torΣαδ

. Since the partial
Frobenius sends A to A/(Ker(F )[pi]), it is natural to extend the map on semi-abelian
varieties by the same formula G → G/(Ker(F )[pi]) (and take care of the extra
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structures), and this simple idea does indeed work. More precisely, we can define a
new semi-abelian scheme

G/(Ker(F )[pi])

(with extra structures on the part by definition of partial Frobenius) overMn(L, TrOF /Z◦
(αδ⟨·, ·⟩F ))torΣαδ

, and we would like it to be the pullback of the universal semi-abelian
variety over Mn(L, TrOF /Z ◦ (α′δ′⟨·, ·⟩F ))torΣ′

α′δ′
through a morphism

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))torΣαδ
→Mn(L, TrOF /Z ◦ (α′δ′⟨·, ·⟩F ))torΣ′

α′δ′
.

The universal property of Mn(L, TrOF /Z ◦ (α′δ′⟨·, ·⟩F ))torΣ′
α′δ′

tells us exactly when this
happens, and all we need to do is to verify the semi-abelian variety G/(Ker(F )[pi])
satisfies the condition of the universal property. This amounts to finding the period of
the degenerating abelian variety, or more precisely the bilinear pairing v ◦B‡ ∈ S∨Φα′δ′ in
the notation of theorem 5.3.2, which is defined through the assoicated degeneration data.
Hence we need to find the degeneration data of G/(Ker(F )[pi]). More precisely, given
the degeneration data of G, we aim to write the degeneration data of G/(Ker(F )[pi])
in terms of that of G, i.e. to translate the map G→ G/(Ker(F )[pi]) to the language
of degeneration data (in a suitable formal setting).

First, note that the restriction of G/(Ker(F )[pi]) to the open stratum is simply
the old A′, and the definition of partial Frobenius already tells us that it comes with
the PEL structure, i.e. we have a degenerating PEL family

(G′, λ′, i′, (α′n, ν ′n))

over Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))torΣαδ
, as all the extra data are defined on the generic

open part (although λ′ and i′ extends to the whole base by formal argument).
Let us specialize the setting of the universal property in theorem 5.3.2 to our case.

Let us fix a geometric point s̄ of Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))torΣαδ
, and we assume that it

lies in the strata Z[(Φαδ,n,δαδ,n,σαδ)]. Let V be a complete discrete valuation ring, and we
are given a dominant morphism Spec(V )→Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))torΣαδ

centered at
s̄, and

(G†, λ†, i†, (α†n, ν†n))

the pullback of (G′, λ′, i′, (α′n, ν ′n)) to Spec(V ).
It is an easy observation that G† ∼= GSpec(V )/(Ker(F )[pi]), i.e. we can first pullback

the universal semi-abelian G, and then apply the partial Frobenius operation, and
similarly for the extra structures.
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Let
(A, λA, iA, X, Y, ϕ, c, c∨, τ, [α♮n])

be the degeneration data associated to (G, λ, i, (αn, νn))Spec(V ). Since V is centered at s̄
which lies in Z[(Φαδ,n,δαδ,n,σαδ)], we see that the torus part of the degeneration data is the
same as Φαδ,n, and similarly for δαδ,n (if we choose a representative (Zαδ,n,Φαδ,n, δαδ,n)
of the cusp label [(Zαδ,n,Φαδ,n, δαδ,n)]). Moreover, σαδ determines the range of τn in α♮n.

We want to write the degeneration data

(A†, λ†A† , i
†
A† , X

†, Y †, ϕ†, c†, (c∨)†, τ †, [(α♮n)†])

of (G†, λ†, i†, (α†n, ν†n)) in terms of that of (G, λ, i, (αn, νn))Spec(V ). More precisely, our
aim is to describe v ◦B† in terms of v ◦B, and it is enough to describe certain part of
the degeneration data for our purpose, as in the next proposition.

Recall that B is a homomorphism SΦn → Inv(V ) induced by

1
n
Y ×X −→ Inv(V )

which is
(y, χ) −→ Iy,χ := (c∨(y)× c(χ))∗PA

τ
⊂ K := Frac(V )

when restricted to Y ×X, and similarly for B†. By the proposition below, we have
that

τ † = τ |Y †×X†

under the natural inclusion

Y † ×X† = Y × (X ⊗OF
pi) ↪→ Y ×X

and identification
((c∨)† × c†)∗PA† ∼= ((c∨ × c)∗PA)Y †×X† .

Therefore, by abuse of notation (viewing B as bilinear forms on 1
n
Y ×X, and similarly

for B†)
B†|Y †×X† = B|Y †×X†

where the second restriction is induced by

Y † ×X† = Y × (X ⊗OF
pi) ↪→ Y ×X.
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We now have obtained
v ◦B†|Y †×X† = v ◦B|Y †×X†

which means that
n(v ◦B†) = n(v ◦B|Y †×X†).

By construction we have (for all dominant morphism Spec(V ) → Mn(L, TrOF /Z ◦
(αδ⟨·, ·⟩F ))torΣαδ

centered at s̄)
v ◦B ∈ σαδ,

and by the definition of σ′α′δ′ as in the statement of the theorem, we have

n(v ◦B†) = n(v ◦B|Y †×X†) ∈ σ′α′δ′ ,

which implies that (for all dominant morphism Spec(V )→Mn(L, TrOF /Z◦(αδ⟨·, ·⟩F ))torΣαδ

centered at s̄)
v ◦B† ∈ σ′α′δ′

since σ′α′δ′ is a cone. This finishes the verification of the universal property and also
the proof.

Proposition 5.4.3. Let V be a complete discrete valuation ring that is defined over
OF0 ⊗Z Fp with generic fiber η, and

(G, λ, i, (αn, νn))

is a PEL degenerating abelian variety over Spec(V ), i.e. (G, λ, i, (αn, νn)) ∈ DEGPEL,Mn(V )
as in definition 5.2.8. Let

(G′, λ′, i′, (α′n, ν ′n)) ∈ DEGPEL,Mn(V )

be the degenerating abelian variety defined by

G′ := G/(Ker(F )[pi])

and the rest of structures obtained by applying the partial Frobenius to the generic fiber
(G, λ, i, (αn, νn))η which is a PEL abelian variety, as in remark 5.4.1.

Let
(A, λA, iA, X, Y, ϕ, c, c∨, τ, [α♮n])
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be the degeneration data of (G, λ, i, (αn, νn)), and

(A′, λ′A′ , i′A′ , X ′, Y ′, ϕ′, c′, c′∨, τ ′, [α′n♮])

be the degeneration data of (G′, λ′, i′, (α′n, ν ′n)). Then

(A′, λ′A′ , i′A′ , (φ′−1,n, ν
′
−1,n))

is obtained by applying the partial Frobenius to (A, λA, iA, (φ−1,n, ν−1,n)) over V ,

Z ′n = Zn,

X ′ = X ⊗OF
pi,

Y ′ = Y,

φ′−2,n : GrZ
′
n
−2 = GrZn

−2
φ−2,n−→ Hom(X/nX, (Z/nZ)(1))

∼−→ Hom(X ⊗ pi/n(X ⊗ pi), (Z/nZ)(1)),

φ′0,n : GrZ
′
n

0 = GrZn
0

φ0,n−→ Y/nY,

and ϕ′ is defined by the diagram

X X ⊗OF
pi

Y ⊗OF
p−1
i Y Y ⊗OF

pi

Y ⊗OF
p−1
i Y

id⊗(OF←↩pi)

id⊗(p−1
i ←↩OF )

ϕ

id⊗(OF←↩pi)

ϕ⊗id

ξ⊗id

id⊗(p−1
i ←↩OF )

ϕ′

Moreover, we have

c′ : X ′ = X ⊗OF
pi

c⊗id−→ A∨ ⊗OF
pi

π⊗id−→ A∨′ ⊗OF
pi ∼= A′∨

c′∨ : Y ′ = Y
c∨
−→ A

π−→ A′

where π : A → A′ := A/(Ker(F )[pi]) is the projection map and the isomorphism
A∨′ ⊗OF

pi ∼= A′∨ is as in lemma 3.3.3.
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Lastly and most importantly, there is a canonical isomorphism

(c′∨ × c′)∗PA′ ∼= ((c∨ × c)∗PA)Y ′×X′

where the pullback to Y ′ ×X ′ is through the natural injection

Y ′ ×X ′ = Y × (X ⊗OF
pi) ↪→ Y ×X

induced by X ⊗OF
pi ↪→ X ⊗OF

OF ∼= X. Now τ ′ is identified as

τ ′ : 1Y ′×X′,η

τ |Y ′×X′−→ ((c∨ × c)∗P⊗−1
A,η )Y ′×X′ ∼= (c′∨ × c′)∗P⊗−1

A′,η .

Proof. We first fix the notation as follows. For any commutative group scheme H over
V with an action of O, we denote

H(pi) := H/(Ker(F )[pi])

where F is the relative Frobenius.
We begin by showing that taking the partial Frobenius quotient commutes with

the Raynaud extension, i.e. we have

Lemma 5.4.4.
G(pi),♮ ∼= G♮,(pi).

Proof of the Lemma. Recall that G♮ is characterized as the unique global extension of
an abelian variety by a torus whose formal completion along the maximal ideal of V is
the same as that of G, i.e. G♮ sits in an extension

0→ T → G♮ → A→ 0

with T a torus and A an abelian scheme over V , which satisfies G♮
for
∼= Gfor. We have

a commutative diagram for the relative Frobenius F

0 T G♮ A 0

0 T G♮ A 0

FT F FA

We observe that the relative Frobenius is a faithfully flat morphism on smooth schemes,
which in particular shows that FT is surjective as a morphism in the category of fppf
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sheaves of abelian groups. Then the associated long exact sequence of the diagram
tells us that we have a short exact sequence

0→ Ker(FT )→ Ker(F )→ Ker(FA)→ 0

of finite flat group schemes over V . Since the diagram is O-equivariant, so is the short
exact sequence of Ker(F ). From the observation that Ker(F ) is killed by p (and so
are the other two groups), we see that Ker(F ) = ∏

i
Ker(F )[pi] (and similarly for the

other two), and the above short exact sequence decomposes into a product of short
exact sequences

0→ Ker(FT )[pi]→ Ker(F )[pi]→ Ker(FA)[pi]→ 0

Now the commutative diagram

0 Ker(FT )[pi] Ker(F )[pi] Ker(FA)[pi] 0

0 T G♮ A 0

gives us a short exact sequence

0→ T (pi) → G♮,(pi) → A(pi) → 0

Let m be the maximal ideal of V , k ∈ Z, G♮
k := G♮

Spec(V/mk) and similarly for other
groups defined over V . Then the naturality of Ker(F )[pi] (it commutes with base
change) provides isomorphisms

(G♮,(pi))k ∼= G♮
k/(Ker(F )[pi]) ∼= Gk/(Ker(F )[pi]) = G

(pi)
k ,

which are compatible when k varies. This implies that

G
♮,(pi)
for
∼= G

(pi)
for

hence we have a canonical isomorphism

G♮,(pi) ∼= G(pi),♮

by the characterization of the Raynaud extension.
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Now by definition of X ′ and A′ in the degeneration data, together with the fact
G(pi),♮ ∼= G♮,(pi) and

0→ T (pi) → G♮,(pi) → A(pi) → 0

that we have just proved, we have

A′ = A(pi)

X ′ = Hom(T (pi),Gm) ∼= X ⊗OF
pi

where the last isomorphism follows since on a torus we have F = p, so

Ker(F )[pi] = T [pi] = Ker(T = T ⊗OF
OF

id⊗↪→−→ T ⊗OF
p−1
i )

which implies that
T (pi) ∼= T ⊗OF

p−1
i (5.9)

whence the isomorphism on the characters. Note that everything has an O-action, and
the isomorphisms are O-equivariant, and in particular the O-structure i′A′ on A′ is
induced from A by the projection A→ A(pi), which is consistent with partial Frobenius
operation on A.

On the other hand, we have a canonical isomorphism

G(pi),∨
η

∼= G∨,(pi)
η ⊗OF

pi

as proved in lemma 3.3.3, which extends to

G(pi),∨ ∼= G∨,(pi) ⊗OF
pi

by formal nonsense (the restriction to the generic fiber is a fully faithful functor from
the category of degenerating abelian varieties to that of abelian varieties). We can now
take the Raynaud extension of both sides, and obtain

G(pi),∨,♮ ∼= G∨,(pi),♮ ⊗OF
pi ∼= G∨,♮,(pi) ⊗OF

pi

where the first isomorphism follows from the functoriality of Raynaud extensions
(which implies that (−)⊗OF

pi commutes with the Raynaud extension), and the second
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isomorphism is the claim we have just proved. From the extension

0→ T∨ → G∨,♮ → A∨ → 0

and the above isomorphism, we see that

0→ T∨,(pi) ⊗OF
pi → G(pi),∨,♮ → A∨,(pi) ⊗OF

pi → 0

We have already observed that from (5.9) and lemma 3.3.3 there are natural isomor-
phisms T∨,(pi) ∼= T∨⊗OF

p−1
i and A(pi),∨ ∼= A∨,(pi)⊗OF

pi, which simplifies the extension
to

0→ T∨ → G(pi),∨,♮ → A(pi),∨ → 0

This tells us that the torus part of the dual Raynaud extension of G′ is the same as
that of G, hence

Y ′ = Y

as we expected.

Now we look at the polarization λ′ and the associated part of the degeneration
data. Recall that λ′η : G′η → G′∨η is characterized by the formula

ξλη = π∨η ◦ λ′η ◦ πη

with πη : Gη → G′η the projection, which extends uniquely to a morphism λ′ : G′ → G′∨

by formal properties of the degenerating abelian varieties. This extension also satisfies
the characterizing relation

ξλ = π∨ ◦ λ′ ◦ π

with π : G→ G′ the projection (note that π∨ here has to be interpreted as the unique
extension of the π∨η being the dual morphism on the dual abelian varieties). The
functoriality of Raynaud extensions provides us with the morphism λ′♮ : G′♮ → G′∨,♮,
which fits in a commutative diagram (with change of notation)

0 T (pi) G(pi),♮ A(pi) 0

0 T (pi),∨ G(pi),∨,♮ A(pi),∨ 0

λ
(pi)
T λ(pi),♮ λ

(pi)
A
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The characterizing relation ξλ = π∨ ◦ λ(pi) ◦ π extends to

ξλ♮ = π∨,♮ ◦ λ(pi),♮ ◦ π♮

on the Raynaud extension by functoriality, which implies the two relations

ξλA = π∨,♮A ◦ λ
(pi)
A ◦ π♮A

ξλT = π∨,♮T ◦ λ
(pi)
T ◦ π♮T

on the abelian and torus part respectively. Note that the relation on the abelian part
is exactly the characterizing relation of the partial Frobenius operation on (A, λA).

Alternatively, we can write down directly the diagram defining λ′ on the generic
fiber, which extends formally to the whole base as follows

G G(pi) G⊗OF
p−1
i

G∨ ⊗OF
pi G∨ (G∨)(pi) G∨ ⊗OF

p−1
i

G∨ ⊗OF
pi (G∨)(pi) ⊗OF

pi G∨

(G(pi))∨

F (pi)

λ

V (pi)

λ(pi)
λ′ λ⊗id

id⊗(pi↪→OF )

ξ⊗idpi

F
(pi)
G∨

ξ

V
(pi)

G∨

(V (pi))∨ (F (pi))∨

≃

The functoriality of Raynaud extension allows us to draw the same diagram with
Raynaud extensions, and so does the abelian and torus part, with which we obtain a
rather explicit description of λ(pi)

A and λ
(pi)
T . This tells us that λ(pi)

A is obtained as in
the partial Frobenius operation, and the morphism ϕ′ on characters induced by λ(pi)

T is
as in the description of the proposition.

The next step is to look at the level structures. Recall that the level structure
α′n : L/nL ∼= G′[n] on G′ is defined by the composition

α′n : L/nL
αn∼= G[n]

π∼= G′[n]

where π : G→ G′ is the projection, which induces an isomorphism on n-torsion points
since n is prime to p. Since π preserves the monodromy filtration on G[n] and G′[n],
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we have
Z ′n = Zn

be definition. More explicitly, π induces isomorphisms of the extensions

0 T [n] G♮[n] A[n] 0

0 T (pi)[n] G(pi),♮[n] A(pi)[n] 0

πT ∼ π♮ ∼ πA ∼

0 G♮[n] G[n] 1
n
Y/Y 0

0 G(pi),♮[n] G(pi)[n] 1
n
Y/Y 0

π♮ ∼ π ∼

where we use Y ′ = Y in the last isomorphism. We have seen that πT : T → T (pi) is the
natural morphism T = T ⊗OF

OF
id⊗↪→−→ T ⊗OF

p−1
i
∼= T (pi), and the corresponding map

on characters is X ⊗OF
pi

id⊗↪→−→ X ⊗OF
OF = X, which clearly implies that the degree

-2 part of the level-n structure is

φ′−2,n : GrZ
′
n
−2 = GrZn

−2
φ−2,n−→ Hom(X/nX, (Z/nZ)(1))

∼−→ Hom(X ⊗ pi/n(X ⊗ pi), (Z/nZ)(1)).

Similarly, we have
φ′0,n : GrZ

′
n

0 = GrZn
0

φ0,n−→ Y/nY,

and
φ′−1,n : GrZ

′
n
−1 = GrZn

−1
φ−1,n−→ A[n]

πA∼= A(pi)[n].

Moreover, we have
ν ′−1,n = ν ′n = νn ◦ κ

where the first equality is tautological and the second is part of the definition of the
partial Frobenius.

To summarize, we have proved that

(A′, λ′A′ , i′A′ , (φ′−1,n, ν
′
−1,n))
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is exactly the partial Frobenius operation applied to (A, λA, iA, (φ−1,n, ν−1,n)), and have
identified the torus argument

(X ′, Y ′, ϕ′, φ′−2,n, φ
′
0,n)

together with the filtration Z ′n. The remaining part to be identified is (c′, c′∨, τ ′).

First, we note that for any degenerating abelian variety H, the canonical morphism
H = H ⊗OF

OF
id⊗↪→−→ H ⊗OF

p−1
i factors through H → H(pi) → H ⊗OF

p−1
i , and

tensoring the factoring morphism with pi we obtain

V (pi) : H(pi) ⊗OF
pi → H

which is characterized by the commutative diagram

H ⊗OF
pi H(pi) ⊗OF

pi

H

πH⊗idpi

idH⊗(pi↪→OF )
V (pi)

We observe that when H is an abelian scheme, under the identification H(pi),∨ ∼=
H∨,(pi) ⊗OF

pi the morphism H(pi) ⊗OF
pi → H is the dual of the projection πH : H →

H(pi), i.e. we have a commutative diagram

H(pi),∨ H∨,(pi) ⊗OF
pi

H

∼

(πH)∨

V (pi)

Dually, we have that V (pi)∨ is πA∨ under canonical isomorphism, i.e.

H∨ (H(pi) ⊗OF
pi)∨

H∨,(pi)

V (pi),∨

πH∨

∼

is commutative.
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Lemma 5.4.5.

c′ : X ′ = X ⊗OF
pi

c⊗id−→ A∨ ⊗OF
pi

π⊗id−→ A∨′ ⊗OF
pi ∼= A′∨

Proof of the Lemma. We have seen that there is a natural morphism

V (pi) : G♮,(pi) ⊗OF
pi → G♮

which induces the morphism between extensions

0 T G♮,(pi) ⊗OF
pi A(pi) ⊗OF

pi 0

0 T G♮ A 0
V

(pi)
A

where we use the canonical isomorphism T (pi) ⊗OF
pi ∼= T . We note that the extension

in the first row is determined by the morphism

X ∼= (X ⊗OF
pi)⊗OF

p−1
i

c′⊗id
p−1

i−→ A(pi),∨ ⊗OF
p−1
i
∼= A∨,(pi)

and the extension in the second row is determined by

c : X −→ A∨

For χ ∈ X, we write Oχ := c(χ) ∈ Pic0(A) and Lχ := c′⊗idp−1
i

(χ) ∈ Pic0(A(pi)⊗OF
pi).

By abuse of notation, we will write Oχ and Lχ for both the line bundle and the Gm-
torsor.

Recall that Oχ is defined as the pushout of G♮ along χ, i.e. we have a pushout
diagram

0 T G♮ A 0

0 Gm Oχ A 0

χ
⌜
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and similarly for Lχ. We can complete this into the previous diagram and obtain

0 T G♮,(pi) ⊗OF
pi A(pi) ⊗OF

pi 0

0 T G♮ A 0

0 Gm Oχ A 0

V
(pi)

A

χ
⌜

Similarly, Lχ is defined by the pushout of G♮,(pi) ⊗OF
pi along χ, and the universal

property of pushout implies that the diagram factorizes through Lχ, i.e. we have a
commutative diagram

0 T G♮,(pi) ⊗OF
pi A(pi) ⊗OF

pi 0

0 Gm Lχ A(pi) ⊗OF
pi 0

0 Gm Oχ A 0

χ
⌜

V
(pi)

A

which tells us that
V

(pi)
A
∗Oχ = Lχ

In other words, we have a commutative diagram

X A(pi),∨ ⊗OF
p−1
i

A∨ (A(pi) ⊗OF
pi)∨

c′⊗id
p−1

i

c ∼

(V (pi)
A )∨

Now with the help of the commutative diagram

A∨ (A(pi) ⊗OF
pi)∨

A∨,(pi)

V (pi),∨

πA∨

∼
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we see that

X A(pi),∨ ⊗OF
p−1
i

A∨ A∨,(pi)

c′⊗id
p−1

i

c ∼

πA∨

i.e. under the identification A∨,(pi) ∼= A(pi),∨ ⊗OF
p−1
i ,

c′ ⊗ idp−1
i

= πA∨ ◦ c

and tensoring with pi we obtain

c′ = (πA∨ ◦ c)⊗ idpi
= (X c→ A∨

πA∨→ A∨,(pi))⊗ idpi

which is what we want to prove.

Dually, we have

Lemma 5.4.6.
c′∨ : Y ′ = Y

c∨
−→ A

π−→ A′

Proof of the Lemma. For y ∈ Y , we write Lc∨(y) := c∨(y) ∈ Pic0(A∨) and Lc′∨(y) :=
c′∨(y) ∈ Pic0(A(pi),∨). We have seen that G(pi),∨,♮ ∼= (G∨,♮)(pi) ⊗OF

pi, which equips
with a natural morphism

(G∨,♮)(pi) ⊗OF
pi → G∨,♮

Recall that G(pi),∨,♮ is an extension

0→ T∨ → G(pi),∨,♮ → A(pi),∨ → 0

and we observe that the morphism G(pi),∨,♮ ∼= (G∨,♮)(pi) ⊗OF
pi → G∨,♮ gives rise to a

morphism of the extension

0 T∨ G(pi),∨,♮ A(pi),∨ 0

0 T∨ G∨,♮ A∨ 0

(πA)∨
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Now, similar as before, Lc∨(y) is the pushout of G∨,♮ along y, and we have a commutative
diagram

0 T∨ G(pi),∨,♮ A(pi),∨ 0

0 T∨ G∨,♮ A∨ 0

0 Gm Lc∨(y) A∨ 0

(πA)∨

⌜
y

By the universal property of pushout, we have the factorization

0 T∨ G(pi),∨,♮ A(pi),∨ 0

0 Gm Lc′∨(y) A(pi),∨ 0

0 Gm Lc∨(y) A∨ 0

y
⌜

(πA)∨

which implies that
(πA)∨∗Lc∨(y) = Lc′∨(y).

In other words, we have

c′∨(y) = ((πA)∨)∨ ◦ c∨(y) = πA ◦ c∨(y)

under the canonical identification (A(pi),∨)∨ = A(pi), which means that

c′∨ : Y c∨
−→ A

πA−→ A(pi).

Lastly, we determine τ ′ from τ .
Let us write Oχ := c(χ) ∈ Pic0(A) for χ ∈ X, and similarly Oχ′ := c′(χ′) ∈ Pic0(A′)

for χ′ ∈ X ′. By abuse of notation, we will write Oχ for both the line bundle and the
Gm-torsor.

We first make an observation on the relation between Oχ and Oχ′ , which can be
used to write the canonical morphism G♮ → G(pi),♮ in a more explicit way.
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Recall that Oχ is defined as the pushout of G♮ along χ, i.e. we have a pushout
diagram

0 T G♮ A 0

0 Gm Oχ A 0

χ
⌜

and similarly for Oχ′ . We have a diagram

0 T G♮ A 0

0 T (pi) G♮,(pi) A(pi) 0

0 Gm Oχ′ A(pi) 0

πT πA

χ′ ⌜

Let
ρ : X ′ = X ⊗OF

pi → X

be the map induced by πT (being the obvious map induced by pi ↪→ OF ), then Oρ(χ′)

is the pushout along πT ◦ χ′, and the universal property of the pushout provides us
with a factorization of the short exact sequence

0 T G♮ A 0

0 Gm Oρ(χ′) A 0

0 Gm Oχ′ A(pi) 0

⌜
ρ(χ′)

πA

This shows
π∗AOχ′ = Oρ(χ′) (5.10)

which implies that under the identifications G♮ = Spec
OA

( ⊕
χ∈X

Oχ) and G(pi),♮ =
Spec

O
A(pi)

( ⊕
χ′∈X′

Oχ′) the morphism

G♮ → G(pi),♮
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is induced from the map

π∗A( ⊕
χ′∈X′

Oχ′) ∼= ⊕
χ′∈X′

π∗AOχ′ ∼= ⊕
χ′∈X′

Oρ(χ′) ↪→ ⊕
χ∈X

Oχ (5.11)

on relatively affine algebras over A.

Let us recall how we associate τ to the degenerating abelian variety G. We start
by choosing an ample invertible cubical sheaf L on G (whose existence is guaranteed
by the normality of the base Spev(V )), then we can show that its formal completion
extends canonically to a cubical ample line bundle L♮ on G♮, which descends to an
ample invertible sheaf M on A, i.e. if we denote by p : G♮ → A the projection map,
then p∗M = L♮. Replacing λη by λLη if necessary (so λ is the unique extension of λLη

to G), we assume that λη = λLη . The construction of τ is independent of the choice of
λ or L.

The canonical isomorphism G♮ = Spec
OA

( ⊕
χ∈X

Oχ) tells us that

p∗L♮ ∼= ⊕
χ∈X
Mχ

with Mχ :=M⊗OA
Oχ, from which we obtain

Γ(G♮,L♮) = ⊕
χ∈X

Γ(A,Mχ)

and
Γ(G♮

for,L
♮
for) = ⊕̂

χ∈X
Γ(A,Mχ)

whereˆdenotes the completion with respect to the maximal ideal of V . Now we have
the canonical map

Γ(G,L)→ Γ(Gfor,Lfor) ∼= Γ(G♮
for,L

♮
for) ∼= ⊕̂

χ∈X
Γ(A,Mχ)→ Γ(A,Mχ)

where the first map is the restriction and the last is the projection on χ-th component.
Tensoring both sides with Frac(V ), we obtain

σχ : Γ(Gη,Lη) −→ Γ(Aη,Mχ,η)

Let y ∈ Y and Tc∨(y) : A→ A the translation by c∨(y), then

λA ◦ c∨ = c ◦ ϕ
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tells us that we have a canonical isomorphism of rigidified line bundles

T ∗c∨(y)Mχ
∼=Mχ+ϕ(y) ⊗RMχ(c∨(y))

and this is the place where we use the assumption λη = λLη on L. Now we have the
map

T ∗c∨(y) ◦ σχ : Γ(Gη,Lη)→ Γ(Aη, T ∗c∨(y)Mχ,η) ∼= Γ(Aη,Mχ+ϕ(y),η)⊗KMχ(c∨(y))η.

The desired τ is obtained by comparing T ∗c∨(y) ◦ σχ with the map

σχ+ϕ(y) : Γ(Gη,Lη) −→ Γ(Aη,Mχ+ϕ(y),η),

and the result is
σχ+ϕ(y) = ψ(y)τ(y, χ)T ∗c∨(y) ◦ σχ

where
ψ(y) :M(c∨(y))η ∼→ OS,η

is a trivialization of the fiber of M at c∨(y), and

τ(y, χ) : Oχ(c∨(y))η −→ OS,η

is a section of Oχ(c∨(y))⊗−1
η for each y ∈ Y and χ ∈ X, so that ψ(y)τ(y, χ) is a section

of Mχ(c∨(y))⊗−1
η (recall Mχ =M⊗Oχ). This uniquely characterizes τ since σχ ̸= 0

for every χ ∈ X.

Lemma 5.4.7. There is a canonical isomorphism

(c′∨ × c′)∗PA′ ∼= ((c∨ × c)∗PA)Y ′×X′

where the pullback to Y ′ ×X ′ is through the natural injection

Y ′ ×X ′ = Y × (X ⊗OF
pi) ↪→ Y ×X

induced by X ⊗OF
pi ↪→ X ⊗OF

OF ∼= X. Now τ ′ is identified as

τ ′ : 1Y ′×X′,η

τ |Y ′×X′−→ ((c∨ × c)∗P⊗−1
A,η )Y ′×X′ ∼= (c′∨ × c′)∗P⊗−1

A′,η .



5.4 Partial Frobenius extends to toroidal compactifications 111

Remark 5.4.8. As in section 5.1.3, the lemma is equivalent to the statement that the
period of G(pi) is given by

Yη
ı−→ G♮

η −→ G(pi),♮
η

where ı is the period of G, and G♮
η −→ G(pi),♮

η is the natural projection map.

Proof of the Lemma. We have the same description as above for τ ′, and we want to
compare it with τ . Let us first compare σχ′ and σχ.

We choose an ample cubical invertible sheaf L(pi) on G(pi) whose associated line
bundle L(pi),♮ on G(pi),♮ descends to an ample invertible sheaf M(pi) on A(pi). Let L
(resp. M) be the pullback of L(pi) (resp. M(pi)) along the natural map G → G(pi)

(resp. A → A(pi)). Note that both L and M are ample since they are pullback of
ample line bundles along finite maps G→ G(pi) and A→ A(pi) respectively.

We assume that L(pi)
η induces the polarization λ′η on G(pi)

η , so we have

T ∗c′∨(y)M
(pi)
χ′
∼=M(pi)

χ′+ϕ′(y) ⊗RM
(pi)
χ′ (c′∨(y)) (5.12)

Let π : G → G(pi) be the projection map, then L := π∗L(pi) and the associated
polarization

λLη = λ
π∗L(pi)

η
= π∨η ◦ λL(pi)

η
◦ πη = π∨η ◦ λ′η ◦ πη = ξλη

which has the effect that

T ∗c∨(y)Mχ
∼=Mχ+ξϕ(y) ⊗RMχ(c∨(y)) (5.13)

as we have to replace the relation λA ◦ c∨ = c ◦ ϕ by ξλA ◦ c∨ = c ◦ ξϕ.
Let

ρ : X ′ = X ⊗OF
pi → X

be the map induced by pi ↪→ OF as before, then for χ′ ∈ X ′, the natural map G→ G(pi)

induces a commutative diagram

Γ(G,L) Γ(Gfor,Lfor) Γ(G♮
for,L

♮
for) Γ(A,Mρ(χ′))

Γ(G(pi),L(pi)) Γ(G(pi)
for ,L

(pi)
for ) Γ(G(pi),♮

for ,L(pi),♮
for ) Γ(A(pi),M(pi)

χ′ )

∼=

∼=

where the last two horizontal maps are projections

Γ(G♮
for,L

♮
for) ∼= ⊕̂

χ∈X
Γ(A,Mχ)→ Γ(A,Mρ(χ′))
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and
Γ(G(pi),♮

for ,L(pi),♮
for ) ∼= ⊕̂

χ′∈X
Γ(A(pi),M(pi)

χ′ )→ Γ(A(pi),M(pi)
χ′ )

respectively, and the last vertical map is induced from

π∗AM
(pi)
χ′ = π∗A(M(pi) ⊗O

A(pi) Oχ′) =M⊗OA
π∗Oχ′

(5.10)∼= M⊗OA
Oρ(χ′) =Mρ(χ′)

i.e. it is taking the global section of the map M(pi)
χ′ → πA∗π

∗
AM

(pi)
χ′

∼→ πA∗Mρ(χ′) with
the last isomorphism being πA∗ of the isomorphism (5.10). The commutativity of
the first two squares is tautological, and that of the last square follows from (5.11).
Tensoring with Frac(V ) of the above diagram, we obtain a commutative diagram

Γ(Gη,Lη) Γ(Aη,Mρ(χ′),η)

Γ(G(pi)
η ,L(pi)

η ) Γ(A(pi)
η ,M(pi)

χ′,η)

σρ(χ′)

σχ′

for every χ′ ∈ X ′.
For y ∈ Y , we can complete the diagram into

Γ(Gη,Lη) Γ(Aη,Mρ(χ′),η) Γ(Aη, (Tc∨(y))∗Mρ(χ′),η) · · ·

Γ(G(pi)
η ,L(pi)

η ) Γ(A(pi)
η ,M(pi)

χ′,η) Γ(A(pi)
η , (Tc′∨(y))∗M(pi)

χ′,η) · · ·

σρ(χ′) T ∗
c∨(y)

σχ′ T ∗
c′∨(y)

· · · Γ(Aη,Mρ(χ′)+ξϕ(y),η)⊗Mρ(χ′)(c∨(y))η

· · · Γ(A(pi)
η ,M(pi)

χ′+ϕ′(y),η)⊗M
(pi)
χ′ (c′∨(y))η

(5.13)

(5.12)

(5.14)

where the last vertical arrow is the tensor product of the morphism

Γ(A(pi)
η ,M(pi)

χ′+ϕ′(y),η)→ Γ(Aη,Mρ(χ′)+ξϕ(y),η)

induced by π∗AM
(pi)
χ′+ϕ′(y)

∼= Mρ(χ′+ϕ′(y)) = Mρ(χ′)+ξϕ(y) (ρ ◦ ϕ′ = ξϕ by the diagram
defining ϕ′), with the isomorphism

Mρ(χ′)(c∨(y))η = π∗AM
(pi)
χ′ (c∨(y))η =M(pi)

χ′ (πA ◦ c∨(y))η =M(pi)
χ′ (c′∨(y))η
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where we use c′∨ = πA ◦ c∨ in the last equality. The middle square commutes since we
have a commutative diagram

A A

A(pi) A(pi)

πA πA

Tc∨(y)

Tc′∨(y)

which follows from c′∨ = πA ◦ c∨ and πA being a group homomorphism. The commuta-
tivity of the last square follows from the commutativity of the square

(Tc∨(y))∗Mρ(χ′),η Mρ(χ′)+ξϕ(y),η ⊗Mρ(χ′)(c∨(y))η

π∗A(Tc′∨(y))∗M(pi)
χ′,η π∗A(M(pi)

χ′+ϕ′(y),η ⊗M
(pi)
χ′ (c′∨(y))η)

∼

∼

∼

∼
and we can prove its commutativity as follows. Recall that the first horizontal map is
(using λL(x) = T ∗xL⊗ L−1 ⊗ L−1

x )

(Tc∨(y))∗Mρ(χ′),η = (λM ◦ c∨(y))η ⊗Mρ(χ′),η ⊗Mρ(χ′)(c∨(y))η

λM=ξλA===== (c ◦ ξϕ(y))η ⊗Mρ(χ′),η ⊗Mρ(χ′)(c∨(y))η

===== Oξϕ(y),η ⊗Mρ(χ′),η ⊗Mρ(χ′)(c∨(y))η

=====Mρ(χ′)+ξϕ(y),η ⊗Mρ(χ′)(c∨(y))η

and similarly the second horizontal map is π∗A of

(Tc′∨(y))∗M(pi)
χ′,η = (λ′A′ ◦ c′∨(y))η ⊗M(pi)

χ′,η ⊗M
(pi)
χ′ (c′∨(y))η

= (c′ ◦ ϕ′(y))η ⊗M(pi)
χ′,η ⊗M

(pi)
χ′ (c′∨(y))η

= Oϕ′(y),η ⊗M(pi)
χ′,η ⊗M

(pi)
χ′ (c′∨(y))η

=M(pi)
χ′+ϕ′(y),η ⊗M

(pi)
χ′ (c′∨(y))η

We want to prove that π∗A of the second isomorphism is the first isomorphism under
canonical identifications, and the only non-trivial part is to observe that

π∗A(λ′A′ ◦ c′∨(y)) = π∨A ◦ λ′A′ ◦ c′∨(y) c′∨=πA◦c∨
==== π∨A ◦ λ′A′ ◦ πA ◦ c∨(y) = ξλA ◦ c∨(y).
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We now want to compare the diagram (5.14) with

Γ(Gη,Lη) Γ(Aη,Mρ(χ′)+ξϕ(y),η)

Γ(G(pi)
η ,L(pi)

η ) Γ(A(pi)
η ,M(pi)

χ′+ϕ′(y),η)

σρ(χ′)+ξϕ(y)

σχ′+ϕ′(y)

(5.15)

Recall that we have

σρ(χ′)+ξϕ(y) = ψ(y)τ(y, ρ(χ′))T ∗c∨(y) ◦ σρ(χ′) (5.16)

where
ψ(y) :M(c∨(y))η ∼→ OS,η

is a trivialization of the fiber of M at c∨(y), and

τ(y, χ) : Oχ(c∨(y))η −→ OS,η

is a section of Oχ(c∨(y))⊗−1
η for each y ∈ Y and χ ∈ X, so that ψ(y)τ(y, χ) is a section

of Mχ(c∨(y))⊗−1
η . Note that here we have tacitly changed the polarization of G from

λ to ξλ, which has the effect of replacing ϕ by ξϕ. This does not affect τ , but may
affect ψ, which we use the same notation as before for simplicity.

Similarly, τ ′ is characterized by the equation

σχ′+ϕ′(y) = ψ′(y)τ ′(y, χ′)T ∗c′∨(y) ◦ σχ′ (5.17)

with isomorphism
ψ′(y) :M(pi)(c′∨(y))η ∼→ OS,η

and
τ ′(y, χ′) : Oχ′(c′∨(y))η ∼→ OS,η

so that ψ′(y)τ ′(y, χ′) defines a section of M(pi)
χ′ (c′∨(y))⊗−1

η .
Now (5.14), (5.15), (5.16) and (5.17) together implies that we have a commutative

diagram

Γ(Aη,Mρ(χ′)+ξϕ(y),η)⊗Mρ(χ′)(c∨(y))η Γ(Aη,Mρ(χ′)+ξϕ(y),η)

Γ(A(pi)
η ,M(pi)

χ′+ϕ′(y),η)⊗M
(pi)
χ′ (c′∨(y))η Γ(A(pi)

η ,M(pi)
χ′+ϕ′(y),η)

τ(y,ρ(χ′))ψ(y)

τ ′(y,χ′)ψ′(y)
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where we use that σχ ̸= 0 and σχ′ ̸= 0 for every χ ∈ X and χ′ ∈ X ′. Observe that the
vertical arrows are non-zero, and we obtain

τ ′(y, χ′) = τ(y, ρ(χ′))

under the canonical identification Oρ(χ′)(c∨(y))η ∼= π∗AOχ′(c∨(y))η ∼= Oχ′(πA ◦ c∨(y))η =
Oχ′(c′∨(y)), which completes the proof if we take the equivalent formulation of τ in
5.1.3.

5.5 Partial Frobenius extends to minimal compact-
ifications

In this final section, we deduce our main theorem 3.3.4 from the theorem proved in
the last section. We retain the setting of the last section, so in particular every scheme
is defined over OF0 ⊗Z Fp.

We begin by recalling the construction of the minimal compactifications. In the
analytic setting, the minimal compactifications can be constructed directly using
rational boundary components. However, in the algebraic settings, the only known
method to proceed is to first construct the toroidal compactifications and then contract
the boundary to obtain the minimal compactifications.

More precisely, let ωtor := ∧top Lie∨Gtor/Mtor
n,Σ

, where Gtor is the universal semi-abelian
scheme over the toroidal compactification M tor

n,Σ. Then ωtor is an invertible sheaf
generated by its global sections, and we define

Mmin
n := Proj( ⊕

k≥0
Γ(M tor

n,Σ, (ωtor)⊗k))

Alternatively, Mmin
n is the Stein factorization of the map

M tor
n,Σ −→ P(Γ(M tor

n,Σ, ω
tor))

defined by global sections of ωtor, i.e. it factors through∮
: M tor

n,Σ →Mmin
n
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with Mmin
n → P(Γ(M tor

n,Σ, ω
tor)) finite, and

OMmin
n

∼→
∮
∗
OMtor

n,Σ
.

It can be shown that Mmin
n is independent of the choice of the toroidal compactification.

Moreover, by construction we have a canonical ample invertible sheaf ωmin := O(1) on
Mmin

n such that ∮ ∗
ωmin ∼= ωtor

We can show that Mmin
n has a stratification

Mmin
n =

∐
[(Zn,Φn,δn)]

Z[(Zn,Φn,δn)]

where Z[(Zn,Φn,δn)] = MZn
n as defined in section 5.3, and the index ranges through all

cusp labels. Moreover the map
∮

preserves the stratification, and sends Z[(Φn,δn,σ)] to
Z[(Zn,Φn,δn)].

Similar to the toroidal compactifications, the minimal compactification of MK(n)/∆
is defined to be the union of minimal compactifications of Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F )).

Theorem 5.5.1. Fpi
extends to a morphism

Fmin
pi

: (MK(n)/∆)min −→ (MK(n)/∆)min

sending the strata Mn(LZαδ,n , ⟨·, ·⟩Zαδ,n) associated to α ∈ Ω, δ ∈ Λ and the cusp label
[(Zαδ,n,Φαδ,n, δαδ,n)] to the strata Mn(LZα′δ′,n , ⟨·, ·⟩Zα′δ′,n) associated to α′ ∈ Ω, δ′ ∈ Λ
with the usual notations as before, and the cusp label [(Zα′δ′,n,Φα′δ′,n, δα′δ′,n)] defined as
follows:

Zα′δ′,n = Zαδ,n.

If Φαδ,n = (X, Y, ϕ, φ−2,n, φ0,n), then

Φα′δ′,n = (X ⊗OF
pi, Y, ϕ

′, φ′−2,n, φ
′
0,n)

where
φ′−2,n : GrZα′δ′,n

−2 = Gr
Zαδ,n

−2
φ−2,n−→ Hom(X/nX, (Z/nZ)(1))

∼−→ Hom(X ⊗ pi/n(X ⊗ pi), (Z/nZ)(1))

and
φ′0,n : GrZα′δ′,n

0 = Gr
Zαδ,n

0
φ0,n−→ Y/nY.
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Lastly, ϕ′ is defined by the following diagram similar to the diagram defining λ′,

X X ⊗OF
pi

Y ⊗OF
p−1
i Y Y ⊗OF

pi

Y ⊗OF
p−1
i Y

id⊗(OF←↩pi)

id⊗(p−1
i ←↩OF )

ϕ

id⊗(OF←↩pi)

ϕ⊗id

ξ⊗id

id⊗(p−1
i ←↩OF )

ϕ′

Moreover, on each strata, Fmin
pi

induces the morphism

Mn(LZαδ,n , ⟨·, ·⟩Zαδ,n)→Mn(LZα′δ′,n , ⟨·, ·⟩Zα′δ′,n)

sending (A, λ, i, (αn, νn)) to (A′, λ′, i′, (α′n, ν ′n)) as in the description before the theorem.
For completeness, we summarize the description as follows. Using the above notations,
A′ := A/(Ker(F )[pi]), i′ is induced by the quotient map πpi

: A→ A′, λ′ is characterized
by ξλ = π∨pi

◦λ′◦πpi
which defines a prime to p isogeny λ′, α′n = πpi

◦αn and ν ′n = νn◦κ.
In other words, restriction of the partial Frobenius to (suitable union of) strata recovers
the partial Frobenius on them.

Proof. It is enough to prove that Fpi
extends to the minimal compactification of each

component, i.e.

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))→Mn(L, TrOF /Z ◦ (α′δ′⟨·, ·⟩F ))

extends to a morphism

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))min →Mn(L, TrOF /Z ◦ (α′δ′⟨·, ·⟩F ))min

and maps strata to the expected ones. We are thus reduced to the situation that we
are familiar with.

We have morphisms

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))tor
Σαδ

Mn(L, TrOF /Z ◦ (α′δ′⟨·, ·⟩F ))tor
Σ′

α′δ′

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))min Mn(L, TrOF /Z ◦ (α′δ′⟨·, ·⟩F ))min

F tor
pi

∮ ∮ ′

Fmin
pi

(5.18)
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where the horizontal arrow is the extension of the partial Frobenius to toroidal com-
pactifications as we have proved in the previous section, and the dashed arrow is the
morphism we are searching for that makes the diagram commute. Once the existence of
the dashed arrow is established, the description of Fmin

pi
follows from the commutativity

of the diagram and the description of the first horizontal arrow as stated in the last
section.

Let GΣαδ
(resp. GΣ′

α′δ′
) be the universal semi-abelian scheme over M tor

n,Σαδ
:=

Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))tor
Σαδ

(resp. M tor
n,Σ′

α′δ′
:= Mn(L, TrOF /Z ◦ (α′δ′⟨·, ·⟩F ))tor

Σ′
α′δ′

).
Recall that F tor

pi
is characterized by

F tor
pi

∗GΣ′
α′δ′
∼= G

(pi)
Σαδ

:= GΣαδ
/(Ker(F )[pi])

hence
F tor
pi

∗Lie∨GΣ′
α′δ′

/Mtor
n,Σ′

α′δ′

∼= Lie∨
G

(pi)
Σαδ

/Mtor
n,Σαδ

.

Since the action of OF on Lie∨GΣαδ
/Mtor

n,Σαδ

(resp. Lie∨GΣ′
α′δ′

/Mtor
n,Σ′

α′δ′
) factors through

OF/p ∼=
∏
i
OF/pi, we have

Lie∨GΣαδ
/Mtor

n,Σαδ

= ⊕
i
eiLie∨GΣαδ

/Mtor
n,Σαδ

(resp. Lie∨GΣ′
α′δ′

/Mtor
n,Σ′

α′δ′
= ⊕

i
eiLie∨GΣ′

α′δ′
/Mtor

n,Σ′
α′δ′

) with ei the idempotent of OF/p corre-

sponds to the factor OF/pi. Since everything is O-equivaraint, we obtain

F tor
pi

∗(ejLie∨GΣ′
α′δ′

/Mtor
n,Σ′

α′δ′
) ∼= ejLie∨

G
(pi)
Σαδ

/Mtor
n,Σαδ

=


ejLie∨GΣαδ

/Mtor
n,Σαδ

j ̸= i,

F ∗(eiLie∨GΣαδ
/Mtor

n,Σαδ

) j = i
(5.19)

where the last equality follows from

ejLie∨
G

(pi)
Σαδ

/Mtor
n,Σαδ

= Lie∨
G

(pi)
Σαδ

[pj ]/Mtor
n,Σαδ

=


Lie∨GΣαδ

[pj ]/Mtor
n,Σαδ

j ̸= i,

F ∗(Lie∨GΣαδ
[pi]/Mtor

n,Σαδ

) j = i

in which we use

Lie∨
G

(pi)
Σαδ

/Mtor
n,Σαδ

= Lie∨
G

(pi)
Σαδ

[p]/Mtor
n,Σαδ

= ⊕
j
Lie∨

G
(pi)
Σαδ

[pj ]/Mtor
n,Σαδ
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and similarly for Lie∨GΣαδ
/Mtor

n,Σαδ

, together with

G
(pi)
Σαδ

[pj] =

GΣαδ
[pj] j ̸= i,

G
(p)
Σαδ

[pi] j = i

where G(p)
Σαδ

:= (GΣαδ
/Ker(F )) is the usual base change by the absolute Frobenius F

on M tor
n,Σαδ

.
Let ωi := ∧top eiLie∨GΣαδ

/Mtor
n,Σαδ

(resp. ω′i := ∧top eiLie∨GΣ′
α′δ′

/Mtor
n,Σ′

α′δ′
), then we have

ω = ⊗
i
ωi

and
ω′ = ⊗

i
ω′i

with ω := ∧top Lie∨GΣαδ
/Mtor

n,Σαδ

and ω′ := ∧top Lie∨GΣ′
α′δ′

/Mtor
n,Σ′

α′δ′
as before. Moreover,

(5.19) tells us that

F tor∗
pi

ω′j =

ωj j ̸= i,

F ∗ωi = ωpi j = i

hence
F tor∗
pi

ω′ = (⊗
j ̸=i
ωj)⊗ ωpi

If we can show that each ωi descends to a line bundle on

Mmin
n,αδ := Mn(L, TrOF /Z ◦ (αδ⟨·, ·⟩F ))min

through
∮
, i.e. there exists a line bundle ωmin

i on Mmin
n,αδ such that

∮ ∗
ωmin
i = ωi

then F tor
pi

∗ω′ = (⊗
j ̸=i
ωj)⊗ ωpi tells us that we can find a line bundle Lmin := (⊗

j ̸=i
ωmin
j )⊗

(ωmin
i )p such that ∮ ∗

Lmin = F tor
pi

∗ω′

and the universal property of Proj construction tells us that there exists Fmin
pi

which
makes the diagram (5.18) commutative.
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Indeed, recall that the universal property of the Proj construction is as follows. Let
A = ⊕

k≥0
Ak be a graded R-algebra finitely generated by degree 1 elements, and T be a

scheme defined over R with structure map f : T → Spec(R). Suppose we are given a
line bundle L on T , and a morphism of graded R-algebras

ψ : A → f∗( ⊕
k≥0
L⊗k) = ⊕

k≥0
Γ(T,L⊗k)

whose adjoint morphism at degree 1 f ∗A1 → L is surjective (viewing A1 as a quasi-
coherent module on Spec(R)), then there exists a unique morphism

g : T −→ ProjR(A)

of R-schemes together with an isomorphism

θ : g∗O(1) ∼= L

such that ψ factorizes as

ψ : A ∼= ⊕
k≥0

Γ(ProjR(A),O(1)⊗k) g∗
→ ⊕

k≥0
Γ(T, g∗O(1)⊗n)

θ∼= ⊕
k≥0

Γ(T,L⊗n).

In our setting,
∮ ′ ◦F tor

pi
is induced by

⊕
k≥0

Γ(M tor
n,Σ′

α′δ′
, ω′⊗k)

F tor
pi

∗

→ ⊕
k≥0

Γ(M tor
n,Σαδ

, (F tor
pi

∗ω′)⊗k) (5.20)

with L = F tor
pi

∗ω′. Assume that we know the existence of ωmin
i , then we have Lmin such

that
∮ ∗ Lmin = F tor

pi

∗ω′. Since OMmin
n,αδ

∼→
∮
∗OMtor

n,Σαδ
, we have by projection formula

∮
∗

∮ ∗
Lmin = Lmin ⊗

∮
∗
OMtor

n,Σαδ
= Lmin ⊗ OMmin

n,αδ
= Lmin

(Note that since Lmin is locally free, the derived tensor prodoct and left derived pullback
is just the usual one), which implies that

Γ(Mmin
n,αδ, L

min)
∮ ∗

∼= Γ(M tor
n,Σαδ

,
∮ ∗

Lmin) ∼= Γ(M tor
n,Σαδ

, F tor
pi

∗ω′)
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and similar for (Lmin)⊗k. Thus (5.20) gives us a morphism

⊕
k≥0

Γ(M tor
n,Σ′

α′δ′
, ω′⊗k)→ ⊕

k≥0
Γ(Mmin

n,αδ, (Lmin)⊗k)

which by the universal property of Proj construction induces a morphism

Fmin
pi

: Mmin
n,αδ −→Mmin

n,α′δ′ := Proj( ⊕
k≥0

Γ(M tor
n,Σ′

α′δ′
, ω′⊗k))

which makes the diagram (5.18) commutative.

Thus we are reduced to show the existence of ωmin
i such that

∮ ∗ ωmin
i = ωi. Let

M1
n,αδ ⊂Mmin

n,αδ be the union of the open stratum and all the codimension 1 strata, then
it follows from [6] 7.2.3.13 that

∮
:

∮ −1
(M1

n,αδ) ∼= M1
n,αδ

so we can view M1
n,αδ as an open subscheme of M tor

n,Σαδ
as well. Let

ωmin
i := (M1

n,αδ ↪→Mmin
n,αδ)∗(ωi|M1

n,αδ
)

we will show that ωmin
i is a line bundle and

∮ ∗ ωmin
i
∼= ωi. This is a direct adaption of

the proof of [6] 7.2.4.1 in our case.
First observe that ωmin

i is a coherent sheaf since Mmin
n,αδ is normal and the complement

of M1
n,αδ has codimension at least 2 ([27] VIII Prop. 3.2). Then to show that it is a

line bundle, it is enough to show that its stalk at every point is free of rank 1. By fpqc
descent, it is enough to show this for the completions of the strict localizations of Mmin

n,αδ,
i.e. it is enough to prove that for every geometric point x̄ of Mmin

n,αδ, the pullback of
ωmin
i to (Mmin

n,αδ)∧x̄ , the completions of the strict localization of Mmin
n,αδ at x̄, is free of rank

1. Similarly, it is enough to prove that
∮ ∗ ωmin

i
∼= ωi holds naturally over (M tor

n,Σαδ
)∧ȳ for

every geometric point ȳ of M tor
n,Σαδ

.
Suppose that x̄ lies in the stratum Z[(Zn,Φn,δn)], and we choose a stratum Z[(Φn,δn,σ)]

lying above Z[(Zn,Φn,δn)]. Then from (2) of theorem 5.3.2 we have a natural identification

(M tor
n,Σαδ

)∧Z[(Φn,δn,σ)]
∼= XΦn,δn,σ

where we do not have the quotient by ΓΦn,σ since we assume that n > 3. We have a
canonical map XΦn,δn,σ → (Mmin

n,αδ)∧Z[(Zn,Φn,δn)]
induced by

∮
, and by abuse of notation
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we let
(XΦn,δn,σ)∧x̄ := XΦn,δn,σ ×(Mmin

n,αδ
)∧
Z[(Zn,Φn,δn)]

(Mmin
n,αδ)∧x̄

then by definition we have a morphism

(XΦn,δn,σ)∧x̄ → (Mmin
n,αδ)∧x̄

The key point is that we have a morphism

(Mmin
n,αδ)∧x̄ → (MZn

n )∧x̄

such that the composition

(XΦn,δn,σ)∧x̄ → (Mmin
n,αδ)∧x̄ → (MZn

n )∧x̄

is induced by the structural morphism p : XΦn,δn,σ →MZn
n (recall that XΦn,δn,σ is the

formal completion along the boundary of an affine toroidal compactification of a torus
torsor over an abelian scheme over MZn

n ), see [6] 7.2.3.16 for details.
We observe that the pull back of the line bundle ωi over XΦn,δn,σ is canonically

identified with (∧top
Z eiX) ⊗Z p

∗(∧top eiLie∨
A/MZn

n
), where A is the universal abelian

variety over MZn
n . This is a trivial variant of [6] 7.1.2.1, and we briefly recall the

proof. By étale descent, we can assume that the base is S = Spf(R, I), with R normal
noetherian and I-adically complete so that we are in the setting of section 5.2.2. We
have

Lie∨Gfor/S
= Lie∨

G♮
for/S

hence
ωi =

top∧
eiLie∨Gfor/S

=
top∧
eiLie∨

G♮
for/S

= (
top∧
Z
eiX)⊗Z

top∧
eiLie∨Afor/S

where the last equality follows from the short exact sequence

0→ eiLieT/S → eiLieG♮/S → eiLieA/S → 0

induced by the global semi-abelian structure

0→ T → G♮ → A→ 0

of G♮.



5.5 Partial Frobenius extends to minimal compactifications 123

From what we have seen, the restriction of ωi to (XΦn,δn,σ)∧x̄ is the pullback of
(∧top

Z eiX)⊗Z (∧top eiLie∨
A/MZn

n
) along the composition

(XΦn,δn,σ)∧x̄ → (Mmin
n,αδ)∧x̄ → (MZn

n )∧x̄

which in particular shows that it is the pullbcak of some line bundle L on (Mmin
n,αδ)∧x̄ , i.e.

by abuse of notation
(
∮ ∧
x̄

)∗L ∼= (ωi)∧x̄ . (5.21)

This implies that both (ωmin
i )∧x̄ and L are extensions of (the completion of the strict

localization at x̄ of) ωi|M1
n,αδ

, which by Stacks Project 30.12.12 is equivalent ((ωmin
i )∧x̄ is

reflexive since it is the pushforward of an open embedding and L is reflexive since it is
a line bundle on a normal scheme).

This proves that (ωmin
i )∧x̄ is free of rank 1 and for every geometric point ȳ of

Z[(Φn,δn,σ)] with x̄ =
∮

(ȳ), then we have a natural map h : (M tor
n,Σαδ

)∧ȳ → (XΦn,δn,σ)∧x̄ and

(
∮ ∗

(ωmin
i ))∧ȳ ∼= h∗(

∮ ∧
x̄

)∗(ωmin
i )∧x̄

(5.21)∼= h∗((ωi)∧x̄ ) ∼= (ωi)∧ȳ

proving what we want.
To be more precise, there are canonical morphisms

ωi J∗J
∗ωi

∮ ∗ ωmin
i

∮ ∗ j∗J∗ωi ∮ ∗ ∮
∗ J∗J

∗ωi
def

where j and J are open embeddings defined by the diagram

M1
n,αδ M tor

n,Σαδ

Mmin
n,αδ

J

j ∮

and the two arrows are the adjunction morphism. We showed that
∮ ∗ ωmin

i and ωi

are naturally identified over (M tor
n,Σαδ

)∧ȳ for every geometric point ȳ of M tor
n,Σαδ

, and the
naturality tells us that after localization and completion, the images of ωi and

∮ ∗ ωmin
i

in J∗J∗ωi are identified. Now we can apply the fpqc descent to those two image sheaves
and conclude that

∮ ∗ ωmin
i
∼= ωi.
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