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Abstract: In this article a comparative analysis is made to determine the influence of vectors of 
selected features derived from geometric, optical and dielectric characteristics of eggs on the accuracy 
of classification, depending on their weight. Suitable for classification are the principal components 
and latent variables that reduce feature vectors containing shape indices (D, A, V), spectral indices 
(TVI, GLI), dielectric characteristics (C, k), selected by four methods (CORR, SFCPP, RELIEFF, 
FSRNCA). By comparative studies it is found that the use of classification methods (DT, DA, SVM) are 
more effective in predicting weight of hen eggs than in quail eggs. The proposed egg analysis 
methods take precedence over the known solutions in this field as it takes into account changes in the 
internal properties of quail and hen eggs when stored. 
Keywords: Eggs parameters and models, Image analysis, Shape features, Spectral indices, Dielectric 
properties, Feature selection, Classification.  

 
 
1. INITRODUCTION 
 
The processing hens and quail eggs for consumption consists of basic steps, including 
collection, cleaning, sorting, packing. In egg production, these processes are fully or partially 
automated [17,19]. When sorting eggs, part of the processes are automated and others are 
done manually and above all rely on the expert's visual judgment [18,20]. This type of 
assessment also determines the nature of the assessments. They are subjective, relatively 
slow, and of high cost. Therefore, when grading eggs, these methods are inappropriate. 
The quality requirements of eggs, achieved with the most accurate sorting according to their 
weight, necessitate the continuous development of new methods or the improvement of 
existing ones. 
In recent years, various methods for determining the quality of eggs have been developed 
and studied, including optical [2,3,6,9,21,30], gas [36], capacitive, ultrasonic [1] sensors. 
Methods for sharing different types of sensors are less affected. According to Mladenov [22] 
and Wang et al. [34], by using combined sensor data, better results can be obtained than 
using each sensor type individually. A number of methods that are efficient in their 
classification accuracy, such as the Support vector machines Method, Neural Networks, 
Genetic Algorithms, have been used to process data from these sensors. 
The prediction and classification of eggs, depending on their weight, whether using 
regression methods or complex computational procedures, is of close accuracy [28,33]. 
There is an obvious need to look for effective, rapid and simplified classification approaches, 
methods and tools for an automated, objective and sufficiently accurate assessment of key 
egg indicators [16]. These methods are suitable for direct use of the production line because 
they offer an accelerated calculation process and reduce the time for sorting eggs. 
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The purpose of the article is to determine, by means of a comparative analysis, the effect of 
vectors of selected features derived from the shape, optical and dielectric characteristics of 
eggs on the accuracy of classification, depending on their weight. 

 
2. MATERIAL AND METHODS 

 
A total of 108 quail eggs from three producers were used. 140 hen eggs from three 
producers. The eggs were purchased from a commercial network in Yambol, Bulgaria. They 
are selected without internal and external defects. They were stored at 4±2oC and a relative 
humidity of 46±3RH% for a period of 21 days. Measurements were taken on days 1, 7, 14, 
and 21 of storage. 
The measurement system presented in [12] was used to obtain digital images, spectral and 
dielectric characteristics. The system is expanded with a lighting module and a single-board 
microcomputer with a capacitor cell included. Capacitance measurement library [24] was 
used to determine the capacity. The measurement frequency is 5kHz. 
Spectral characteristics of the quail and hen eggs were obtained, which was done by 
converting the values of the LMS model into transmittance spectra in the VIS region, in the 
range 390-730nm, according to the mathematical dependences presented in [35]. 
Shape indexes d, D, A, P, Ai, V, Amr, Kv, Kf, K1, c1, r1, KA, KAM according to [12] have 
been determined. 
Spectral indices REI, PTI, CTI, TVI, G, NExG, NGRDI, RGBVI, GLI, VARI, ExG according to 
[5,7] are determined. 
From the dielectric characteristics were measured and calculated: capacity (C, pF); electrical 
resistance (R, GΩ); electrical conductivity (EC, μS); dielectric constant (k). 
The following methods have been used to select features describing the characteristics of 
eggs: 

 Correlation method, CORR [32]. Correlation dependence allows the search for unknown 
relationships between the characteristics describing eggs. In the selection of features, 
those that have the least possible correlation with each other are sought; 

 Sub-feature method of comparable prediction ability SFCPP [27]. Through this method, 
an optimal set of features is found that are mutually and maximally different and can 
effectively represent the compared objects. The algorithm minimizes the feature set and 
maximizes the appropriate feature set describing the objects. This algorithm is suitable 
for the selection of classification features. 

 Character selection method by neighbor component analysis FSNCA [10]. Weight the 
characteristics using a diagonal adaptation of the Neighborhood Component Analysis 
(NCA) method. This algorithm works well when evaluating the significance of 
characteristics for distance-based models. The algorithm is suitable for selecting 
classification features; 

 Method for ranking significant forecasting parameters RELIEFF [26]. The method is a 
selection function using the ReliefF algorithm for classification and the RReliefF algorithm 
for regression. This algorithm works well when evaluating the significance of 
characteristics for distance-based models; 

 Method for selecting regression features by analysis of adjacent components FSRNCA 
[11]. Weight the characteristics using a diagonal adaptation of the Neighborhood 
Component Analysis (NCA) method. This algorithm works well when evaluating the 
significance of characteristics for distance-based models. The algorithm is suitable for 
selecting features for regression analysis; 
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The presented feature selection methods describing the shape, spectral and dielectric 
characteristics of eggs have selected feature vectors. Tables 1, 2, 3 and 4 present the 
selected (HSFV) for hen eggs and (QSFV) for quail eggs containing shape indices and 
spectral indices. Feature vectors (HCFV) for hen eggs and (QCFV) for quail eggs are also 
presented.  

 
Table 1. Selected shape indices and spectral indices for hen eggs 

Feature vector Method for selection Shape indices Spectral indices 

HSFV1 CORR A, P, Ai, V, Amr TVI, G, GLI, VARI 

HSFV2 SFCPP d, Ai, Amr, Ka REI, PTI, G, NGRDI 

HSFV3 FSNCA A, P, V, Kf, K1 PTI, NExG, RGBVI, ExG 

HSFV4 RELIEFF d, P, V, Kf PTI, CTI, TVI, ExG 

HSFV5 FSRNCA A, P, Amr, c1 CTI, TVI, RGBVI, ExG 

  
Table 2. Selected shape indices and dielectric characteristics for hen eggs 

Feature vector Method for selection Shape indices Dielectric characteristics 

HCFV1 CORR A, P, Ai, V, Amr R, k 

HCFV2 SFCPP D, A, Ai, Amr R, K 

HCFV3 FSNCA d, V, Amr, Kf C, R 

HCFV4 RELIEFF d, P, V, Kf R 

HCFV5 FSRNCA A, P, V, Kf, K1 C 

 
Table 3. Selected shape indices and spectral indices for quail eggs 

Feature vector Method for selection Shape indices Spectral indices 

QSFV1 CORR D, Ai, Amr, K1 CTI, NExG, GLI, VARI 

QSFV2 SFCPP A, P, Ai, K1 REI, PTI, TVI, G 

QSFV3 FSNCA V, Amr, Ai, d CTI, TVI, GLI, VARI 

QSFV4 RELIEFF A, Ai, Amr, c1 REI, G, NExG, RGBVI 

QSFV5 FSRNCA A, V, Amr, K1 CTI, TVI, RGBVI, GLI 

 
Table 4. Selected shape indices and dielectric characteristics of quail eggs 

Feature vector Method for selection Shape indices Dielectric characteristics 

QCFV1 CORR D, Ai, Amr, K1 C, R, k 

QCFV2 SFCPP D, P, Amr, K1 R, k 

QCFV3 FSNCA d, P, Amr, K1 k 

QCFV4 RELIEFF A, Ai, Amr C, R, k 

QCFV5 FSRNCA A, V, Amr, K1 C, k 

 
Principal components (PC) obtained by the principal component analysis and latent variables 
(LV) obtained by the method of partial least squares regression were used to reduce the data 
volume of the spectral characteristics [14,23]. A kernel variant of the principal components 
(kPC) was also applied using a second-order polynomial kernel. 
The accuracy of classification with the found feature sets, in combination with methods to 
reduce the amount of their data, was evaluated using four types of classifiers: Naïve Bayes 
classifier [4]; Decision Tree Method [15]; Discriminant analysis [22]; Support vector machines 
method [8,31]. 
The Naïve Bayes Classifier (NBC) was used as a benchmark. It is one of the classic 
algorithms in machine learning and is based on the Bayes theorem for determining the 
posterior probability of an event occurring. Accepting the "naïve" assumption of conditional 
independence between each pair of parameters. 
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The Decision Tree (DT) method classifies data into inverted tree branches with internal 
nodes and leaf nodes. The algorithm can be effectively used for training when building a 
decision tree model and validation data set in order to decide on the appropriate tree size 
required to achieve the optimal final model. The following separation functions are used in 
the Decision Tree method: 

 Gdi (G) – an algorithm that uses Gini data heterogeneity index; 

 Twoing (T) – split algorithm generating a balanced decision tree slower than Gdi; 

 Deviance (D) – algorithm for finding deviation between data. 
Discriminant analysis (DA) is a multidimensional data analysis that is used when it is 
necessary to predict the values of a grouping variable. This is known as classification or 
pattern recognition. The discriminant analysis uses the following separation functions: 

 Linear (L) - linear separator function, suitable for multivariate normal density data of each 
group, with an overall covariance estimate; 

 Diaglinear (DL) - is similar to the linear separating function but uses the calculation of the 
diagonal of a covariance matrix (diagonal linear separating function); 

 Quadratic (Q) - quadratic separating function (second degree), distributes data with 
multivariate normal density by calculating covariance and grouping them; 

 Diagquadratic (DQ) - is similar to the quadratic separating function but uses the 
calculation of the diagonal of a covariance matrix (diagonal nonlinear separating 
function); 

 Mahalanobis (M) - splits data into groups by Mahalonobis distance by determining 
covariance in the data. 

The Support Vector Machines Method (SVM) is a model of teacher training and related data 
analysis algorithms used for classification. Each element of the training sample is associated 
with one of two categories, and the training algorithm builds a model in which the data is 
transformed into a new space so that there is a separation between them. SVM analysis 
uses the following separation functions: 

 Linear (L) - linear separator function, suitable for multivariate normal density data of each 
group; 

 Quadratic (Q) - quadratic separating function (second degree), distributes data with 
multivariate normal density by calculating covariance and grouping them; 

 Polynomial (P) - polynomial separation function; 

 RBF - separating function defined by radial basis elements. 
Figure 1 presents examples of classification with the indicated classifiers. 
The performance of the classifiers used is estimated by a total classification error [8], which 
is described by the formula: 

 

е =
∑ (∑ 𝑦𝑖𝑘 − 𝑦𝑖𝑖

𝑛
𝑘=1 )𝑛

𝑖=1

∑ ∑ 𝑦𝑖𝑘
𝑛
𝑘=1

𝑛
𝑖=1

. 100,% (1) 

 
where yik is the number of samples in class i classified by the classifier in class k; yii number 
of correctly identified samples; k=1...n - number incorrectly assigned to a class i relative to 
the total number of samples; n - number of classes. 
All data are processed at a level of signifficance α=0,05. 
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a) Naïve Bayes (NBC) 
 

 

b) Decision Tree (DT) 
 

  
 

c) Discriminant Analisis (DA) 
 

d) Support Vector Machines (SVM) 
 

Figure 1. Examples of the classifiers used 
 

3. RESULTS AND DISCUSSION 
 

The results of a classification with four classifiers are presented. A summary analysis of the 
classification errors obtained is made, depending on the feature vector used and the method 
for reducing the volume of data. The results obtained are summarized and compared with 
those in the available literature. 
 

3.1. Classification by Naïve Bayes Classifier (NBC) 
  
Table 5 shows the results of the classification of hen eggs with a Naïve Bayes classifier by 
feature vectors containing shape indices and spectral indices. The table shows that the 
feature vectors HSFV1, HSFV2 and HSFV4 have the lowest total classification error, 
compared to the other feature vectors, e=9-11%. Compared to the kernel variant of the 
principal components used to reduce the amount of data, low values of the total classification 
error were obtained using latent variables. Significantly larger are the values of this error 
when using a linear variant of the principal components. Highest error rates were obtained 
between 1-7 days and 7-14 days. 
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Table 5. A total classification error e,% for hen eggs by feature vectors containing shape 
indices and spectral indices 

FV 
 D 

DRM 
D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 em, % 

FV 
em, % 

HSFV1 

LV 4% 8% 7% 4% 5% 8% 6% 

9% PC 19% 15% 17% 14% 15% 23% 17% 

kPC 10% 2% 3% 1% 2% 3% 3% 

HSFV2 

LV 4% 3% 4% 3% 5% 4% 4% 

11% PC 28% 23% 26% 23% 26% 26% 25% 

kPC 2% 2% 2% 2% 2% 9% 3% 

HSFV3 

LV 19% 20% 20% 20% 21% 28% 21% 

23% PC 52% 53% 8% 52% 8% 7% 30% 

kPC 10% 19% 21% 13% 17% 19% 17% 

HSFV4 

LV 5% 10% 8% 7% 6% 10% 8% 

10% PC 16% 18% 19% 16% 16% 17% 17% 

kPC 8% 2% 2% 1% 2% 15% 5% 

HSFV5 

LV 15% 16% 10% 20% 9% 12% 14% 

13% PC 15% 15% 3% 49% 28% 30% 23% 

kPC 9% 1% 2% 1% 4% 5% 4% 

FV-feature vector; DRM-method for reducing the amount of data; D-day 

 
Table 6 shows the results of the classification of hen eggs with a Naïve Basyes classifier by 
shape indices and dielectric characteristics. The feature vectors HCFV1, HCFV4 and HCFV5 
have the lowest total classification error, compared to the other feature vectors, e=4-8%. 
These errors are smaller compared to the use of feature vectors containing spectral indices 
and shape indices. Compared to the kernel variant of the principal components used to 
reduce the amount of data, low values of the total classification error were obtained using 
latent variables. Significantly larger are the values of this error when using a linear variant of 
the principal components. The highest error values were obtained between 1-21 days. 
 
Table 6. A total classification error e,% for hen eggs by feature vectors containing shape 
indices and dielectric characteristics 

FV 
 D 

DRM 
D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 em, % 

FV 
em, % 

HCFV1 

LV 6% 9% 21% 1% 2% 2% 7% 

8% PC 9% 22% 23% 11% 3% 17% 14% 

kPC 14% 2% 3% 2% 4% 2% 4% 

HCFV2 

LV 8% 11% 23% 3% 4% 4% 9% 

10% PC 11% 24% 25% 13% 5% 19% 16% 

kPC 16% 4% 5% 4% 6% 4% 6% 

HCFV3 

LV 6% 17% 10% 6% 6% 15% 10% 

9% PC 8% 10% 19% 20% 8% 6% 12% 

kPC 6% 7% 6% 6% 6% 6% 6% 

HCFV4 

LV 1% 12% 5% 1% 1% 10% 5% 

4% PC 3% 5% 14% 15% 3% 1% 7% 

kPC 1% 2% 1% 1% 1% 1% 1% 

HCFV5 

LV 1% 5% 3% 4% 1% 21% 6% 

6% PC 9% 17% 13% 5% 4% 12% 10% 

kPC 0% 1% 1% 0% 2% 1% 1% 

FV-feature vector; DRM-method for reducing the amount of data; D-day 

 
Table 7 shows the results of the classification by NBC of quail eggs with feature vectors 
(QSFV) containing shape indices and spectral indices. The feature vectors QSFV1, QSFV2 
and QSFV4 have the smallest total classification error, compared to the other feature vectors 
e=8-10%. The QSFV2 feature vector was chosen over QSFV3 because, when using latent 
variables, it shows a lower value of the total classification error. Compared to the kernel 



ARTTE 
 

 

Applied Researches in Technics, Technologies and Education 
Journal of the Faculty of Technics and Technologies, Trakia University 
https://sites.google.com/a/trakia-uni.bg/artte/ 

 

ARTTE Vol. 7, No. 4, 2019 ISSN 1314-8788 (print), ISSN 1314-8796 (online), doi: 10.15547/artte.2019.04.004                        

272 
 
 

variant of the principal components used to reduce the amount of data, low values of the total 
classification error were obtained using latent variables. Significantly larger are the values of 
this error when using a linear variant of the principal components. Highest error rates were 
obtained between 1-7, 1-14, and 7-21 days. 
  
Table 7. A total classification error e,% for quail eggs by feature vectors containing shape 
indices and spectral indices 

FV 
 D 

DRM 
D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 em, % 

FV 
em, % 

QSFV1 

LV 18% 5% 6% 5% 5% 8% 8% 

10% PC 13% 12% 15% 11% 12% 14% 13% 

kPC 10% 2% 6% 3% 29% 1% 8% 

QSFV2 

LV 48% 7% 1% 8% 1% 1% 11% 

8% PC 6% 6% 2% 5% 2% 5% 4% 

kPC 9% 12% 1% 21% 1% 1% 8% 

QSFV3 

LV 37% 23% 1% 20% 1% 1% 14% 

8% PC 17% 13% 4% 10% 4% 3% 9% 

kPC 10% 3% 1% 3% 1% 0% 3% 

QSFV4 

LV 8% 9% 1% 9% 1% 0% 5% 

10% PC 44% 41% 8% 41% 7% 6% 24% 

kPC 1% 1% 0% 1% 0% 0% 1% 

QSFV5 

LV 17% 14% 6% 13% 6% 4% 10% 

15% PC 51% 45% 21% 44% 20% 20% 34% 

kPC 4% 1% 2% 2% 2% 1% 2% 

FV-feature vector; DRM-method for reducing the amount of data; D-day 

 
Table 8 shows the results of the classification of quail eggs with a Naïve Bayes classifier 
(NBC) by shape indices and dielectric characteristics. The feature vectors QCFV1, QCFV4 
and QCFV5 have the lowest total classification error, compared to the other feature vectors, 
e=7-9%. These errors are smaller compared to the use of feature vectors containing spectral 
indices and shape indices. Compared to the kernel variant of the principal components used 
to reduce the amount of data, low values of the total classification error were obtained using 
latent variables. Significantly larger are the values of this error when using a linear variant of 
the principal components. The highest error values were obtained between 1-14 and 1-21 
days. 
 
Table 8. A total classification error e,% for quail eggs by feature vectors containing shape 
indices and dielectric characteristics 

FV 
 D 

DRM 
D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 em, % 

FV 
em, % 

QCFV1 

LV 6% 16% 16% 4% 6% 15% 10% 

8% PC 6% 19% 19% 17% 10% 18% 15% 

kPC 0% 0% 0% 0% 0% 0% 0% 

QCFV2 

LV 8% 18% 18% 6% 8% 17% 12% 

10% PC 8% 21% 21% 19% 12% 20% 17% 

kPC 2% 2% 2% 2% 2% 2% 2% 

QCFV3 

LV 6% 12% 3% 7% 3% 3% 6% 

10% PC 22% 22% 23% 16% 15% 21% 21% 

kPC 3% 4% 3% 4% 3% 3% 4% 

QCFV4 

LV 3% 9% 0% 4% 0% 0% 3% 

7% PC 22% 19% 22% 13% 12% 18% 18% 

kPC 0% 1% 0% 1% 0% 0% 1% 

QCFV5 

LV 8% 13% 15% 6% 7% 13% 10% 

9% PC 13% 19% 19% 13% 13% 20% 16% 

kPC 0% 0% 0% 0% 0% 0% 0% 

FV-feature vector; DRM-method for reducing the amount of data; D-day 
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Based on the classification with the Naïve Bayes Classifier (NBC), it was found that suitable 
for distinguishing hens eggs by their weight, depending on the day of storage, HSFV1, 
HSFV2 and HSFV4 feature vectors derived from spectral characteristics and shape indices 
are suitable. By these indices can be used to classify quail eggs, feature vectors QSFV1, 
QSFV2 and QSFV4. 
Distinguishing hen eggs by their weight, depending on the day of storage, is possible by the 
feature vectors HCFV1, HCFV4 and HCFV5 derived from the shape indices and dielectric 
characteristics. According to these indices for the classification of quail eggs, feature vectors 
QSFV1, QSFV4 and QSFV5 can be used. 
Appropriate methods for reducing the amount of data of feature vectors are principal 
components (PC) and latent variables (LV), because their use results in low values of the 
total classification error. 
The results show that the CORR, SFCPP and RELIEFF methods are suitable for selection of 
features from shape indices and spectral indices of eggs according to the results obtained 
with the Naïve Basyes classifier (NBC). The ranking of features by shape indices and 
dielectric characteristics of eggs is successful by the CORR, RELIEFF and FSRNCA 
methods. 
The selected feature vectors were used to classify eggs by the Decision Tree (DT) method, 
Discriminant analysis (DA), and Support Vector Machines (SVM) methods. 
 
3.2. Classification by Decision Tree (DT) 
 
Table 9 shows the results of the classification of hen eggs by the Decision Tree (DT) method, 
by feature vectors containing shape indices and spectral indices. The table shows that the 
HSFV2 feature vector has the lowest total classification error, compared to the other feature 
vectors, e=9% using latent variables (LV). Significantly larger are the values of this error 
when using the linear variant of the principal components (PC), e=28%. The highest error 
values for this feature vector were obtained between 14-21 days. 
 
Table 9. A total classification error e,% for hen eggs by feature vectors containing shape 
indices and spectral indices 

FV DRM 
D 

SF 
D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 em, % 

FV 
em, % 

HSFV1 

LV 

G 5% 8% 7% 5% 5% 8% 6% 

6% T 5% 8% 7% 7% 5% 8% 7% 

D 5% 8% 7% 5% 5% 9% 6% 

PC 

G 20% 25% 26% 20% 20% 28% 23% 

24% T 20% 24% 28% 21% 20% 26% 23% 

D 23% 24% 27% 24% 23% 28% 25% 

HSFV2 

LV 

G 4% 5% 5% 5% 5% 6% 5% 

5% T 4% 4% 4% 5% 6% 6% 5% 

D 5% 4% 4% 5% 6% 7% 5% 

PC 

G 30% 28% 29% 24% 30% 27% 28% 

28% T 30% 31% 29% 24% 30% 24% 28% 

D 29% 31% 29% 30% 30% 29% 30% 

HSFV4 

LV 

G 5% 14% 15% 5% 5% 10% 9% 

9% T 5% 10% 12% 5% 5% 12% 8% 

D 6% 12% 12% 5% 5% 12% 9% 

PC 

G 20% 22% 18% 19% 18% 18% 19% 

19% T 19% 20% 18% 19% 18% 18% 19% 

D 19% 20% 22% 20% 22% 20% 20% 

FV-feature vector; DRM-method for reducing the amount of data; D-day; SF-separation function; G-Gdi; T-
Twoing; D-Deviance 
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Table 10 shows the results of the classification of hen eggs by the DT method, by feature 
vectors containing shape indices and dielectric characteristics. The HCFV5 feature vector 
has the lowest total classification error, compared to the other feature vectors, e=3% using 
LV. Significantly larger are the values of this error when using the PC, e=15%. The highest 
error values for this feature vector were obtained between 1-14 days. 

 
Table 10.  
A total classification error e,% for hen eggs by feature vectors containing shape indices and 
dielectric characteristics 

 
FV 

 
DRM 

D 
SF 

D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 em, % 
FV 

em, % 

HCFV1 

LV 

G 3% 25% 15% 3% 3% 15% 11% 

11% T 3% 25% 15% 3% 3% 15% 10% 

D 3% 25% 15% 3% 3% 15% 10% 

PC 

G 14% 23% 25% 14% 14% 24% 19% 

19% T 14% 23% 24% 14% 14% 23% 19% 

D 14% 23% 25% 14% 14% 25% 19% 

HCFV4 

LV 

G 1% 7% 7% 1% 1% 7% 4% 

4% T 1% 7% 8% 1% 1% 8% 4% 

D 1% 7% 7% 1% 1% 6% 4% 

PC 

G 12% 26% 18% 12% 12% 18% 16% 

17% T 12% 28% 18% 12% 12% 18% 17% 

D 12% 29% 18% 12% 12% 18% 17% 

HCFV5 

LV 

G 2% 8% 2% 2% 2% 2% 3% 

3% T 2% 8% 2% 2% 2% 2% 3% 

D 2% 8% 2% 2% 2% 2% 3% 

PC 

G 13% 22% 14% 13% 13% 14% 15% 

15% T 13% 22% 14% 13% 13% 14% 15% 

D 13% 22% 14% 13% 13% 14% 15% 

FV-feature vector; DRM-method for reducing the amount of data; D-day; SF-separation function; G-Gdi; T-
Twoing; D-Deviance 

 
Table 11 shows the results of the classification of quail eggs with DT, by feature vectors 
containing shape indices and spectral indices. The QSFV4 feature vector has the lowest total 
classification error, compared to the other feature vectors, e=9% using LV. For the QSFV2 
feature vector, lower error values were obtained using a PC. The highest error values for 
these feature vectors were obtained between 1-7 and 7-14 days. 
Table 12 shows the results of the classification of quail eggs with DT, by feature vectors 
containing shape indices and dielectric characteristics. The QCFV5 feature vector has the 
lowest total classification error, compared to the other feature vectors, e= 8% using LV and 
e=18% using PC. The highest error values for this feature vector were obtained between 1-
21 and 7-21 days. 
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Table 11.  
A total classification error e,% for quail eggs by feature vectors containing shape indices and 
spectral indices 

 
FV 

 
DRM SF, D D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 em, % 

FV 
em, % 

QSFV1 

LV 

G 19% 8% 5% 8% 4% 4% 8% 

8% T 19% 8% 4% 8% 5% 5% 8% 

D 18% 8% 5% 8% 5% 5% 8% 

PC 

G 12% 10% 19% 10% 13% 10% 12% 

12% T 12% 10% 19% 10% 12% 10% 12% 

D 12% 10% 19% 10% 12% 10% 12% 

QSFV2 

LV 

G 44% 7% 1% 7% 1% 1% 10% 

10% T 44% 8% 1% 7% 1% 1% 10% 

D 44% 7% 1% 7% 1% 1% 10% 

PC 

G 9% 7% 7% 7% 7% 10% 8% 

8% T 9% 7% 7% 7% 7% 11% 8% 

D 9% 7% 7% 7% 7% 7% 8% 

QSFV4 

LV 

G 11% 9% 4% 10% 4% 4% 7% 

7% T 10% 9% 4% 9% 4% 4% 7% 

D 10% 10% 4% 10% 4% 4% 7% 

PC 

G 48% 41% 13% 42% 14% 13% 29% 

29% T 46% 42% 13% 41% 14% 13% 28% 

D 47% 45% 15% 44% 14% 15% 30% 

FV-feature vector; DRM-method for reducing the amount of data; D-day; SF-separation function; G-Gdi; T-
Twoing; D-Deviance 

 
Table 12.  
A total classification error e,% for quail eggs by feature vectors containing shape indices and 
dielectric characteristics 

 
FV 

 
DRM SF, D D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 

em,  
% 

FV 
em, % 

QCFV1 

LV 

G 22% 22% 7% 22% 7% 7% 15% 

15% T 23% 22% 7% 22% 7% 7% 15% 

D 23% 23% 7% 26% 7% 7% 16% 

PC 

G 28% 31% 11% 30% 10% 10% 20% 

20% T 31% 31% 10% 29% 11% 11% 21% 

D 28% 31% 10% 28% 11% 11% 20% 

QCFV4 

LV 

G 30% 19% 7% 19% 7% 8% 15% 

15% T 29% 19% 8% 19% 7% 7% 15% 

D 30% 19% 7% 19% 7% 7% 15% 

PC 

G 16% 9% 13% 10% 16% 9% 12% 

12% T 16% 9% 17% 9% 16% 9% 12% 

D 17% 9% 16% 9% 17% 9% 13% 

QCFV5 

LV 

G 9% 7% 9% 7% 11% 7% 9% 

8% T 9% 7% 10% 7% 10% 7% 9% 

D 9% 7% 9% 7% 9% 7% 8% 

PC 

G 19% 18% 19% 17% 15% 19% 18% 

18% T 15% 19% 19% 17% 17% 19% 18% 

D 21% 20% 20% 20% 21% 19% 20% 

FV-feature vector; DRM-method for reducing the amount of data; D-day; SF-separation function; G-Gdi; T-
Twoing; D-Deviance 
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3.3. Classification by Discriminant analysis (DA) 

 
Table 13 shows the results of the classification of hen eggs with a DA Classifier by vectors of 
features containing shape indices and spectral indices. The HSFV2 feature vector has the 
smallest total classification error, compared to the other feature vectors, e=4%, using LV. 
Using a PC, e=22%. Error values keep their levels throughout the measurement period. It 
can be seen that the highest values of the total classification error are obtained using linear 
separating functions, regardless of the method used to reduce the amount of data of feature 
vectors. 
 
Table 13.  
A total classification error e,% for hen eggs by feature vectors containing shape indices and 
spectral indices 

 
FV 

 
DRM 

D 
SF 

D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 em, % 
FV 

em, % 

HSFV1 

LV 

L 5% 8% 8% 5% 5% 8% 6% 

6% 

DL 5% 8% 8% 4% 4% 8% 6% 

Q 4% 7% 6% 4% 4% 8% 6% 

DQ 4% 8% 7% 3% 5% 8% 6% 

M 4% 6% 5% 4% 4% 8% 5% 

PC 

L 20% 22% 20% 20% 18% 25% 21% 

18% 

DL 23% 21% 20% 20% 18% 26% 22% 

Q 15% 8% 14% 7% 10% 9% 10% 

DQ 19% 15% 17% 14% 15% 22% 17% 

M 17% 25% 22% 21% 14% 28% 21% 

HSFV2 

LV 

L 3% 4% 3% 4% 5% 5% 4% 

4% 

DL 4% 4% 5% 5% 5% 5% 4% 

Q 3% 4% 5% 4% 5% 5% 4% 

DQ 4% 3% 4% 3% 4% 4% 4% 

M 3% 3% 5% 3% 4% 5% 4% 

PC 

L 27% 25% 25% 25% 28% 25% 26% 

22% 

DL 28% 25% 26% 25% 28% 27% 26% 

Q 24% 12% 19% 8% 17% 12% 15% 

DQ 28% 23% 25% 23% 25% 26% 25% 

M 30% 24% 25% 29% 26% 28% 27% 

HSFV4 

LV 

L 3% 10% 8% 3% 4% 9% 6% 

6% 

DL 6% 9% 8% 6% 5% 10% 8% 

Q 3% 8% 6% 3% 3% 10% 5% 

DQ 5% 10% 8% 6% 6% 10% 8% 

M 3% 7% 6% 3% 3% 9% 5% 

PC 

L 21% 19% 17% 20% 18% 17% 19% 

17% 

DL 20% 20% 19% 20% 18% 19% 19% 

Q 13% 10% 11% 13% 13% 18% 13% 

DQ 16% 18% 18% 16% 16% 17% 17% 

M 19% 8% 11% 13% 13% 17% 13% 

FV-feature vector; DRM-method for reducing the amount of data; D-day; SF-separation function; L-Liniear; DL-
DiagLinear; Q-Quadratic; DQ-DiagQuadratic; M-Mahalanobis 

 
Table 14 shows the results of the classification of hen eggs with a Discriminant (DA) 
Classifier by feature vectors containing shape indices and dielectric characteristics. It can be 
seen that the feature vector  HCFV5 has the lowest total classification error, compared to the 
other feature vectors, e= 2%, using latent variables (LV). Using a linear variant of the 
principal components (PC), e=13%. The error values for this feature vector are highest at 
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days 1-14 and 1-21. It can be seen that the values of the total classification error are 
maintained throughout the measurement period, regardless of the separating function used 
and the method for reducing the amount of data for the presented feature vector. 

 
Table 14.  
A total classification error e,% for hen eggs by feature vectors containing shape indices and 
dielectric characteristics 

 
FV 

 
DRM 

D 
SF 

D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 em, % 
FV 

em, % 

HCFV1 

LV 

L 6% 11% 17% 7% 3% 1% 7% 

8% 

DL 6% 19% 24% 8% 5% 9% 12% 

Q 1% 8% 18% 1% 1% 1% 5% 

DQ 6% 9% 20% 1% 2% 2% 6% 

M 1% 15% 19% 2% 1% 1% 6% 

PC 

L 18% 23% 24% 21% 3% 20% 18% 

16% 

DL 14% 23% 21% 21% 4% 17% 17% 

Q 8% 19% 20% 10% 3% 14% 12% 

DQ 9% 22% 23% 10% 4% 17% 14% 

M 10% 21% 20% 13% 3% 13% 14% 

HCFV4 

LV 

L 1% 8% 5% 2% 1% 5% 4% 

4% 

DL 2% 10% 5% 1% 1% 8% 4% 

Q 1% 8% 6% 1% 1% 5% 4% 

DQ 1% 11% 5% 1% 0% 9% 5% 

M 1% 7% 5% 1% 1% 5% 3% 

PC 

L 2% 4% 20% 17% 8% 1% 9% 

8% 

DL 2% 4% 20% 17% 8% 1% 8% 

Q 1% 2% 13% 13% 3% 1% 6% 

DQ 3% 5% 14% 15% 3% 1% 7% 

M 1% 12% 21% 23% 2% 1% 10% 

HCFV5 

LV 

L 1% 5% 2% 1% 1% 2% 2% 

2% 

DL 2% 5% 2% 0% 1% 2% 2% 

Q 1% 5% 3% 0% 1% 2% 2% 

DQ 2% 5% 2% 0% 1% 2% 2% 

M 1% 6% 3% 0% 1% 2% 2% 

PC 

L 14% 20% 16% 13% 9% 16% 15% 

13% 

DL 14% 20% 16% 13% 9% 15% 14% 

Q 7% 16% 14% 5% 4% 13% 10% 

DQ 9% 16% 14% 5% 4% 13% 10% 

M 18% 22% 27% 13% 6% 16% 17% 

FV-feature vector; DRM-method for reducing the amount of data; D-day; SF-separation function; L-Liniear; DL-
DiagLinear; Q-Quadratic; DQ-DiagQuadratic; M-Mahalanobis 
 
Table 15 shows the results of the classification of quail eggs with DA by feature vectors 
containing shape indices and spectral indices. The QSFV4 feature vector has the smallest 
total classification error, compared to the other feature vectors, e=5% using LV. For the 
QSFV2 feature vector, lower error values were obtained using PC, e=8%. The highest error 
values for these feature vectors were obtained between 1-7, 1-14 and 7-14 days. 
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Table 15.  
A total classification error e,% for quail eggs by feature vectors containing shape indices and 
spectral indices 

 
FV 

 
DRM 

D 
SF 

D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 em, % 
FV 

em, % 

QSFV1 

LV 

L 18% 5% 6% 6% 5% 7% 8% 

8% 

DL 19% 5% 6% 5% 5% 7% 8% 

Q 20% 4% 6% 4% 5% 7% 8% 

DQ 18% 4% 6% 5% 5% 7% 7% 

M 19% 4% 6% 4% 5% 7% 8% 

PC 

L 12% 11% 12% 12% 11% 10% 11% 

11% 

DL 13% 13% 11% 12% 10% 11% 11% 

Q 13% 12% 12% 10% 11% 9% 11% 

DQ 13% 12% 13% 11% 11% 11% 12% 

M 14% 14% 15% 14% 14% 16% 15% 

QSFV2 

LV 

L 38% 6% 1% 6% 6% 1% 10% 

10% 

DL 56% 6% 1% 6% 6% 1% 13% 

Q 33% 2% 1% 2% 2% 1% 7% 

DQ 48% 6% 1% 8% 8% 1% 12% 

M 32% 1% 1% 2% 2% 1% 7% 

PC 

L 12% 7% 12% 7% 13% 6% 9% 

8% 

DL 12% 7% 13% 7% 13% 6% 10% 

Q 7% 6% 2% 3% 2% 5% 4% 

DQ 7% 6% 2% 5% 2% 5% 4% 

M 11% 9% 2% 7% 2% 6% 6% 

QSFV4 

LV 

L 10% 8% 2% 8% 2% 1% 5% 

5% 

DL 8% 8% 2% 8% 2% 1% 5% 

Q 9% 9% 1% 10% 1% 0% 5% 

DQ 9% 9% 1% 9% 1% 0% 5% 

M 12% 10% 1% 11% 0% 0% 6% 

PC 

L 48% 44% 12% 42% 11% 11% 28% 

26% 

DL 45% 47% 13% 46% 12% 9% 29% 

Q 37% 41% 6% 41% 6% 4% 23% 

DQ 44% 41% 7% 41% 6% 6% 24% 

M 46% 50% 18% 51% 17% 12% 32% 

FV-feature vector; DRM-method for reducing the amount of data; D-day; SF-separation function; L-Liniear; DL-
DiagLinear; Q-Quadratic; DQ-DiagQuadratic; M-Mahalanobis 

 
Table 16 shows the results of the classification of quail eggs with a Discriminant (DA) 
Classifier by feature vectors containing shape indices and dielectric characteristics. It can be 
seen that the feature vector QCFV1 has the lowest total classification error, compared to the 
other feature vectors, e=10% using latent variables (LV). Using a linear variant of the 
principal components (PC), e=13%. The error values for this feature vector are highest at 
days 1-14 and 14-21. It can be seen that the values of the total classification error are 
maintained throughout the measurement period, regardless of the separating function used 
and the method for reducing amount of data for the presented feature vector. 
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Table 16.  
A total classification error e,% for quail eggs by feature vectors containing shape indices and 
dielectric characteristics 

 
FV 

 
DRM 

D 
SF 

D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 em, % 
FV 

em, % 

QCFV1 

LV 

L 6% 11% 16% 5% 6% 12% 9% 

10% 

DL 6% 17% 17% 6% 7% 15% 11% 

Q 3% 13% 18% 2% 3% 11% 8% 

DQ 5% 15% 16% 4% 5% 15% 10% 

M 4% 14% 17% 4% 6% 13% 10% 

PC 

L 7% 18% 18% 9% 9% 19% 13% 

13% 

DL 8% 18% 19% 9% 9% 17% 13% 

Q 9% 13% 18% 11% 10% 17% 13% 

DQ 6% 19% 19% 12% 9% 18% 14% 

M 9% 17% 18% 12% 10% 20% 14% 

QCFV4 

LV 

L 8% 10% 17% 7% 9% 10% 10% 

10% 

DL 10% 17% 19% 9% 11% 16% 14% 

Q 5% 9% 17% 3% 5% 7% 8% 

DQ 6% 17% 19% 5% 6% 16% 11% 

M 7% 11% 19% 5% 7% 11% 10% 

PC 

L 25% 20% 20% 9% 9% 19% 17% 

15% 

DL 24% 19% 20% 9% 9% 19% 17% 

Q 20% 4% 6% 10% 10% 18% 11% 

DQ 22% 19% 21% 11% 12% 19% 17% 

M 24% 6% 6% 10% 10% 19% 12% 

QCFV5 

LV 

L 10% 9% 15% 7% 8% 11% 10% 

11% 

DL 13% 14% 16% 11% 13% 13% 13% 

Q 6% 9% 16% 5% 6% 8% 8% 

DQ 7% 12% 15% 6% 7% 12% 10% 

M 9% 12% 16% 6% 8% 11% 10% 

PC 

L 12% 18% 18% 12% 11% 18% 15% 

14% 

DL 12% 18% 17% 12% 11% 18% 15% 

Q 11% 16% 18% 10% 11% 19% 14% 

DQ 13% 19% 18% 12% 13% 19% 16% 

M 11% 18% 19% 10% 11% 18% 14% 

FV-feature vector; DRM-method for reducing the amount of data; D-day; SF-separation function; L-Liniear; DL-
DiagLinear; Q-Quadratic; DQ-DiagQuadratic; M-Mahalanobis 

 
3.4. Classification with Support Vector Machines (SVM) 

 
Table 17 shows the results of the classification of hen eggs by Support vector machines 
(SVM) method by feature vectors containing shape indices and spectral indices. The HSFV4 
feature vector has the smallest total classification error, compared to the other feature 
vectors, e=1%, using latent variables (LV). Using a linear version of the principal components 
(PC), e=5%. Error values keep their levels throughout the measurement period. It can be 
seen that the highest values of the total classification error are obtained using linear 
separating functions, regardless of the method used to reduce the volume of data of feature 
vectors. 
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Table 17.  
A total classification error e,% for hen eggs by feature vectors containing shape indices and 
spectral indices 

 
FV 

 
DRM 

D 
SF 

D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 em, % 
FV 

em, % 

HSFV1 

LV 

L 2% 3% 3% 1% 1% 3% 2% 

1% 
Q 0% 0% 0% 0% 0% 0% 0% 

P 1% 0% 0% 0% 0% 0% 0% 

RBF 0% 1% 1% 0% 1% 1% 1% 

PC 

L 19% 17% 15% 19% 14% 19% 17% 

6% 
Q 2% 8% 3% 13% 4% 9% 6% 

P 0% 0% 0% 1% 0% 0% 0% 

RBF 1% 0% 0% 1% 1% 2% 1% 

HSFV2 

LV 

L 1% 1% 2% 1% 3% 2% 2% 

1% 
Q 0% 0% 1% 0% 1% 0% 0% 

P 0% 0% 0% 1% 0% 0% 0% 

RBF 1% 0% 1% 0% 1% 0% 1% 

PC 

L 24% 19% 22% 19% 24% 19% 21% 

8% 
Q 0% 6% 4% 4% 4% 4% 4% 

P 2% 3% 1% 5% 3% 3% 3% 

RBF 2% 5% 1% 5% 3% 7% 4% 

HSFV4 

LV 

L 2% 7% 5% 2% 2% 5% 4% 

1% 
Q 0% 0% 0% 0% 0% 2% 0% 

P 0% 0% 2% 0% 1% 1% 1% 

RBF 1% 1% 0% 0% 2% 1% 1% 

PC 

L 19% 15% 15% 19% 15% 15% 17% 

5% 
Q 1% 0% 1% 2% 1% 0% 1% 

P 3% 1% 2% 1% 2% 2% 2% 

RBF 1% 0% 0% 1% 1% 2% 1% 

FV-feature vector; DRM-method for reducing the amount of data; D-day; SF-separation function; L-Linear; Q-
Quadratic; P-Polynomial; RBF-Radial Basis Function 

 
Table 18 shows the results of the classification of hen eggs with SVM by feature vectors 
containing shape indices and dielectric characteristics. The HCFV4 feature vector has the 
smallest total classification error, compared to the other feature vectors, e=1% using LV. 
Using PC, e=3%. Error values keep their levels throughout the measurement period.  
Table 19 shows the results of the classification of quail eggs with SVM by feature vectors 
containing shape indices and spectral indices. The QSFV1 feature vector has the lowest total 
classification error, compared to the other feature vectors, e=1%, using LV. Using PC, e=3%. 
It can be seen that the highest values of the total classification error are obtained using linear 
separating functions. 
Table 20 shows the results of the classification of quail eggs by the method Support vector 
machines (SVM) by feature vectors containing shape indices and dielectric characteristics. 
The QCFV1 feature vector has the smallest total classification error, compared to the other 
feature vectors, e= 2%, using latent variables (LV). Using a linear variant of the principal 
components (PC), e=4%. Error values keep their levels throughout the measurement period. 
It can be seen that the highest values of the total classification error are obtained using linear 
separating functions, regardless of the method used to reduce the amount of data of feature 
vectors. 
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Table 18. A total classification error e,% for hen eggs by feature vectors containing shape 
indices and dielectric characteristics 

FV DRM SF, D D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 em, % FV, em, % 

HCFV1 

LV 

L 1% 8% 1% 3% 1% 1% 3% 

1% 
Q 0% 4% 0% 2% 0% 0% 1% 

P 0% 1% 1% 0% 0% 0% 1% 

RBF 1% 2% 0% 0% 0% 1% 1% 

PC 

L 15% 3% 9% 14% 1% 4% 8% 

3% 
Q 6% 2% 6% 5% 1% 3% 4% 

P 1% 2% 0% 0% 0% 1% 1% 

RBF 0% 0% 1% 1% 0% 0% 0% 

HCFV4 

LV 

L 1% 3% 3% 1% 0% 4% 2% 

1% 
Q 0% 0% 0% 0% 0% 0% 0% 

P 0% 0% 0% 0% 0% 0% 0% 

RBF 0% 1% 1% 0% 0% 1% 1% 

PC 

L 1% 2% 18% 17% 6% 0% 7% 

3% 
Q 0% 0% 10% 2% 5% 0% 3% 

P 0% 0% 1% 0% 0% 0% 0% 

RBF 0% 0% 0% 0% 0% 0% 0% 

HCFV5 

LV 

L 1% 1% 1% 0% 0% 2% 1% 

1% 
Q 0% 1% 0% 0% 0% 1% 0% 

P 0% 0% 0% 0% 0% 1% 0% 

RBF 0% 0% 0% 1% 0% 1% 1% 

PC 

L 13% 14% 17% 13% 8% 14% 13% 

5% 
Q 6% 1% 4% 8% 6% 1% 4% 

P 0% 3% 1% 0% 0% 0% 1% 

RBF 0% 3% 0% 0% 0% 0% 1% 

FV-feature vector; DRM-method for reducing the amount of data; D-day; SF-separation function; L-Linear; Q-
Quadratic; P-Polynomial; RBF-Radial Basis Function 
 

Table 19. A total classification error e,% for quail eggs by vectors of traits containing shape 
indices and spectral indices 

FV DRM SF, D D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 em, % FV, em, % 

QSFV1 

LV 

L 4% 4% 2% 4% 3% 3% 3% 

1% 
Q 1% 0% 1% 0% 0% 1% 1% 

P 1% 0% 0% 0% 0% 2% 1% 

RBF 1% 1% 0% 1% 0% 1% 1% 

PC 

L 8% 8% 8% 8% 7% 9% 8% 

3% 
Q 2% 0% 0% 0% 0% 2% 1% 

P 2% 0% 0% 0% 0% 0% 1% 

RBF 0% 1% 1% 1% 0% 1% 1% 

QSFV2 

LV 

L 42% 6% 0% 5% 0% 0% 9% 

5% 
Q 39% 2% 0% 2% 0% 0% 7% 

P 4% 1% 0% 0% 0% 0% 1% 

RBF 4% 2% 0% 1% 0% 0% 1% 

PC 

L 2% 1% 11% 1% 7% 0% 4% 

2% 
Q 0% 0% 6% 0% 6% 0% 2% 

P 0% 0% 0% 0% 0% 0% 0% 

RBF 0% 0% 1% 0% 0% 0% 1% 

QSFV4 

LV 

L 5% 5% 0% 5% 0% 1% 3% 

1% 
Q 0% 0% 0% 0% 0% 0% 0% 

P 0% 1% 0% 1% 0% 0% 1% 

RBF 1% 0% 1% 0% 0% 0% 0% 

PC 

L 30% 33% 4% 34% 4% 4% 18% 

6% 
Q 6% 2% 1% 2% 1% 2% 3% 

P 4% 0% 0% 0% 0% 1% 1% 

RBF 1% 1% 0% 1% 0% 0% 1% 

FV-feature vector; DRM-method for reducing the amount of data; D-day; SF-separation function; L-Linear; Q-
Quadratic; P-Polynomial; RBF-Radial Basis Function 
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Table 20. A total classification error e,% for quail eggs by feature vectors containing shape 
indices and dielectric characteristics 

FV DRM 
D 

SF 
D1-D7 D1-D14 D1-D21 D7-D14 D7-D21 D14-D21 em, % 

FV 
em, % 

QCFV1 

LV 

L 4% 6% 7% 3% 4% 6% 5% 

2% 
Q 3% 2% 1% 1% 2% 2% 2% 

P 0% 1% 0% 0% 0% 2% 1% 

RBF 0% 1% 0% 1% 1% 3% 1% 

PC 

L 5% 13% 13% 7% 7% 13% 10% 

4% 
Q 2% 0% 2% 1% 1% 1% 1% 

P 2% 2% 1% 2% 2% 0% 2% 

RBF 1% 0% 1% 3% 2% 0% 1% 

QCFV4 

LV 

L 5% 4% 7% 6% 7% 7% 6% 

3% 
Q 4% 1% 1% 4% 6% 1% 3% 

P 0% 1% 0% 0% 0% 2% 1% 

RBF 1% 1% 2% 1% 1% 0% 1% 

PC 

L 5% 8% 8% 8% 8% 14% 9% 

4% 
Q 2% 2% 1% 0% 0% 0% 1% 

P 1% 0% 1% 5% 5% 0% 2% 

RBF 0% 2% 3% 4% 4% 2% 3% 

QCFV5 

LV 

L 7% 3% 7% 6% 6% 6% 6% 

3% 
Q 2% 3% 1% 2% 1% 1% 2% 

P 0% 3% 0% 0% 2% 2% 1% 

RBF 1% 2% 1% 1% 3% 0% 2% 

PC 

L 11% 16% 15% 11% 11% 15% 13% 

5% 
Q 3% 0% 2% 4% 5% 0% 2% 

P 3% 1% 1% 2% 0% 1% 1% 

RBF 4% 3% 0% 4% 2% 0% 2% 

FV-feature vector; DRM-method for reducing the amount of data; D-day; SF-separation function; L-Linear; Q-
Quadratic; P-Polynomial; RBF-Radial Basis Function 

 
3.5. A summary analysis of the results obtained 
 
The analysis of the results obtained was made in terms of the classifier used, the method for 
reducing the amount of data of selected feature vectors containing shape indices, spectral 
indices and dielectric characteristics of hens and quail eggs. A comparative analysis was 
made with the results presented in the available literature. 
Figure 2 shows a summarized results obtained from the classification of hen eggs. When 
using feature vectors containing shape indices and spectral indices and reducing the amount 
of data by latent variables, the total classification error is in the range e=1-5%, and when 
using principal components e=5-28%. The highest values of the total classification error 
(e=6-28%) were obtained using the Decision Tree method, followed by the Discriminant 
Analysis method (e=6-22%). The lowest values of total classification error (e=1-8%) were 
obtained using the SVM Method. When using feature vectors containing shape indices and 
dielectric characteristics and reducing their amount of data through latent variables (LV), the 
total classification error is in the range e=1-11%, and when using principal components (PC) 
e=11-19%. The highest values of total classification error (e=3-19%) were obtained using the 
Decision Tree (DT) method, followed by the Discriminant Analysis (DA) method (e=2-16%). 
The lowest values of total classification error (e=1-5%) were obtained using the Support 
vector machines (SVM) Method. The results show that lower values of total classification 
error for classification of hen eggs are obtained using feature vectors containing shape 
indices and dielectric characteristics. 
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a) by shape indices and spectral indices 
 

 
 

b) by shape indices and dielectric characteristics 
 

Figure 2.  A summary analysis of the results for the classification of hen eggs 
FV-feature vector, DRM-amount of data reduction method 

 
Figure 3 shows a summarized analysis of the results obtained from the classification of quail 
eggs. When using feature vectors containing shape indices and spectral indices and 
reducing their volume of data by latent variables (LV), the total classification error is in the 
range e=1-10%, and when using principal components (PC), e=2-29%. The highest values of 
the total classification error (e=8-29%) were obtained using the Decision Tree (DT) method, 
followed by the Discriminant Analysis (DA) method (e = 5-26%). The lowest values of total 
classification error (e=1-6%) were obtained using the SVM Method. When using feature 
vectors containing shape indices and dielectric characteristics and reducing their amount of 
data, reduced by latent variables (LV), the total classification error is in the range e=2-15%, 
and when using principal components (PC) e=4-20%. The highest values of the total 
classification error (e=8-20%) were obtained using the Decision Tree (DT) method, followed 
by the Discriminant Analysis (DA) method (e=10-15%). The lowest values of total 
classification error (e=2-5%) were obtained using the Support vector machines (SVM) 
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Method. The results show that lower values of total classification error are obtained using 
feature vectors containing shape indices and dielectric characteristics. 
 

 
 

a) by shape indices and spectral indices 
 

 
 

b) by shape indices and dielectric characteristics 
 

Figure 3. A summary analysis of the results for the classification of quail eggs 
FV-feature vector, DRM-amount of data reduction method 

 

The summarized analysis of the results obtained shows that the vectors of features 
containing shape indices, spectral indices and dielectric characteristics are suitable for 
classification depending on the change in weight of both hen and quail eggs. For both types 
of eggs, the results are comparable. The total classification error values obtained are similar 
for the two egg types. With the lowest values of this error the SVM Method (e=1-5%) works 
regardless of the method used to reduce the amount of data. Separation of eggs during 
storage, depending on their weight, is possible using non-linear separation functions. 
Consideration of changes in the internal characteristics of eggs is important since the external 
characteristics of the eggs such as shape index, long and short axis do not change 
significantly during storage, whereas the change in eggs weight may reach more than 3%. 
[25]. 
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The results obtained in this paper confirm and supplement those of the available literature. 
When eggs are stored, they change their optical transmittance characteristics [21,30]. Using 
a genetic algorithm and a neural network method, a total classification error of e=0-18% was 
obtained. The disadvantage of these methods is that they use complex computational 
procedures and the processing time is longer than the Decision Tree, Discriminant Analysis 
and Support vector machines as proposed here [15]. 
Spectral indices derived from transition spectra combined in vectors of shape index features 
derived from digital images of eggs and an appropriate classifier yielded a total classification 
error (e=1-5%) close to that using of complicated computing procedures. 
The method presented here is inferior to the prediction accuracy over those using neural 
networks and classifiers [13,28,29] in the analysis of eggs during storage using visual images 
data and dielectric characteristics. The disadvantage of these methods is that they use 
sophisticated computational procedures and require a long time to process data, making 
them unusable directly on the production line. 
  
4. CONCLUSION 
 
Approaches are adapted to track the change in eggs weight, depending on the stage of 
storage, are fully geared to the use of methods that would be sufficiently effective with 
respect to rapid and simplified classification and at the same time providing satisfactory 
accuracy according to the technological requirements for eggs evaluation. 
The CORR, SFCPP and RELIEFF methods were found to be suitable for selection of 
features from shape indices and spectral indices of eggs according to the results obtained 
with the Naïve Bayes classifier. The ranking of features from shape indices and dielectric 
characteristics of eggs is successful by the CORR, RELIEFF and FSRNCA methods. 
Appropriate methods for reducing the amount of feature vector data have been shown to be 
principal components and latent variables, because using them low values of the total 
classification error are obtained with Naïve Bayes classifier (e=4-23%). 
From a comparative study to evaluate the impact of the methods used, on the accuracy of 
classification, depending on the eggs weight, it is found that the use of the three methods 
tested for classification of DT, DA and SVM for hen eggs gave better results at predicting 
their mass than for quail eggs. The comparative analysis shows that high classification 
accuracy is achieved by the SVM method. In this method, the total classification error is e=1-
5%. The use of the Decision Tree (DT) and the Discriminant analysis (DA) methods show 
good results (e=5-29%), which are much lower than those obtained with the Support vector 
machines (SVM) method. 
The proposed egg analysis methods take precedence over the known solutions in this field 
because it takes into account the internal properties of quail and hen eggs by spectral indices 
derived from transmittance spectra and their dielectric characteristics, and not only by shape 
indices that do not change significantly when the product is stored. 
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