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Abstract
The westerlies in the southern hemisphere have intensified and shifted southward since the middle of the twentieth century. 
Previous studies have indicated that the expected increase in isopycnal slopes and acceleration of the Antarctic Circumpolar 
Current (ACC) is considerably weakened by the strengthening of mesoscale eddies and that this “eddy saturation” occurs 
mainly downstream of the major bottom topographic features such as the Kerguelen Plateau. Such eddy “hotspots” are thus 
considered to regulate the ACC responses to changes in external forcing. To improve our understanding of the ACC response 
to intensified winds, a sensitivity study is conducted using an eddy-resolving quasi-global ocean general circulation model 
named “OFES.” The reference run is driven by a climatological atmospheric forcing and the sensitivity run is driven by 
artificially intensified climatological westerlies. Our new finding is that the baroclinic energy pathway is enhanced over the 
Subantarctic Front (SAF) as well as over the hotspots identified by previous studies. A linear stability analysis indicates that 
the spin-up of the subtropical gyres north of the SAF and the enhanced Ekman upwelling south of the SAF by the intensi-
fied wind stress curl increase the vertical shear of zonal velocity along the SAF, enhancing baroclinic instability. We have 
also performed the same stability analysis comparing the 1985–2018 and 1955–1984 periods of a hindcast run of OFES, 
confirming the result from the climatological sensitivity study. These results suggest that the SAF is another eddy hotspot 
when the wind stress curl keeps increasing.

Keywords Antarctic Circumpolar Current · Lorenz energy cycle · Eddy-mean flow interactions · Baroclinic instability

1 Introduction

The Antarctic Circumpolar Current (ACC) circulates over 
the globe through the Drake Passage (56˚S-59˚S) and con-
nects three major ocean sectors directly. Because of this 
unblocked structure, the ACC transport is responsible for 
the tracer transports in the ocean circulation (Talley 2013; 
Rintoul 2018). A critical feature of ACC is its vigorous 
eddy field (Rintoul 2018). Strong westerly winds drive 

the northward Ekman transport, with downwelling north 
of the Subantarctic Front (SAF) and upwelling south of it. 
Therefore, the isopycnal surface tilts upward to the south, 
sustaining the strong zonal geostrophic current of ACC. 
If the intensified westerly becomes sufficiently strong, the 
baroclinic instability generates vigorous transient eddies. 
Previous studies have suggested that the eddy dynamics 
determines the responses of ACC’s circumpolar transport 
to changes in atmospheric forcing. In particular, a concept 
sometimes called “eddy saturation” (Gnanadesikan and 
Hallberg 2000) has been focused on in recent studies as a 
mechanism of ACC responses to changes in westerly winds. 
As stronger westerlies tend to steepen the local isopycnal 
slope, a stronger eddy field is generated. Theoretical con-
siderations point out that the increased eddy momentum 
transport toward the ocean bottom leads to slight changes 
in the thermal wind transport in the upper layer (Marshall 
and Speer 2012; Rintoul 2018; Thompson and Naveira 
Garabato 2014; Straub 1993; Gnanadesikan and Hallberg 
2000; Abernathey and Cessi 2014), whereas the large-scale 
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linear momentum balance (Wang and Huang 1995; LaCasce 
and Isachsen 2010; Krupitsky and Cane 1994) as well as 
the low-resolution models (Fyfe and Saenko 2005, 2006; 
Saenko et al. 2005) predict a linear response to westerlies. 
Observations (Böning et al. 2008) as well as high-resolution 
models (Spence et al. 2010; Hallberg and Gnanadesikan 
2006; Farneti et al. 2010; Dufour et al. 2012; Bishop et al. 
2016; Zika et al. 2013) have shown much smaller changes 
in zonally and temporary averaged isopycnal slope than 
the linear theory and low-resolution models predicted in 
spite of increasing westerlies, supporting the eddy satura-
tion concept.

Eddy activity is known to be localized downstream of 
where the ACC interacts with significant topographic fea-
tures such as the Kerguelen Plateau (Fig. 1a) (Thompson 
and Sallée 2012; Thompson and Naveira Garabato 2014; 
Abernathey and Cessi 2014; Frenger et al. 2015; Foppert 
et al. 2017; Katsumata 2017; Barthel et al. 2017; Stewart 
and Hogg 2017; Foppert 2019; Jouanno and Capet 2020; 
Yung et al. 2022; Barthel et al. 2022; Stewart et al. 2023; 
Zhang et al. 2023; Matsuta and Masumoto 2023). Fig-
ure 1b shows the horizontal distribution of transient eddy 
kinetic energy (EKE) (defined in Section 2.2) averaged 
over 1993–2018 calculated from the Ssalto/Duacs satel-
lite sea surface height product (delayed-time, Level 4; 
Copernicus Marine and Environment Monitoring Service, 
http:// www. marine. coper nicus. eu). Following Kim and 
Orsi (2014), we define a “southern ACC Front (SACCF)” 
as the −98.5-cm contour line of the time-averaged 

absolute dynamic topography and the SAF as the −3.5-
cm line. Furthermore, we define an “ACC region” as the 
area between these two fronts. Within the ACC region, 
EKE values greater than 40 J m−3 are confined in the five 
dashed green boxes of Fig. 1b. We denote these regions as 
“hotspots” of transient eddies. In these hotspots, station-
ary Rossby waves are trapped by the mean flow (Hughes 
2005), increasing the local density gradients and thereby 
enhancing baroclinic instability (Bischoff and Thompson 
2014; Thompson and Naveira Garabato 2014; Chapman 
et al. 2015), whereas eddy activity is suppressed away 
from the topographic features (Abernathey and Cessi 
2014; Thompson and Naveira Garabato 2014; Bischoff 
and Thompson 2014; Wu et al. 2017; Matsuta and Masu-
moto 2023).

Although many studies have focused on hotspots, lit-
tle attention has been given to eddy responses along the 
SAF. In high-resolution numerical models under intensi-
fied westerlies in previous studies (Dufour et al. 2012; 
Bishop et al. 2016; Wu et al. 2017), EKE increased not 
only in the hotspots but also along the SAF; however, the 
authors did not discuss this point. In this paper, we revisit 
the enhancement of eddies under intensified westerlies in 
the Southern Ocean. We conduct a sensitivity experiment 
using an eddy-resolving ocean general circulation model 
(OGCM) called “OFES” (Masumoto et al. 2004; Sasaki 
et al. 2004; see Section 2). The reference run is driven 
by a climatological atmospheric forcing, and the sensitiv-
ity run is driven by artificially intensified climatological 

Fig. 1  a Ocean floor depth used 
in OFES. Major ridges associ-
ated with the eddy hotspots 
are indicated by black arrows. 
Orange, green, and blue colored 
boxes below the map indicate 
the zonal extents of the Indian, 
Pacific, and Atlantic sectors. 
b Surface EKE obtained from 
AVISO satellite altimetry 
observation. The magenta 
curve indicates the SAF and 
the black curve represents the 
Southern ACC Front. See the 
main text for the definitions 
of these fronts. Dashed green 
boxes roughly indicate the eddy 
hotspots

http://www.marine.copernicus.eu
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westerlies. We construct Lorenz energy diagrams and 
perform a two-layer quasi-geostrophic linear stability 
analysis to compare eddy activity and baroclinic insta-
bility between the two runs. In addition, to confirm our 
results from this climatological sensitivity experiment, we 
also compare two periods from an OFES time series run 
(Sasaki et al. 2008).

This manuscript is organized as follows. Section  2 
describes the OGCM and introduces the Lorenz energy cycle 
(LEC). Section 3 presents the climatological sensitivity 
experiments and the result of the linear instability analysis. 
In Section 4, we evaluate the OFES hindcast to confirm our 
conclusions from the climatological experiments. Finally, 
Section 5 summarizes the paper.

2  Model and methods

2.1  Model description

We use version 1 of an eddy-resolving OGCM, named 
“OGCM For the Earth Simulator or OFES” (OFES1) 
(Masumoto et al. 2004) in this study. The computational 
domain extends from 75◦S to 75◦N . The horizontal resolu-
tion is 0.1◦ × 0.1◦ , which is reasonably fine to reproduce 
realistic mesoscale eddy activity (Sasaki et al. 2004). There 
are 54 levels in the vertical, with grid spacing increasing 
from 5 m at the surface to 330 m at the maximum depth 
of 6065 m. The model topography is constructed from the 
1/30° bathymetry dataset created by the Ocean Circula-
tion and Climate Advanced Modeling Project (OCCAM) at 
the Southampton Oceanography Centre (obtained through 
NOAA/GFDL). OFES was confirmed to reasonably repro-
duce the stratifications and eddy activities in the Southern 
Ocean (Matsuta 2022).

OFES1 was initially spun-up for 70 years under monthly 
mean climatological wind stresses calculated from 1950 to 
1999 period of the NCEP/NCAR reanalysis (Kalnay et al. 
1996). We investigate the final 5 years as a reference run 
named “E1”. The sensitivity run, “E2”, is started from the 
50th year of the spin-up and integrated for 20 years but its 
wind stress is artificially intensified in the ACC as follows: 
the zonal and meridional components of wind stress are 
multiplied by a factor of 2 at 50°S and linearly decay to 1 
at 40° and 60°S (Fig. 2a). This change corresponds to the 
60% increase in the zonal momentum input, which is greater 
than that predicted in realistic models (e.g., Fyfe and Sae-
nko (2006)), but we use this configuration to obtain clear 
deterministic responses because eddy-resolving models 
inevitably generates intrinsic or chaotic variability (Hallberg 

and Gnanadesikan 2006; Treguier et al. 2010; Hogg et al. 
2022) in addition to the deterministic dynamical response 
we explore. To confirm the realism of sensitivity experiment, 
we will compare it with the OFES hindcast in Section 4. The 
three-day averaged outputs of the final 5 years are analyzed 
for each run.

To confirm that OFES reproduces the realistic circum-
polar transport, the monthly mean zonal transport across 
the Drake Passage for the final 10 years is shown in Fig. 2b. 
The mean and standard deviation are 138 ± 13 Sv for the 
E1 run. The variability includes the seasonal variability 
due to the forcing and intrinsic variability (Hallberg and 
Gnanadesikan 2006). This transport is consistent with 
Koenig et al.’s (2014) estimate based on observations, 
141 ± 2.7 Sv but smaller than Donohue et al.’s (2016) esti-
mate, 173.3 ± 10.7 Sv. In the E2 run, the mean transport 
is 149 ± 3.7 Sv, which is only an 8.0% increase from the 
E1 run despite the 60% increase in wind stress, suggesting 
eddy saturation, i.e., a reduced sensitivity of circumpolar 
transport to wind stress.

Fig. 2  a Zonally and annually averaged zonal wind stress for the E1 
simulation (blue) and E2 simulation (red). b Monthly averaged trans-
port across the Drake Passage for the E1 simulation (blue) and E2 
simulation (red) for the period between the 61st and 70th year
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2.2  Description of energy pathways among energy 
reservoirs

 We describe eddy–mean flow interaction in this region 
using the classical four-box LEC (Lorenz 1955) compris-
ing mean kinetic energy ( KM ), mean available potential 
energy ( PM ), eddy available potential energy ( PE ), and the 
EKE ( KE ). The classical LEC misses nonlocal eddy–mean 
flow interactions (Murakami 2011; Chen et al. 2014, 2016; 
Youngs et al. 2017; Matsuta and Masumoto 2021) and has 
quantitative ambiguity depending on the choice of the 
background density stratification (Scotti and White 2014; 
Zemskova et al. 2015; Aiki et al. 2016). These potential 
problems likely do not affect our conclusions: Matsuta and 
Masumoto (2023) showed that eddy–mean flow interaction 
is mostly local in the Southern Ocean, and as we shall see, 
our conclusions do not depend on values of background 
density field.

A variable A is decomposed into mean and transient-
eddy components as

where the overline denotes temporal average over years 
66 − 70 and the prime denotes the deviation from the 
mean. Herein, we designate this temporal averaged value 
as “mean.” With the separation between the mean flow and 
eddy, the mean kinetic energy and mean available potential 
energy are respectively defined as

and the EKE and eddy available potential energy are defined 
as

where � = (x, y, z) is the position, �0 = 1035 kg m−3 is the 
reference density, and �bg(z) is the horizontal average of the 
time-mean potential density over the Southern Ocean (south 
of 30◦S in this study). The deviation of density from the 
reference state is defined as
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With this definition,

It is noted that because in-situ density is not conserva-
tive, the definition of available potential energy is based 
on potential density (Aiki and Richards 2008; Scotti and 
White 2014; Zemskova et al. 2015; Aiki et al. 2016; Zhu 
et al. 2018; Matsuta and Masumoto 2023). We use 2000 
m as the reference depth of the potential density, � . We 
have confirmed (not shown) that our results are unchanged 
qualitatively if we calculate the LEC using the potential 
density referenced to the sea surface, ��.

The mean and eddy energy equations for the LEC are

where p∗ is the combined sea surface elevation and hydro-
static pressure fluctuations referenced to the background 
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where positive values indicate that energy is converted from 
KM to KE , representing barotropic instability. Similarly, we 
denote the second terms of Eqs. (10) and (11) by

which is the baroclinic conversion rate, indicating, when 
positive, that eddies are extracting potential energy from the 
mean stratification. The first terms on the right-hand sides 
of Eqs. (9) and (11), i.e.,

is the vertical eddy density flux, indicating conversion from 
PE to EKE. Typically, C(PM ,PE) and C(PE,KE) form a baro-
clinic-conversion energy pathway (Wind input → KM → PM 
→ PE  → KE ), and if this is the dominant pathway, a qualita-
tive argument needs only one of C(PM ,PE) and C(PE,KE) . 
Therefore, we focus on C(PE,KE) as a proxy to baroclinic 
conversion, as we find C(PM ,PE) values sensitive to the 
choice of background stratification (Matsuta and Masumoto 
2023). We have confirmed (not shown) that using C(PM ,PE) 
does not change our qualitative conclusions. We will analyze 
changes in these conversion terms, Eqs. (13) and (15), under 
intensified westerlies in the next section.

2.3  Linear stability analysis

To investigate the mechanism of the baroclinic energy path-
way, we perform linear stability analysis on the classical 
Phillips model (Pedlosky 1987; Vallis 2017), a simple two-
layer quasi-geostrophic system. Although simple, this and 
similar frameworks have been successfully used to explain 
the eddy dynamics of the Southern Ocean (e.g., Abernathey 
and Cessi 2014; Nadeau and Ferrari 2015; Youngs et al. 
2019; Stewart et al. 2023).

The potential vorticity (PV) equation for each layer is as 
follows:

where uj and vj are the zonal and meridional velocities of the 
j-th layer. Here, the quasi-geostrophic PV qj is defined by
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where �1 and �2 are the stream functions of the first and 
second layers, � is the planetary vorticity gradient, which is 
assumed to be constant, and F1 and F2 are given as follows:

where � = H1∕H2 is the ratio of the layer thickness and H1 
and H2 are the mean thicknesses of the first and second lay-
ers, respectively. Here, the baroclinic deformation radius is 
defined as

where f0 is the Coriolis parameter and g′ is the reduced grav-
ity acceleration. We next assume a zonal background flow:

where Uj is the j-th layer background zonal velocity, and we 
consider the deviation from the background flow:

and linearize Eq. (16). Although the real SAF is tilted south-
ward, we confirmed that our results were unchanged qualita-
tively if we included meridional velocity in the background 
flow (see Appendix).
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where ΔU = U1 − U2 is the zonal velocity difference 
between the layers. We solve this equation for c as a func-
tion of k. Baroclinic instability occurs if and only if c has a 
positive imaginary part.

3  Results

3.1  Comparison of EKE

Figure 3 shows the horizontal distribution of the verti-
cally averaged EKE in the E1 simulation. Here, We took 
the vertical average since the EKE of ACC has a vertical 
structure (Matsuta and Masumoto 2023) and thus the ver-
tically averaged EKE reflects the energetics of the whole 
water column rather than the surface EKE. The reason 
why we show surface EKE in Fig. 1 is that the vertical 
structure is not available from observation. As before, the 

ACC region is defined as the region between the SAF and 
SACCF. For OFES, we use the −30- and −160-cm SSH 
contour lines to define the SAF and SACCF (Roquet et al. 
2011). Within the ACC region, five hotspots are conspic-
uous, downstream of the prominent bottom topographic 
features around 30◦E , 90◦E , 160◦E , 220◦E , and 300◦E , as 
shown by Matsuta and Masumoto (2023). There is also 
moderate eddy activity along the SAF.

The EKE anomaly of E2 from E1 is shown in Fig. 3b. 
As expected from previous research (Bishop et al. 2016; 
Wu et al. 2017), EKE is increased at the five hotspots. The 
anomalies exceed 10 J m−3 at the five hotspots and are sta-
tistically significant with a 95% confidence level in Welch’s 
test, although they are relatively small in the Pacific and the 
Atlantic sector. In addition to the hotspots, EKE anomaly 
is large along the SAF in the Indian ( 50◦E–130◦E ), Pacific 
( 180◦E–210◦E ), and Atlantic ( 330◦E–360◦E ) sectors. This 
EKE increase along the SAF was observed in the plots in 

Fig. 3  a Vertically averaged 
EKE in the E1 simulation. The 
cyan curve represents the SAF 
as defined by the −30 cm sea 
surface elevation contour line 
and the gray curve represents 
SACCF as defined by the −160 
cm sea surface elevation contour 
line, respectively. It is noted 
that the color scale is different 
from that of Fig. 1b. b Verti-
cally averaged EKE anomaly of 
the E2 simulation from the E1 
simulation. The magenta curve 
represents the SAF and the 
black curve represents SACCF 
in the E2 simulation. The cyan 
and gray curves are the same as 
those in the upper panel. The 
hatched regions indicate statisti-
cally nonsignificant anomaly 
values at a 95% confidence level 
in Welch’s test. Welch’s test is 
conducted for the monthly aver-
aged time series during the final 
five years of each run
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previous studies (e.g. , Bishop et al. 2016; Wu et al. 2017), 
but the authors did not discuss the feature.

3.2  Energy pathway under intensified wind stress

To understand the EKE increase, the LEC is calculated 
for the E1 and E2 cases over the domain south of 40◦S . In 
E1 (Fig. 4a), more than half (541 GW) of the wind energy 
input (1020 GW) to KM is lost to dissipation. According to 
Aiki et al. (2011) and Roquet et al. (2011), a large part of 
this dissipation occurs within the Ekman layer. Almost all 
the remaining energy input (477 GW) is converted into PE , 
which corresponds to the isopycnal steepening by the Ekman 
upwelling (see Matsuta and Masumoto (2023) for details). 
Approximately half of this amount is converted into KE via 
the baroclinic energy pathway (PM → PE → KE).

Under the intensified westerlies (Fig. 4b), the baroclinic 
energy pathway compensates for the increased energy input. 
The wind energy input of E2 is approximately twice as large 
as that of E1, and accordingly the baroclinic energy conver-
sion route is twice as strong. This result is consistent with 
that of Wu et al. (2017). By contrast, the barotropic energy 
pathway  (KM → KE) is negligible in both runs: C(KM ,KE) is 
only ~1% of baroclinic energy conversion, C(PE,KE).

To understand the baroclinic energy pathway, we next 
examine the horizontal distribution of baroclinic energy 
conversion, C(PE,KE) (Fig. 5). In the E1 experiment, KE 
generation by baroclinic instability (Fig. 5a) is large only 
in the hotspots and the downstream region of the Agulhas 
Return Current (ARC) ( 40◦E − 80◦E along the SAF). Under 
the intensified wind stress, C(PE,KE) significantly increases 
over the SAF as well as at the hotspots (Fig. 5b), showing 
that the KE enhancement along the SAF (Fig. 3b) can be 
attributed to baroclinic instability.

To quantify the contribution of the ACC region and SAF 
region to the baroclinic energy pathway changes, we cal-
culate the cumulative integral of the C(PE,KE) anomalies 
of E2 from E1 (Fig. 6). Here, the ACC region is defined 
as the region between the SAF and SACCF as before, and 
the SAF region is defined as a region within 3◦ north of the 
SAF. In ACC, the cumulative integral of C(PE,KE) anomaly 
shows a jump from ~15 to ~40 GW at around 80◦E , indi-
cating that the baroclinic energy conversion downstream of 
Kerguelen Plateau is responsible for a large part of eddy 
responses inside the ACC. The region at around 120◦E also 
has a substantial contribution. Indeed, the baroclinic energy 
conversion of this region becomes comparable with those of 
hotspots in E2 (see Fig. 5). In the SAF, by contrast, the value 
increases relatively uniformly in the regions between 50◦E 
and 150◦E and between 200◦E and 250◦E . A jump at the 
Drake Passage originates from the Brazil-Malvinas Conflu-
ence (Mason et al. 2017). The total anomaly integrated over 
the SAF (95 GW) is larger than that over the ACC (86 GW). 
Therefore, we conclude that the baroclinic energy pathway 
over the SAF is as important as that of the hotspots in the 
ACC interior under the intensified westerlies.

3.3  Baroclinic instability along the SAF

Figure 7a shows the SSH change from E1 to E2, which 
indicates that the subtropical gyres are intensified north 
of the SAF owing to the intensified wind-stress curl north 
of 50◦S . South of 50°S, the sea level drops owing to the 
increased Ekman divergence. Fig. 7b shows the depth of 
potential density surface averaged zonally along the globe 
and its change from E1 to E2 (Hereafter, the potential 
density, �� , is referenced to the surface because we focus 
on the upper 2000 m.) Consistent with the intensified 

Fig. 4  LEC in GW ( 109 W) south of 40°S for (a) E1 and (b) E2. 
Arrows connecting boxes indicate energy conversion. Arrows point-
ing outside the box indicate an energy sink due to transport pro-
cesses ( TRN ), which are composed of advection by mean and 
eddy flows, horizontal transport by pressure work, and interac-
tion energy flux (Murakami 2011; Chen et  al. 2014; Matsuta and 
Masumoto 2021, 2023). The diabatic source/sink including the 
surface force is represented by X . The baroclinic energy pathway 
(Wind input → K

M
→ P

M
→ P

E
→ K

E
) is emphasized by thick blue 

arrows
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subtropical gyres, the thermocline depth increases by 
more than 120 m between 26.6�� and 27.6�� surfaces at 
around 45◦S , while it shoals between 27.6�� and 27.8�� 
surfaces south of the SAF because of the intensified 
Ekman upwelling. Consequently, the isopycnal slope is 
steepened in the E2 case, increasing the vertical shear of 

zonal velocity (simply called vertical shear hereafter). It 
is noted that the local isopycnal steepening is not con-
tradictory to the eddy saturation concept. According to 
Nadeau and Ferrari (2015), the circumpolar transport can 
be decomposed into a circumpolar component and a gyre 
component. The former component is responsible for the 
transport across the Drake Passage, while the latter does 
not have net circumpolar transport. Since the gyre com-
ponent dominates in the SSH change (Fig. 7a), the local 
isopycnal steepening increases little circumpolar transport 
as seen in Fig. 2b.

We next look at the vertical shear and the buoyancy fre-
quency, 

√

−
g

�0

���

�z
 . These values are averaged over the SAF 

regions of the Indian sector (110°E–120°E, 45°S–48°S), 
Pacific sector (180°E–210°E, 49°S–52°S), Atlantic sector 
(330°E–360°E, 41°S–44°S), and ARC region (60°E–70°E, 
44°S–46°S) (see green shaded boxes in Fig. 7a). The verti-
cal shear increases over all the SAF regions in the upper 
2000 m (Fig. 8). In particular, the shear becomes twice as 
large as that of E1 in the Indian sector and the ARC region 
at a depth of around 1000 m. As for the buoyancy fre-
quency (Fig. 9), changes in the stratification appear small 
at the main pycnocline.

Fig. 5  Depth-integrated 
C(P

E
,K

E
) for (a) E1 and (b) E2. 

The contours are the same as 
those in Fig. 3

Fig. 6  Cumulative integral of the C(P
E
,K

E
) anomaly integrated over 

the ACC (blue line) and SAF (orange line) regions. The integration is 
taken from 0.1◦E . To reduce small-scale noises, each line is 2◦ mov-
ing-averaged
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The results presented above suggest that the KE increase 
along the SAF is probably due to enhanced baroclinic 
instability associated with the increased vertical shear. To 
test this hypothesis, we perform a linear stability analysis 
(see Section 2.3) of the SAF regions of the Indian sector 
(110°E–120°E, 45°S–48°S) as a representative case. We 
confirmed that the results of other SAF regions are similar 
to that of the Indian sector. To apply the two-layer model to 
OFES, we define the layer interface, i.e., the thermocline 
depth. We fit an exponential profile (Karsten et al. 2002; 
Youngs et al. 2019).

to the mean potential density profile from OFES and use he 
as the interface depth. Here, the mean potential density is 
defined as the temporal average over years 66 − 70 in the 
depth-coordinate. The resultant interface depths are 1103 
and 1278 m for E1 and E2, respectively, with the coeffi-
cient of determination, R2 values of 0.94. The upper- and 
lower-layer background zonal velocities are defined to be the 
vertical averages of the mean velocity field within the lay-
ers, and the reduced gravity acceleration is defined with the 

(26)�
(app)

�
= a exp

(

z

he

)

+ b

mean potential density difference between the vertical aver-
ages within the layers. Table 1 summarizes the parameter 
values for the stability analysis for the Indian sector. Here, 
we assume that the total depth is 4000 m; however, these 
choices do not change our result qualitatively.

Using Eq. (25) (Section 2.2), we calculate the phase speed 
c for each k ; the growth rate, Re(−ikc) , is shown in Fig. 10a. 
Although baroclinic instability can occur in both E1 and 
E2 cases, the maximum growth rate E2 is more than twice 
as large in E2 as in E1: the most unstable mode in E2 has 
an e-folding timescale of 14 days, while that of E1 is 36 
days. Moreover, the range of k where the baroclinic insta-
bility can occur is wider in E2. We also confirmed that if 
we exchange the parameters of E1 with those of E2 except 
for the upper-layer velocity, U1 , the growth rate shows little 
changes (Fig. 10b), indicating that the change in the growth 
rate between E1 and E2 is attributed to vertical shear. In sum-
mary, the intensified wind stress curl spins up the subtropi-
cal gyres north of the SAF, which deepens the thermocline, 
whereas the intensified upwelling south of the SAF shoals 
the thermocline. Consequently, the isopycnal slope increases 
across the SAF, increasing the vertical shear. The resultant 
increase in the growth rate of the baroclinic instability leads 
to the enhancement of the baroclinic energy pathway.

Fig. 7  a Sea-level change from 
E1 to E2. The curves are the 
same as those of Fig. 3. Green 
shaded boxes indicate the region 
where the vertical velocity shear 
and buoyancy frequency are 
calculated. b Zonally averaged 
density surface depth change 
from E1 to E2 in the potential 
density coordinate. The depth of 
density surface is calculated for 
every three-day mean data and 
averaged over time in the zonal 
direction. Potential density is 
referenced to the sea surface. 
Cyan and magenta contour lines 
denote the zonally averaged 
density surface depths for E1 
and E2, respectively. In both 
plots, hatched regions indicate 
statistically nonsignificant 
values at a 95% confidence level 
in Welch’s test. Welch’s test is 
conducted for the monthly aver-
aged time series during the final 
five years of each run
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4  Discussion: comparison with the OFES 
hindcast

4.1  Description of the OFES hindcast

The result presented in the previous section is for an artificial 
change in wind stress (Fig. 2a). To assess the realism of the 
result, we analyze an OFES hindcast. Following the spin-up 
by climatological wind stress obtained from the NCEP-NCAR 
reanalysis (Kalnay et al. 1996) for 50 years, the hindcast run 
is forced by a daily mean atmosphere forcing based on NCEP-
NCAR from 1950 to the present. Details of this hindcast are 

found in Sasaki et al. (2008). We use monthly mean outputs for 
the period from 1955 to 2018 because only monthly averages 
of each variable before 1987 are saved by the model owing to 
data storage constraints. Although the monthly data is sufficient 
for the stability analysis, EKE is underestimated because of 
the missing intra-monthly variabilities. However, the horizon-
tal distribution of EKE is consistent with those obtained from 
three-day snapshots from 2000 to 2010 (Matsuta 2022; Matsuta 
and Masumoto 2023); therefore, the EKE values from monthly 
data can still be utilized as an index of mesoscale eddy activity.

As found in the past studies (Gong and Wang 1999; Mar-
shall 2003; Fogt and Marshall 2020), the westerlies have been 
strengthening and shifting southward in the Southern Ocean 

Fig. 8  Vertical profiles of the 
vertical shear of zonal veloc-
ity averaged over the SAF 
regions of the (a) Indian sector 
(110°E–120°E, 45°S–48°S), b 
Pacific sector (180°E–210°E, 
49°S–52°S), c Atlantic sector 
(330°E–360°E, 41°S–44°S), 
and (d) Agulhas Return Current 
(60°E–70°E, 44°S–46°S). Blue 
and red lines correspond to the 
E1 and E2 cases, respectively
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since the mid-twentieth century. The SAM index, which is a 
proxy for the meridional shift and magnitude of the westerlies, 
is defined as follows:

where SLP∗

40◦S
 and SLP∗

65◦S
 stand for normalized zonally 

averaged sea level pressure at 40˚S and 65˚S for every 
month, respectively (Gong and Wang 1999). In the present 
study, we obtain the sea level pressure from the NCEP/
NCAR reanalysis. As shown in Fig. 11a, the SAM index 
has a positive trend, 0.38 per decade with a very small 
p-value. We divide the OFES hindcast into the 1955–1984 
and 1985–2018 periods, calling them the weak-wind (WW) 

(27)SAM = SLP∗

40◦S
− SLP∗

65◦S
,

Fig. 9  Same as Fig. 8a-d but for 
the buoyancy frequency

Table 1  Parameter values used for the linear stability analysis. 
Dashes in the third column indicate that the values for E2 are the 
same as those for E1

E1 E2

f0 −1.1 × 10
−4

s−1 —
� 1.6 × 10

−11
m−1s−1 —

U1 6.7 cm s−1 13.8 cm s−1

U2 0.47 cm s−1 1.37 cm s−1

H1 1103 m 1278 m

H2 2897 m 2722 m

g′ 0.961 × 10
−2

m s−2 1.01 × 10
−2

m s−2
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and strong-wind (SW) periods, respectively. The WW and 
SW periods roughly fall in the negative and positive SAM 
periods, respectively. The zonally averaged zonal wind stress 
is shown in Fig. 11b. The zonal wind stress of the SW period 
is intensified between 40◦S and 65◦S compared to that of the 
WW period. The meridional distribution is roughly similar 
to that of the climatological experiment (c.f. Fig. 2a). The 
associated changes correspond to a 20% increase in the zonal 
momentum input to the analyzed region.

We show the volume transport across the Drake Passage 
from 1955 to 2018 (Fig. 11c). The mean circumpolar trans-
port is 138 ± 5.5 Sv in the WW period, while the transport 
is 141 ± 5.6 Sv in the SW period, which are consistent with 
the observation of 141 ± 2.7 Sv by Koenig et al. (2014). 
The standard deviations during the two periods, 5.5 Sv 
and 5.6 Sv, are in the same order as the standard deviation 
of E1’s (13 Sv) and E2’s (2.7 Sv) circumpolar transport. 
The result shows that difference in the mean transport 
between the SW and WW periods is only 3 Sv, which is 
smaller than the transport increase that low-resolution 
models predict for the 20% intensification of the zonal 
wind stress over the ACC (Hallberg and Gnanadesikan 
2006). This transport difference between the SW and WW 
periods decreases when the transport increase after 2010 is 

excluded. We thus consider the ACC of the OFES hindcast 
is in the eddy saturated regime.

Figure 12 presents plots of changes in wind stress curl and 
heat flux from the WW to the SW period. It is found that the 
wind stress curl anomaly is generally positive in the region 
between SAF and the latitude circle of 40◦S , while it is gen-
erally negative in the southern half of the the ACC region 
(Fig. 12a). We confirmed that the anomaly between the two 
periods is significant at the 95% confidence level in Welch’s 
test. These wind changes should strengthen the subtropical 

Fig. 10  a Blue and red lines indicate growth rate as a function of 
zonal wave number normalized by the deformation radius, L

d
 , for 

E1 and E2, respectively. b Same as (a), but the parameters of E1 are 
exchanged with those of E2 except for the upper-layer velocity

Fig. 11  a Time series of the annual averaged value of SAM index. 
Black dashed line indicates the linear trend (0.38 per decade with 
a very small p-value). b Zonally and annually averaged zonal wind 
stress for the WW (blue) and SW (red) periods. c Time series of the 
monthly transport across the Drake Passage (cyan curve) and the 
13-month moving averaged one (blue curve)
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Fig. 12  Differences between 
SW and WW in (a) wind stress 
curl and (b) atmospheric heat 
flux. The definitions of the 
curves are the same as those 
for the sensitivity experiment 
(Fig. 3); however, here the 
curves are defined for WW and 
SW. Hatched regions indicate 
statistically nonsignificant 
values at a 95% confidence level 
in Welch’s test. Welch’s test is 
conducted for the monthly aver-
aged time series of each period

Fig. 13  EKE change from the WW to the SW period. The defini-
tions of the curves are the same as those for the sensitivity experi-
ment (Fig. 3); however, here the curves are defined for WW and SW. 
Hatched regions indicate statistically nonsignificant values at a 95% 

confidence level in Welch’s test. Welch’s test is conducted for the 
monthly averaged time series of each period. It is noted that the color 
scale is different from that of Fig.  3b because of the missing intra-
monthly variabilities in the monthly data
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gyres in the northern half and enhance the Ekman upwelling 
in the southern half, which should increase isopycnal slopes 
across the SAF. Further, Fig. 12b presents plots of changes 
in surface heat flux; here, a positive value of heat flux indi-
cates the downward heat flux. The heat flux anomalies are 
positive inside the ACC, which tends to reduce the isop-
ycnal slope across the SAF. However, as shown below, the 
meridional density gradients increase at the main pycnocline 
levels, which must be due to changes in wind stress curl. The 
potential impacts of sea surface heat flux changes will be 
discussed in Section 5.

We next show the EKE changes from the WW to the 
SW period (Fig. 13). Although the increase is smaller than 
that in the sensitivity experiment, the horizontal distribu-
tion is similar. The EKE increase is significant in the region 
between 100◦E and 140◦E , the region between 120◦W and 
180◦ , and the hotspots of the Indian sector.

Differences in SSH and isopycnal surface depth 
between SW and WW are shown in Fig. 14. We find that 
the subtropical gyres are intensified in SW along the SAF 
(Fig. 14a), which is consistent with the results of the sen-
sitivity analysis (Fig. 7a). In particular, the anomalies are 
significant in the SAF regions between 90◦W and 150◦W , 
between 90◦E and 170◦E , and between 30◦E and 60◦E . 

The negative SSH anomalies are also prominent south of 
the SAF. The horizontal distribution of these changes is 
roughly consistent with that of the wind stress curl change 
(Fig. 12a). Consistent with the SSH change, the thermo-
cline depth also changes. As in the sensitivity analysis 
(Fig. 7b), Fig. 14b indicates that the thermocline deepens 
by approximately 50 m between 40◦S and 50◦S , while it 
shoals in the ACC interior. As in the sensitivity experiment 
(Section 3.3), the reason for the EKE increase along the 
SAF (Fig. 13) is likely due to the increased baroclinicity 
caused by the changes in the subtropical gyre and Ekman 
pumping.

Fig. 14  a Sea surface height dif-
ference of the SW period from 
the WW period. The definitions 
of the curves are the same as 
those for the sensitivity experi-
ment (Fig. 3); however, here 
the curves are defined for WW 
and SW. b Zonally averaged 
isopycnic depths for WW (cyan 
contours) and SW (magenta 
contours) and their changes 
(color shading) from WW to 
SW. In both panels, hatched 
regions indicate statistically 
nonsignificant values at a 95% 
confidence level in Welch’s test. 
Welch’s test is conducted for the 
monthly averaged time series of 
each period. It is noted that the 
color scales are different from 
those of Fig. 7

Table 2  Same as Table 1 but for WW and SW

WW SW

f0 −1.1 × 10
−4

s−1 —
� 1.6 × 10

−11
m−1s−1 —

U1 7.7 cm s−1 11.0 cm s−1

U2 0.83 cm s−1 1.26 cm s−1

H1 1061 m 1055 m

H2 2939 m 2945 m

g′ 0.81 × 10
−2

m s−2 0.83 × 10
−2

m s−2



981Ocean Dynamics (2024) 74:967–986 

4.2  Stability of the mean flow in the OFES hindcast

We next perform the same stability analysis as we did 
for the sensitivity experiment (Section 3.3) for the region 
110◦λ120◦E , 47◦λ50◦S , where EKE increases significantly. 
Table 2 summarizes the layer thickness and the zonal veloc-
ity for each period. Similar to the sensitivity experiment, the 
most significant change is the increase in U1 . The growth rate 
is plotted in Fig. 15. The maximum growth rate of SW is 1.5 
times as large as that of WW. In addition, the window of baro-
clinic instability is wider in the SW period than that in the 
WW period. These results are similar to those of the sensitivity 
analysis (c.f., Fig. 10), suggesting that changes in wind stress 
curl have led to enhanced eddy activities along the SAF since 
the middle of the twentieth century.

5  Summary and conclusion

In this study, we discussed the eddy responses of the 
ACC to intensified westerlies. We intensified wind stress 
between 40◦S and 60◦S in an OFES climatological run 
and compared it with the reference climatological run. 
The SSH anomalies of the strong wind experiment from 
the reference case suggest that the changes in the wind 
stress curl lead to the enhanced EKE of the SAF. The 
increased wind stress curl increases the upwelling inside 
the ACC and enhances the subtropical gyres north of the 
SAF, which deepens the thermocline north of the SAF; the 
opposite is the case south of the SAF. Consequently, the 
vertical shear of the zonal velocity increases. The linear 
stability analysis in the simple two-layered quasi-geos-
trophic framework shows that the changes in the surface 
velocity increase the eddy growth rate under intensified 
wind stress, while the changes in the stratification have a 
secondary role. Therefore, the eddy activity significantly 

increases along the SAF in addition to the well-studied 
increase at the eddy hotspots downstream of significant 
topographic features. Using the LEC, we showed that the 
baroclinic energy pathway dominates the responses to 
the wind stress changes, while the barotropic pathway is 
minor. Therefore, we conclude that the enhanced wind 
stress curl due to the increased westerlies steepens the 
isopycnal slope across the SAF, which enables the SAF 
regions to behave as “hotspots.” To confirm the above 
scenario for a more realistic long-term trend, we divided 
the ~ 60-year OFES hindcast run into the first and second 
halves, carried out similar analyses on the two periods, 
and obtained very similar results.

Notably, using an idealized channel model, Youngs et al. 
(2017) suggested that the barotropic energy conversion is 
comparable with the baroclinic energy conversion under 
intensified westerlies; however, the OFES results suggest 
that the baroclinic pathway remains the dominant energy 
pathway. A possible reason for the difference is the hori-
zontal shear of mean flow. In the idealized channel model 
of Youngs et al. (2017), the northern wall blocks all geos-
trophic contours. The horizontal shear should become large 
when the circumpolar jet traverses the geostrophic contours 
near the northern wall, leading to a favorable condition for 
barotropic instability (Yang et al. 2018).

The ACC hotspots are responsible for the cross-frontal 
exchanges of tracers owing to eddies (Sallée et al. 2011; 
Thompson and Sallée 2012). It would be an interesting 
future study to explore how the enhanced eddy activities 
affect the cross-frontal exchanges along the SAF. In addi-
tion, the eddy activities may affect the carbon cycle in the 
globe through the modification of the meridional overturn-
ing circulation (Marshall and Speer 2012; Tamsitt et al. 
2017). Simple biogeochemical box models suggest that the 
ocean upwelling in the high latitude regions possibly con-
trols atmospheric  CO2 levels (Sarmiento and Toggweiler 
1984; Knox and McElroy 1984; Gnanadesikan et al. 2015).

It is noted that the results presented in this work are 
based on an idealized framework and therefore contain 
some uncertainties. In the E2 simulation, the wind stress is 
uniformly intensified centered at 50◦S , which enhances the 
Ekman upwelling over the ACC region and enhances the 
subtropical gyres north of the SAF. On the other hand, in 
reality, the observed changes in wind stress curl (Fig. 11a) 
are not uniform over the ACC region and the wind stress 
anomaly is smaller than in E2 (c.f. Figs. 2a and 11b). As a 
result, the horizontal distribution of SSH anomalies in the 
hindcast is different from that in the climatological experi-
ment, although the zonally-averaged structure of isopycnal 
steepening is similar. Nevertheless, the sensitivity experi-
ment in the present study is useful to highlight and clarify 
processes responsible for the SAF responses to the change 
in the wind forcing.

Fig. 15  Blue and red lines indicate growth rate as a function of zonal 
wave number normalized by the deformation radius, L

d
 , for WW and 

SW, respectively
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In addition, the linear stability analysis based on the 
simple Phillips model omits several potentially impor-
tant processes. While the Phillips model only represents 
the baroclinic instability, the meridional structure of the 
basic state affects baroclinic instability and introduces 
barotropic instability. (e.g., Killworth 1980; Moore and 
Peltier 1989). A two-dimensional stability analysis (e.g., 
Killworth 1980; Lin and Pierrehumbert 1988; Moore and 
Peltier 1989) would be useful to explore potential interplays 
between barotropic and baroclinic instabilities. We also note 
that the linear stability analysis is only valid for the small 
amplitude fluctuations (Pedlosky 1987). Once the instability 
mode reaches a finite amplitude, the linear assumption is 
no longer valid. Despite these problems, the stability analy-
sis used here can still provide useful information to assess 
whether instability is more likely to occur under varying 
wind conditions.

Finally, we note that buoyancy flux should also be 
discussed in future work to capture the Southern Ocean 
responses to global warming. The changes in the sur-
face heat flux tend to flatten isopycnal slopes during the 
analyzed period of the hindcast (Fig. 11b) but have little 
impact on the generation of mesoscale eddies. However, 
the situation may change in the future. Recent studies (Shi 
et al. 2020, 2021; Peng et al. 2022; Gutierrez-Villanueva 
et al. 2023) have pointed out that the meridional hetero-
geneity of global warming (Armour et al. 2016; Liu et al. 
2018) strengthens the surface velocity along the SAF by 
the intensification of the meridional density gradient. 
They also suggested that the changes in the buoyancy 
force are more efficient for the surface velocity intensi-
fication compared to the wind stress anomalies under the 

quadrupled CO2 scenario. The eddy activities along the 
SAF are likely to be enhanced in more efficient ways by 
global warming.

Appendix: Linear stability analysis 
of classical Phillips model

Derivation of the necessary condition for baroclinic 
instability

The linearized PV equations are as follows:

where ΔU = U1 − U2 is the zonal velocity difference 
between the layers. Substituting Eq. (24) into Eqs. (28) and 
(29) gives the following simultaneous equations for A1 and 
A2:

The nontrivial solution exists if and only if the deter-
minant of the simultaneous equations equals zero:

(28)

(

�

�t
+ U1

�

�x

)

[

∇
2� �

1
+ F1

(

� �

2
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1

)]

+
�� �

1

�x

(

� + F1ΔU
)

= 0,

(29)

(

�

�t
+ U2

�

�x

)

[

∇
2� �

2
+ F2

(

� �

1
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2

)]

+
�� �

2

�x

(

� − F2ΔU
)

= 0,

(30)

{(

U1 − c
)(

−k2 − F1

)

+
[

� + F1ΔU
]}

A1 +
(

U1 − c
)

F1A2 = 0,

(31)

(

U2 − c
)

F2A1 +
{(

U2 − c
)(

−k2 − F2

)

+
[

� − F2ΔU
]}

A2 = 0.

(32)

[(

U1 − c
)(

−k2 − F1

)

+
(

� + F1ΔU
)][(

U2 − c
)(

−k2 − F2

)

+
(

� − F2ΔU
)]

−
(

U1 − c
)(

U2 − c
)

F1F2 = 0.

The baroclinic instability occurs when c has an imagi-
nary part.

Influence of meridional background flow 
and meridional wavenumber

In the main text, we conducted the linear stability analy-
sis under the assumption of no meridional current and zero 
meridional wavenumber to describe the role of zonal veloc-
ity shear as simply as possible. In this section, we extend 
the stability analysis including meridional velocity and 
finite meridional wavenumbers to confirm the robustness of 
our result. Here, we used “Python Quasigeostrophic Model 
(pyqg)” distributed at https:// pyqg. readt hedocs. io/ en/ latest/ 

to conduct the linear stability analysis. The code is a pseudo-
spectral model that solves a layered quasi-geostrophic equa-
tion with uniform horizontal background flow. The built-in 
method “stability-analysis” can conduct a linear stability 
analysis on the classical Philips model (see https:// pyqg. 
readt hedocs. io/ en/ latest/ examp les/ linear_ stabi lity. html for 
details). Instead of Eq. (24), we assume a wave solution

where k and l are the zonal and meridional wave numbers, 
� = c

√

k2 + l2 is the frequency of the disturbance with the 
phase speed of c , Re indicates the real part of the complex 
number, and Ai is the complex amplitude.

(33)� �

j
= Re Aje

i(kx+ly−�t), j = 1,2

https://pyqg.readthedocs.io/en/latest/
https://pyqg.readthedocs.io/en/latest/examples/linear_stability.html
https://pyqg.readthedocs.io/en/latest/examples/linear_stability.html
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For the stability analysis, we determined the back-
ground meridional velocity for the Indian sector of the SAF 
by the same procedure as in Section 3.3. The upper- and 
lower-layer meridional velocities are V1 = −0.23cm s−1 
and V2 = −0.17cm s−1 for E1, and V1 = −3.3cm s−1 and 
V2 = −0.40cm s−1 for E2. The other parameters are the same 
as those in Table 1. First, we calculated the growth rate with 

l = 0 (Fig. 16). The amplitude and the unstable window are 
similar to those for E1 and E2 (Fig. 10a), although the unsta-
ble window for E1 slightly widens by the meridional flow.

In addition, we plot the maximum growth rate against 
the zonal and meridional wavenumbers normalized by the 
Rossby deformation radius (Fig. 17). In E1, the maximum 
growth rate is approximately symmetric for the meridional 
wavenumber and is largest when lLd ≈ 0 . In E2, the growth 
rate is asymmetric, and the maximum growth rate is larger 
on the negative l side with the largest value at lLd ≈ −0.25 . 
The unstable window is wider for lLd ≈ −0.25 than for 
lLd ≈ 0 . Other than this qualitative difference, the results of 
our stability analysis are little affected.
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