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In 2016, artificial intelligence (AI) pioneer Andrew Ng wrote, “If 
a typical person can do a mental task with less than one second 
of thought, we can probably automate it using AI either now or 

in the near future.”1 Although the potential for AI in health care is 
controversial,2-6 it has already achieved notable results in various 
fields of medicine, ranging from dermatology7-11 to pathology12,13 
and critical care medicine.14 In 2017, a team of Stanford research-
ers published a landmark paper in Nature7 describing the results 
of an AI algorithm capable of classifying pigmented skin lesions 
and keratinocytic carcinomas as accurately as 21 dermatologists. 
While subsequent discussions of AI in dermatology have gener-
ally focused on pigmented skin lesions, newer AI algorithms have 
since been developed to help diagnose onychomycosis10 and non-
pigmented skin cancer.11 Additionally, novel applications of AI in 

other fields of medicine may shed light on the future of AI for 
dermatology. This article aims to review several potential opportu-
nities and important pitfalls of AI in dermatology.

What is AI?
AI is a broad term referring to the use of computers to mimic 
human intelligence, and machine learning refers to the computa-
tional method employed to develop such algorithms. Although AI 
was described in 1956,15 it has recently experienced a resurgence 
after advances in the field of computer vision—specifically, the 
2012 development of the AlexNet algorithm by Krizhevsky, 
Sutskever, and Hinton—allowed for the development of highly 
accurate AI algorithms for image classification.16 The “learn-
ing” phenomenon results from the nature of the artificial neu-
ral network, a computational structure that is the backbone of 
most modern-day AI algorithms. A type of neural network called 
a convolutional neural network (CNN) is particularly suited for 
most modern-day image recognition tasks. Neural networks are 
arranged in a minimum of 3 layers: one layer that accepts an input 
(eg, an image of face), one layer of outputs (eg, the probabilities 
of the image representing different conditions), and at least one 
“hidden” layer in between. A “deep” neural network (DNN) re-
fers to a neural network with 3 or more hidden layers. The “think-
ing” happens in these hidden layers, each of which detects some 
feature within the input. For example, one layer may focus on the 
image’s colors, another may detect edges, and another may detect 
specific shapes. With each successive case, the precise weights 
assigned to each layer are adjusted via an optimization formula 
until the DNN achieves high enough accuracy. Remarkably, the 
ideal number of layers and their connections in the DNN is not 
determined by humans, but by the data itself; hence, the DNN is 
said to be able to “learn.”

Depending on the type of task desired, DNNs are trained us-
ing either “supervised learning” or “unsupervised learning.” Su-
pervised learning involves training the DNN with a set of cases 
(eg, images of pigmented skin lesions) and their respective labels 
(eg, melanoma, seborrheic keratosis, etc.). With each successive 
case, the DNN “learns” to identify patterns in the cases and as-
sociate these patterns with the labels. Because the DNN is given 
the ground-truth labels for each case, supervised learning is best 
suited for tasks that involve classification (eg, diagnosis of pig-
mented skin lesions)7 or regression (eg, prediction of in-hospital 
mortality from electronic medical record data).17 Unsupervised 
learning involves training a DNN using unlabeled data and is 
therefore best suited for tasks in which the target is not previ-
ously known, such as data clustering (ie, identification of previ-
ously unknown cancer subtypes from genomic data)18 and outlier 
identification (eg, identification of possible medication order en-
try errors).19
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■ Abstract

The application of artificial intelligence (AI) to medicine 
has considerable potential within dermatology, where the 
majority of diagnoses are based on visual pattern rec-
ognition.  Opportunities for AI in dermatology include the 
potential to automate repetitive tasks; optimize time-con-
suming tasks; extend limited medical resources; improve 
interobserver reliability issues; and expand the diagnostic 
toolbox of dermatologists. To achieve the full potential of 
AI, however, developers must aim to create algorithms 
representing diverse patient populations; ensure algorithm 
output is ultimately interpretable; validate algorithm perfor-
mance prospectively; preserve human-patient interaction 
when necessary; and demonstrate validity in the eyes of 
regulatory bodies.
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Five potential opportunities for AI in dermatology
Repetitive tasks
Whereas human clinicians tire when repeatedly performing the 
same task, a computer algorithm actually gains diagnostic ability 
with each successive case. Consider a patient with a prior history 
of melanoma who presents for skin cancer screening and, on ex-
amination, is found to have hundreds of clinically atypical nevi. 
Although a dermatologist can use a combination of dermoscopy, 
total-body photography, and meticulous documentation to decide 
which lesions are the most concerning, DNNs are resistant to ex-
haustion and diagnostically improve with each successive case ex-
posure, as more data are gathered.

Time-consuming tasks
Although training a DNN may take days or weeks, most finished 
algorithms generally run in less than a few seconds, making them 
useful in several areas of dermatology and medicine. In the field of 
pathology, an AI-powered pathologist support tool developed by 
Google AI was able to outline potential areas of micrometastases in 
lymph node sections taken during mastectomies, making patholo-
gists’ jobs subjectively “easier” (when pathologists were surveyed) 
and halving average slide review time from 2 minutes to 1 minute 
per slide.12,13 Similar algorithms could be developed for dermatopa-
thologists, identifying features on slides for pathologists to aid in 
otherwise laborious histopathologic interpretation—for example, 
assessment of dermal mitotic rate in invasive cutaneous melanomas.

Within clinical dermatology, reflectance confocal microscopy 
(RCM) technology is promising for noninvasive diagnosis of pig-
mented skin lesions,20 inflammatory skin diseases,21 and hair dis-
orders,22 but it is limited by the time and training required to both 
image and analyze lesions of interest. Diagnosis of a single lesion 
can take up to an hour, requiring 20 to 30 minutes to first image 
a lesion and as much time to subsequently interpret it.20 Research 
on machine learning analysis of RCM images was done as early as 
2008,23 and newer tools are now able to automatically delineate the 
dermal–epidermal junction, calculate stratum corneum thickness 
in vivo, and meaningfully quantify RCM interpretation.24-27

Resource-limited tasks
Teledermatology was born from a need for dermatologists in re-
source-limited areas, but it still requires a dermatologist on the 
other end of the line; therefore, it merely redistributes dermatolo-
gist availability from one place to another. Because it is remote, 
it is limited by a lack of triage when virtual appointment requests 
are forwarded by patients or nondermatologist referrers. AI has the 
potential to substantially improve the teledermatology process by 
allowing patients to be digitally triaged (or even diagnosed). When 
a DNN was adapted to images obtained via a Japanese telederma-
tology system, it was reportedly able to diagnose a wide variety of 
skin conditions with 99.5% accuracy.28 In light of the rise of virtual 
whole slide imaging in recent years,29 similar algorithms could also 
be applied to pathology, a field with a 2030 projected net deficit of 
more than 5,700 full-time equivalent pathologists.30

Tasks with poor interobserver reliability
Diagnostic tasks with poor interobserver reliability pose a double-

edged sword for machine learning algorithms: while AI has the 
potential to substantially improve diagnostic consistency, an AI al-
gorithm is only as reliable as the data labels from which it “learns.” 
Consider the problem of inconsistency of histopathologic diagno-
sis of dysplastic nevi. A 2017 study of melanocytic lesion diagno-
sis by 187 board-certified pathologists found a 75% disagreement 
rate when differentiating between moderately and severely dys-
plastic nevi and early melanoma.86 Furthermore, many pathologists 
did not even demonstrate good intraobserver reliability: when pre-
sented with the same case on 2 separate occasions, diagnostic con-
cordance was only 67% overall and was as low as 34% for mildly 
dysplastic nevi. The potential for a well-trained, highly accurate 
AI algorithm that could standardize histopathologic assessment of 
melanocytic lesions cannot be understated—but this presumes that 
the data labels the algorithm learns from are also accurate. Ideally, 
any given algorithm is only trained using cases that have been veri-
fied by several blinded reviewers using forced agreement to settle 
on a diagnosis.

AI has already made strides in the standardization of other his-
topathologic measurement, such as mitotic rate of melanoma, the 
measurement of which is compromised by both poor interobserver 
and intraobserver reliability.31 Recent AI algorithms such as the 
iDermatoPath system (Munich, Germany) are able to overcome 
these issues by automatically detecting tumor regions in the whole 
slide image, identifying mitotic cells with high sensitivity, and pre-
senting the mitosis candidates (ordered by relevance) to the pa-
thologist for approval.32 This system exemplifies AI at its best: a 
clinical decision support tool that meaningfully aids, but does not 
replace, the physician.

Interobserver reliability issues also abound within dermatologic 
outcome measurement, especially in clinical trials. Researchers 
have now developed a proprietary mobile application using com-
puter vision to quantify alopecia areata Severity of Alopecia Tool 
(SALT) scores,33 a notable achievement that overcomes the time-
intensiveness of human-rated Severity of Alopecia Tool scoring 
(which can necessitate up to 15 minutes per scalp) and the techno-
logical challenge of judging color and textural differences between 
patches of true hair and barren scalp. Additional AI-powered rating 
tools are on the horizon, including a patient-facing mobile applica-
tion using AI for the grading of vitiligo severity,34 although this has 
not yet been implemented in a clinical research setting.

Creative diagnostics via AI
Although most uses of AI in dermatology to date have utilized al-
gorithms trained via supervised learning, the field of dermatology 
could also benefit from algorithms trained via unsupervised learn-
ing. As unsupervised learning solely presents cases, but not data 
labels, to the incipient algorithm, the possibilities are not limited to 
our scope of knowledge and therefore can be more “out of the box” 
or creative than supervised learning algorithms. These techniques 
lend themselves well to clustering the “big data” generated via ge-
nomics research. For example, next-generation (high-throughput) 
sequencing generates massive amounts of data from a person’s 
genome, but traditional statistical methods of analysis to identify 
similar clusters of data are inefficient. Unsupervised learning algo-
rithms, however, are able to more efficiently identify and cluster 
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data to find novel associations, such as previously unknown geno-
typic subtypes of cancer.18,35 Expansion of this research into derma-
tology may help subtype melanoma from large-scale genomic data 
and eventually guide the development of more targeted precision 
therapies for advanced cases.

Even supervised learning algorithms have the potential to iden-
tify novel associations. For example, a DNN trained to prognosti-
cate cardiovascular risk from retinal images was incidentally found 
to be extremely accurate at using the retinal images to identify 
age, biological sex, smoking status, and systolic blood pressure—
tasks that were never previously considered by ophthalmologists 
to be possible.36 Similarly novel associations could potentially 
be discovered in the skin, especially when DNNs are applied to 
noninvasive imaging modalities, such as dermoscopy, confocal mi-
croscopy, and multispectral imaging.

The aforementioned algorithms are discriminative algorithms: 
they are able to take an image as input and return probable labels 
as output. Another type of neural network is called a generative 
network: it takes a data label as input and generates a real-appear-
ing (but “fake”) image as output. How does this work? Consider a 
discriminative neural network that is trained to recognize different 
types of animals. A generative neural network would work in the 
reverse, attempting to synthesize entirely new images of animals. 
One can even link the 2 algorithms together in a kind of symbi-
otic feedback loop called a generative adversarial network (GAN), 
in which the generative network repeatedly synthesizes images, 
and those images are then then tested for authenticity by the dis-
criminative network. With the help of the discriminative network’s 
feedback, the generative network gradually improves at generat-
ing authentic-looking images, and the increasing number of new 
cases also improves the discriminative network’s accuracy. GANs 
have already been used for a wide range of medical applications,37 
from the generation of novel biologic drug chemical structures to 
the synthesis of computed tomography images38 from magnetic 
resonance imaging images, and they have several potential uses 
in dermatology. One interesting application is data augmentation, 
which is the use of a GAN to synthesize real-appearing images of 
otherwise rare medical conditions in order to train better AI algo-
rithms. This has already been prototyped for synthetic images39,40 
ranging from skin lesions to mammograms41,42 and echocardio-
grams.43 Consider the recently developed DNN for the diagnosis 
of nonpigmented skin cancer.11 Although it achieved a high overall 
accuracy, it was poor at diagnosing rare nonpigmented skin lesions 
such as clear cell acanthomas because these lesions were under-
represented in the training set. If one used a generative network to 
augment the dataset with synthesized images of rare nonpigmented 
skin lesions, the discriminative network would see more examples 
of those cancers, potentially improving its accuracy.

Five potential pitfalls of AI in dermatology
Improper training data
An AI algorithm is only as strong as the data from which it learned. 
If one wanted to create a new DNN for image classification of ani-
mals, it would be important to train the algorithm with a wide va-
riety of animals. Similarly, a dermatologic lesion classifier should 
be trained using a diversity of skin conditions, skin types, anatomic 

body sites, and patient ages. A pigmented skin lesion classifier that 
was training on a predominantly Caucasian skin dataset was able 
to achieve high accuracy when tested on lesions in Caucasian skin 
but not when tested on lesions in Asian skin—and vice versa when 
the authors trained a DNN on a predominantly Asian skin dataset.9 
However, when the algorithm was trained on the combined set of 
images from each dataset, the algorithm was able to achieve high 
accuracy for both ethnicities. The current International Skin Imag-
ing Collaboration: Melanoma Project, a widely used, open-source, 
publicly available archive of pigmented skin lesions, is culled from 
patients in United States, Europe, and Australia, most of whom are 
lighter skin types, and data are not able to be filtered by skin type.44 
Building on these findings, Adamson and Smith45 have called for 
training data diversity so that future AI algorithms in dermatology 
are able to recognize skin disease accurately in all skin types. Fu-
ture algorithms should also ensure diversity in anatomic body site 
and patient ages.

The granularity with which the training images are labeled will 
also guide the range of outputs of any given algorithm. This poses 
a problem in dermatology and dermatopathology, in which a great 
number of diagnoses could either be “lumped” or “split” (eg, the 
difference between “dysplastic nevus” versus “mildly dysplastic 
nevus” versus “moderately dysplastic nevus” versus “severely dys-
plastic nevus”). If one tends to “lump” the data labels into major 
classes, the resultant algorithm will have more cases of each class 
to learn from, but its outputs will also be less useful to the end 
user. On the converse, if one tends to “split” the data labels into 
subclasses, the algorithm will be able to associate specific features 
with each subclass, but it might not have enough training cases 
from each subclass to achieve high accuracy in its outputs. There-
fore, improper granularity in data labeling (too much or too little) 
is a potential pitfall of AI applications in dermatology.

Uninterpretable output
If AI systems are to be adapted as clinical support tools, clini-
cians will want a way of verifying the reasoning that goes into 
an algorithm’s decision—akin to a radiologist’s report that sup-
ports the diagnosis line. Although DNNs may well achieve hu-
man expert-level accuracy at diagnosis, they are naturally opaque, 
leading many to label DNNs as “black boxes.”5,46-49 While humans’ 
“gut instinct” is another example of a black box, most physicians 
could still identify which reasons swayed their intuition. With AI, 
though, there is often a tradeoff between predictive accuracy and 
explainability: the methods that are the most accurate are often the 
least explainable (eg, DNNs)—and vice versa.50 Just as physicians 
are expected to provide rationales for treatment decisions (to prove 
to themselves, insurers, and other physicians that their decisions 
are reasonable), AI algorithms should be too. Furthermore, be-
cause a single algorithm’s outputs might be potentially employed 
by numerous health care providers, the potential implications of a 
single erroneous and opaque AI algorithm (ie, one that incorrectly 
and systematically diagnoses a type of melanoma as benign) are 
far greater than those of a single flawed physician. 

Several techniques exist for improving DNN transparency. One 
well-known technique is the use of heatmaps, overlaid on top of 
representative images, allowing the DNN to emphasize which parts 
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of an image most influenced its decision. The results are some-
times surprising, highlighting the DNN’s unique ability to inap-
propriately “piggyback” on context clues. For example, Esteva et 
al.7 found that their pigmented lesion classifier “learned” to assign 
a greater probability of malignancy if the image contained a ruler, 
likely reflecting increased clinician concern for malignancy when 
imaging these lesions.51 Similarly, a DNN trained to diagnose car-
diomegaly from inpatient chest x-rays learned to assign a greater 
probability of heart failure if it noticed that the film was portable, 
likely reflecting patients who were too sick to get out of bed for 
an erect posterior-anterior film.52 Furthermore, while heatmaps can 
aid in pointing out clear algorithmic flaws for image classification 
models, they cannot be used for regression models. Finally, what 
should a heatmap highlight in an image that the DNN decides is 
disease free? It is more intuitive to highlight problematic areas of 
the image than to highlight reassuring areas.

Another method for improving DNN transparency involves im-
age segmentation to supplement the subsequent diagnosis. For 
example, De Fauw et al.53 designed an “interpretable” DNN to 
evaluate three-dimensional optical coherence tomography (OCT) 
eye scans and make subsequent referral recommendations (eg, 
urgent, semi-urgent, routine, observation only). Importantly, their 
DNN was designed to produce 2 outputs for each case: an OCT 
segmentation (in which the DNN color-coded the OCT images) 
and a diagnosis/referral (in which the DNN used the color-coded 
OCT segmentation to make a diagnosis and referral suggestion). 
Such an algorithm improved transparency for the treating physi-
cian: instead of simply seeing an opaque diagnosis and referral 
suggestion, the physician could see what factors contributed to the 
decision. Just as a dermatologist is able to refer to a dermatopathol-
ogist’s histopathologic findings if the diagnosis line is in question, 
future algorithms should similarly attempt to disambiguate results 
with “explainable” outputs.

Improper comparison to humans
Just as 2 rating devices in a controlled trial should be compared in 
identical treatment settings, human raters and AI algorithms are 
best compared in similar settings. For example, the large majority 
of trials evaluating DNNs for image classification (eg, pigmented 
skin lesion classifiers) have utilized DNNs in silico, which means 
that the DNN was not actually utilized in a real-world clinical set-
ting.54,55 Instead, the images fed to these DNNs were sometimes 
preprocessed and selected from datasets, which may misrepresent 
the true diversity of cases. Accordingly, if an AI pigmented skin 
lesion classifier is only trained and/or tested on lesions that had 
a histopathologic diagnosis, it would be less accurate for other-
wise common skin conditions that are diagnosed clinically (eg, 
seborrheic keratoses, cherry angiomas, etc.). Just as the clinical 
validation of new pharmaceuticals necessarily involves hypoth-
esis generation, prototyping, feasibility testing, safety and efficacy 
validation, and—finally—deployment to real-world practicing cli-
nicians, the best way to validate a DNN involves prospective clini-
cal validation after initial in silico feasibility testing.56 It should be 
noted that these prospective clinical studies will most likely pro-
duce results showing inferior performance of AI algorithms when 
compared to the in silico results.54 

Not only would DNNs likely perform worse when studied in 
vivo, but humans would also likely perform better. For example, 
in a 2-part study of detection of breast cancer nodal metastases 
in lymph node dissection samples,57 several AI algorithms were 
compared to a panel of 11 pathologists. In the first part, each pa-
thologist was given 2 hours to review all 129 test slides (less than 1 
minute per slide). As Golden points out in an accompanying edito-
rial,58 not only is this an unrealistically short time to review such a 
large number of consecutive slides, but pathologists are also likely 
to request additional special stains in real practice when the diag-
nosis is in question. In the second part, one pathologist was given 
unlimited time to review the same slide set. The pathologist took 
30 hours but outscored the time-limited group, demonstrating that 
performance was dramatically underestimated in the unrealistic 
testing environment imposed on the first cohort. Similar problems 
have been noted in comparisons of AI algorithms to radiologists,59 
who have been shown to perform the best when using a high-reso-
lution computer screen in a dimly lit reading room.60

The same principles of appropriate clinical comparison apply 
to dermatologists, who perform best when given clinical context 
regarding the patient. For example, Haenssle et al.8 compared 58 
human raters to a DNN pigmented skin lesion classifier, both with 
and without the provision of additional clinical information about 
the patient in question (age, sex, body site, and close-up images). 
Dermatologists performed better with the information than with-
out it. Although they were still outperformed by the DNN, the 58 
humans included in the study were actually composed of 34 der-
matologists, 21 dermatology residents, and 3 “anonymous” partici-
pants, and the underperformance relative to the DNN was likely 
due to the latter 2 groups.

Improper task
The nature of the clinician–patient interaction is fundamentally 
different from that of the AI–patient interaction. Before asking 
whether AI might fill a role within medicine, it is instructive to 
consider the nature of the task with regards to the patient. Gener-
ally speaking, the more that a human has to interact with the pa-
tient, the less well-suited AI is to that task. For example, while an 
automated system might be able to accurately process a return for 
an online order, most people would prefer to speak with an actual 
human on the other end of the line. Within medicine, AI performs 
at superhuman level on tasks that do not require any clinician–
patient interaction, such as checking drug–drug interactions.61 AI 
performs at the expert level for tasks that may require clinician–
patient interaction but that can largely be done with a sole image, 
such as dermoscopic diagnosis of melanoma7 or radiographic diag-
nosis of wrist fractures.62 Deep learning has also been considered 
as a tool for the classification of diagnosis billing codes.63-65 AI 
appears unsuited, however, for tasks that are completely depen-
dent upon the clinician–patient interaction, such as counseling and 
emotional support—although rudimentary AI-powered tools have 
even begun to be considered for such tasks, as well.66-68

Within dermatology, the problem is more complicated. Der-
matologic diagnosis is not often straightforward. Pigmented skin 
lesions, which the majority of dermatology AI algorithms have 
addressed, are generally discrete and easily captured by a single, 
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high-quality photograph. Rashes, on the other hand, are highly 
multifarious, elicit numerous differential diagnoses, and merit a 
thorough physical exam and history of present illness.

Consider the diagnosis of acne, a “bread-and-butter” dermato-
logic condition: it does not simply involve binary classification (eg, 
acne or not), but it, importantly, involves scoring (eg, mild, moder-
ate, severe) as well as a consideration of subtypes (eg, vulgaris, 
excoriée, steroid-induced, hormonal). For example, an algorithm 
evaluating a teenager who has acne excoriée might correctly diag-
nose “acne” but misclassify it as simply “severe acne” upon seeing 
the erythematous background. If tasked to supply treatment recom-
mendations, the AI might then suggest treatment with antibiotics 
or isotretinoin, when in reality, the patient needs to address skin-
picking tendencies. Even if the AI was able to secure the proper 
diagnosis of acne excoriée, it is a condition the management of 
which requires a great degree of clinician trust, ample counseling, 
and the gradual formation of a strong therapeutic alliance. This is 
especially true for dermatologic disease because of the chronic na-
ture of many dermatologic conditions (eg, psoriasis, atopic derma-
titis, skin cancer). Just because AI algorithms can complete tasks 
on par with human experts does not mean that they should or that 
they will be welcomed as such by patients.

Although AI could theoretically play a role in autonomous sur-
gery,69,70 this field is still in its infancy, and it is unclear exactly how 
useful such a device would be for dermatologists. Dermatologic 
surgery often involves cosmetically sensitive areas and necessitates 
delicacy, creativity, and an artistic eye to achieve cosmesis. As op-
posed to all other surgical fields, dermatologic surgery involves 
awake patients who may feel more anxious if the stress of surgery 
was exacerbated by a robotic, rather than human, surgeon. Finally, 
AI would be less useful in dermatologic surgery than in other fields, 
as dermatologic surgeries (eg, biopsies, electrodessication, and cu-
rettage) are generally quite fast and involve few sutures.

Finally, it is important to bear in mind the nature of the task from 
a statistical perspective. Some diseases (eg, Merkel cell carcinoma) 
are sufficiently rare that, even with a highly accurate system, the 
positive predictive value will suffer. This has already been noted in 
a real-world evaluation of an AI-based screening tool for diabetic 
retinopathy (DR) in a primary care setting, which was effective 
for ruling out disease but produced a high rate of false positives 
(15/17) for DR, translating to a specificity of 92% and a positive 
predictive value of just 12%. Until algorithms are able to achieve 
high overall accuracy while maintaining a low rate of false posi-
tives, AI-powered triage or screening may be more suited to devel-
opment than true diagnostic tools.71

Legal challenges
In the end, the use of AI-powered clinical decision support tools 
will be dictated by regulatory approval. To date, the Food and Drug 
Administration (FDA) has approved 4 AI-powered devices.62,72-74 
Consider the obstacles encountered by IDx-DR (Coralville, Iowa), 
the first FDA-approved, AI-powered DR diagnostic system for the 
primary care setting.72 First, as these tools are considered medical 
devices, the FDA cannot approve an algorithm that continues to 
dynamically learn and change during and after the approval pro-
cess. Why? Although the device would most likely only continue 

to improve its accuracy with a greater number of cases, there is 
also the possibility that it would worsen. Some have even postu-
lated that nefarious hackers might take advantage of such an AI-
powered device by intentionally feeding it “adversarial” cases, 
decreasing the algorithm’s accuracy.75 Therefore, the deep learn-
ing aspect of the IDx-DR system had to be “locked” prior to the 
clinical trial—meaning that, although the system initially used AI 
to learn dynamically and fine-tune its accuracy, it no longer is an 
autodidactic algorithm.76 Such rules will likely apply to future AI-
powered medical devices. Second, IDx-DR was approved under an 
alternate device approval process called the De Novo premarket 
review pathway, a regulatory pathway for some low- to moderate-
risk devices that are novel and for which there is no prior legally 
marketed device.72 Finally, IDx-DR was approved for a very spe-
cific indication: “for use by health care providers to automatically 
detect more than mild diabetic retinopathy in adults (22 years of 
age or older) diagnosed with diabetes who have not been previ-
ously diagnosed with diabetic retinopathy.” Taking these obstacles 
into account, any future AI-powered tools for the field of dermatol-
ogy will likely be required to have very specific predefined condi-
tions (ie, usage to detect toenail onychomycosis in adults who are 
otherwise healthy), and autodidactic functionality will be locked 
prior to the approval process.

Noting a need to adapt to the digital age, the FDA has developed 
several pathways for the approval of novel digital devices, includ-
ing the Digital Health Pre-Certification (Pre-Cert) Program.77 Pre-
Cert aims to streamline the approval process for devices labeled 
as Software as a Medical Device by building trust with a group 
of selected companies to free them of the traditional burdens im-
posed on companies during the drug- and device-approval pro-
cesses.78,79 In a speech, FDA Commissioner Scott Gottlieb said, 
“Employing the Pre-Cert approach to AI may allow a firm to make 
certain minor changes to its devices without having to make sub-
missions each time.”80 On the other hand, “streamlined” Software 
as a Medical Device approval via such a program may have unin-
tended consequences, such as methodologic inadequacy and lack 
of transparency.81,82

The future of AI in dermatology
AI will likely have far-reaching effects within all fields of medi-
cine, including dermatology. Dermatologic AI has been tested in 
specific use cases in silico, but no studies have yet prospectively 
validated these tools in a clinical setting. Not only do dermatologic 
tasks generally involve a great deal of counseling, emotional sup-
port, history taking, and patient examination, but patients may not 
welcome an AI clinician. Rather, the best and most likely use of AI 
within dermatology will be as an adjunct clinical decision support 
tool, both for dermatologists and nonspecialists. Some advocate the 
creation of augmented intelligence tools, which integrate AI with 
human capabilities, complementing—rather than replacing—clini-
cians.83 For example, AI-powered clinical decision support tools 
may assist primary care providers in more appropriately referring 
patients with dermatologic concerns by more frequently referring 
patients who need to be managed by a dermatologist (eg, patients 
with skin cancer) and less frequently referring patients who can 
be managed without a dermatologist (eg, patients with tinea). 
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Therefore, the net effect on referrals may very well be zero. The 
dermatologist, meanwhile, will still be the patient’s primary diag-
nostician and guide counseling and management. However, tasks 
that are time-consuming or repetitive (eg, the evaluation of total-
body photographs in patients with numerous atypical moles) or 
that have poor intraobserver reliability (eg, various outcome mea-
sures in clinical trials) may be automated. Just like with traditional 
medical devices, dermatologists will review the AI tools’ outputs 
prior to clinical decision-making and discuss the benefits and risks 
of a further management (eg, a biopsy of a concerning mole) based 
off of the shared diagnostic acumen of the clinician and AI tool. 
Although AI has been suggested as an existential threat to derma-
tology,84,85 the nature of the dermatologist–patient relationship is 
fundamentally irreplaceable. However, doctors are increasingly 
burdened by repetitive tasks and administrative responsibilities 
that few imagined when starting medical school—the kind of tasks 
AI is equipped to address. We imagine a bright future in which AI 
allows dermatologists to spend less time sifting through reams of 
electronic health record data and coding diagnoses, and more time 
“doctoring”—examining, counseling, and treating patients.
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