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Introduction
Most conventional clustering methods can handle only numeric or non-numerical data, 
but many real-world datasets consist of a combination of both; this is called heterogene-
ous data. For instance, k-means algorithm has a limited functionality when it comes to 
handling heterogenous data. K-means is one of the famous clustering algorithms that is 
based on computing the Euclidean distance between vectors. At the same time vectors 
have to be homogenous. Mixed numerical and non-numerical data might require differ-
ent approach (MacQueen 1967).

For heterogeneous clustering, there are two different types of algorithms includ-
ing algorithms that directly cluster heterogenous data and the ones that cluster het-
erogenous data based on some functionalities. For the first type of algorithms, several 
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algorithms can be generally divided into two types for heterogeneous clustering, i.e. (1) 
those clustering directly heterogeneous data and (2) those clustering heterogeneous data 
based on the functionality. The variable-and entropy-based clustering algorithm (CAVE) 
(Hsu et al. 2011; Hsu and Chen 2007) hierarchical clustering such as similarity agglom-
eration (SBAC) (Li and Biswas 2002), and extended self-organized maps (Hsu et al. 2011) 
are examples on the first class. SBAC could be applied for numerical and nonnumerical 
data measuring data density based on Goodall (1966). In the meantime, the expanded 
map (Hsu et al. 2011) and CAVE (Hsu and Chen 2007) built hierarchal distances that 
apply to heterogenous data. Hierarchical clustering is however computer-intensive and 
not suitable for high-dimensional datasets. The centroid-based clustering is less compu-
tationally intensive and effective in contrast with hierarchical clustering.

For k-means to compute the Euclidean and Hamming distance, it uses a dissemblance 
measurement for both numerical and non-numeric data. Both distances are integrated 
as centroid for the heterogeneous data (Huang 1997). However, adjusting and modifying 
the weights for hamming distance must be done manually. Although k-means can work 
on both Hamming and Euclidean distances, it is not straight forward to combine them 
linearly because they are different types of distances.

Therefore, in order to resolve this issue, it has been suggested to combine fuzzy 
c-means with Gauss-multinomial distribution (KLFCM-GM) (Chatzis 2011). This 
method uses a comprehensive measurement of differences between the negative Log-
likehood feature of the Gaussian distribution and the fuzziness elements to cluster mixed 
data. Through taking the negative leg of the probability density function, KL-FCM-GM 
enables no merge between the Euclidean and Hamming distances. The KL-FCM-GM 
however still needs a parameter to manage the fuzziness. Furthermore, for numerical 
values of certain data sets, the assumption of a Gaussian multivariant distribution may 
be inappropriate. In 2013, an enhanced clustering protocol for k-prototypes was pro-
posed based upon fuzzy k-prototypes (Chatzis 2011). In this algorithm, the weight for 
each feature (numerical or non- numerical) can be optimized in this way. However, the 
enhanced Kprototypes still need the combination distances of Hamming and Euclidean 
to measure their disparity. Other types of heterogeneous data cluster algorithms are 
applied with the functional transformation, in order to unify the data features and then 
use cluster algorithms with a single feature (numerical or non-numerical).

As an example, SpectralCAT (David and Averbuch 2012) is based on transforming 
numeric features into non-numeric features in order to handle heterogenous data clus-
tering. Such transformation might not be appropriate because it removes the original 
data distance and may result in loss of information (Hsu et al. 2011). Another classical 
method is Functional Calibration (FC) where non-numeric features are transformed into 
numerical features (Flach 2012). FC is a supervised algorithm that uses the probability 
distributions of class labels. However, clustering is usually unsupervised problem that 
does not use class label information. Consequently, FC is not suitable for heterogenous 
data clustering.

This paper proposes a distributed framework for multifeature clustering. In addi-
tion, it proposes a new multifeatured clustering algorithm. The proposed algorithm has 
three main functions including clustering heterogenous data, handling data with multi 
features/objectives, and handling large-scale data. The distributed framework tends to 
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divide the data into different sets for large-scale data clustering while the clustering algo-
rithm considers the multifeature classification. Some of the previous work proposed to 
recover the previous clustering algorithms limitations are presented in (Alqurashi and 
Wang 2018; Ayad and Kamel 2008; Kang et al. 2016; Aggarwal et al. 2001; Fred and Jain 
2002; Liu et al. 2014; Zhong et al. 2015). However, the main purpose of those algorithms 
is to increase the clustering outcomes in contrast to the basic clustering algorithms. 
On the other hands, various state-of-the-art algorithms that can be grouped into the 
following:

•	 The simple approach: It is used for explicitly recasting the initial input clustering 
solutions as discussed in (Fischer and Buhmann 2003; Gionis et al. 2005).

•	 Feature-based solutions: Such solutions consider the cluster of categorical data such 
as taking the ensemble question into account (Boulis and Ostendorf 2004; Nguyen 
and Caruana 2007; Cristofor and Simovici 2002).

•	 Methods based on pair similarity: Such methods consider the inter-relationship 
between objects. They consider the frequency of the clustering solutions as given 
in (Monti et al. 2003). Cluster Similarity Partitioning Algorithm (CSPA) (Strehl and 
Ghosh 2002; Costa et  al. 2004) is the graph-based approach that very efficiently 
divides the unstructured graph. Hypergraph Partitioning Algorithm (HGPA) con-
structs a hypergraph for identifying k connected components from the clustering 
solutions where objects are classified as hyperedges, vertices and clusters. Algo-
rithms Meta Clustering Algorithm (MCLA) is another similarity type of algorithms 
where the clusters are represented by vertices and the edge weights represent simi-
larity between such clusters. The authors of (Strehl and Ghosh 2002) and (Costa et al. 
2004) introduced cluster-based similarity partitioning algorithm based a similarity 
matrix. Such matrix is considered as an indicator toe the partition fraction where 
targets are allocated to the same cluster. The generated matrix is then used partition 
the graph accordingly.

•	 Graph Based Clustering (Ji et  al. 2012; Boulis and Ostendorf 2004; Nguyen and 
Caruana 2007): One of the graph-based algorithms is Prim’s algorithm. It is used to 
find the minimum cost tree for a graph. Based on this approach, the final solution 
is reached and there were no additional parameters needed. The authors of (Mima-
roglu and Aksehirli 2011) suggested alternative approach where the actual cluster-
ing and the number of clusters could be provided. However, a clustering reference 
has to be defined through simulation. Several other recent clustering methods have 
been proposed in (Alqurashi and Wang 2018; Zhong et  al. 2015). In (Zhong et  al. 
2015), the authors propose multimedia-based optimization algorithm for two objec-
tive functions optimization simultaneously. The solution set involves automatic gen-
eration to the number of clusters. At the same time, the algorithm generates a set of 
solutions instead of single solution. This is useful when the clustering criteria are not 
understood.

•	 Hypergraph Partitioning Algorithm (HGPA): In HGPA, hypergraphs are con-
sidered for clustering the basic nodes. It is assumed that hyperlinks and vertices 
weights are the same for all nodes. The algorithm hypergraphs division is used 
to split the edges in k-connected components that might be identical. Also, the 
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authors of (Shah et al. 2015) and (Armano and Javarone 2013) presented Hyper-
graph Partitioning algorithms for categorizing samples of the data.

•	 Multi-objective Clustering with Automatic K Determination (MOCK) (Strehl and 
Ghosh 2002): MOCK optimizes two additional lenses based on cluster compact-
ness and connectivity, which can automatically recognize the correct partition of 
a dataset with either hyper-spherical clusters or well-separated clusters. The algo-
rithm returns a large number of different scoreboards using various scoreboards 
that approximate the Pareto front. It includes in particular a mechanism for auto-
matically selecting the best partitions from the solution set based on an approxi-
mation of the Pareto front shape.

•	 Clustering is proved to be important and effective (Ianni et al. 2020) and one of 
the used technique is MapReduce in which it is also used for Big data clustering 
with some restrictions as given in (Heidari et al. 2019).

Although many clustering algorithms have been established over the years, most of 
these algorithms need two key parameters: the number of clusters and the clustering 
algorithm. As stated previously, it becomes very hard to estimate a relevant number 
of clusters that can be provided as a parameter where the number of clusters in the 
cluster algorithms may differ. One of the approaches discussed in (Mimaroglu and 
Aksehirli 2011) offers promising results and automatically finds the number of clus-
ters. In this method, the weighted graph shows all clustering algorithms, with the ver-
tices marked with the clusters, and the inter-cluster similarity is marked by the edge. 
The similarity between clusters basically encodes the similarity between the object 
level clusters.

The number of final clusters required by CSPA and HGPA is specified in (Mac-
Queen 1967). While HGPA is the fastest algorithm, its degenerative effect of noise, 
clusters might not be accurate. Because it works at an objective level, CSPA doesn’t 
scale very well. MOCK is one of the most powerful algorithms based on a multi-tar-
get genetic algorithm, but the cost is too much if the data is large. The strategies for 
selection are based on domain considerations that limit their application. Therefore, 
in contrast to the above highlighted algorithms, the proposed algorithm in this paper 
takes in consideration mitigating these limitations.

To prove the efficiency of the proposed multiobjective clustering algorithm, LMS 
data was utilized. LMS data will be used to prove the efficiency of the proposed mul-
tiobjective clustering algorithms. LMS data is considered as a complex as well as big 
data where it has a large number of features and extracting some of the data features 
for the management or even students to take the appropriate decision is not straight 
forward. Therefore, such complex data needs to be clustered, and single or even two 
objective clustering algorithms would not be adequate. Multiobjective clustering 
would be more suitable.

The paper is organized as follows: k-means algorithm is described in the follow-
ing section, followed by the proposed multiobjective clustering framework; the pro-
posed modified k-means algorithm for learning management systems (MKM) is also 
detailed; finally the experimental results are presented and evaluated.
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Methods
K‑means algorithm

The conventional k-means algorithm (MacQueen 1967) is the most famous cluster-
ing method. The algorithm is a simple reassessment procedure described in algorithm 
k-means.

In the dataset, X = {x1,…, xn} are the original n data points for clustering where in 
the k-means, n data points are partitioned into K sets. On the basis of the member-
ship function m(cj|xi), the decision of assigning each data point xi to the nearest clus-
ter center cj. Therefore, the function returns one value of {0, 1} where m(cj |xi) = 1 if 
j = argmink ||xi − ck ||2; otherwise it is zero. Then, we can use all data points xi in the 
cluster to determine the centroid of the cluster. The objective function J is to mini-
mize the squared error, J = I = 1:n min j {1..k} || xi − cj ||2. Each data point has equal 
importance in k-means in determining the cluster centroid. Thus, in the computation 
of cluster centers, the clustering algorithm must take into account a weight associ-
ated with each data point. So, weighted k-means could be a solution of the k-means 
algorithm. However, in our case, there is no need for the weighted k-means due to the 
nature of the LMS (Niazi and Temkin 2017; Alenezi 2018) data used in this paper.

Proposed multiobjective clustering framework

The proposed framework in this section is generic, and it is inspired by the previous 
work stated in the introduction section. The framework consists of two main blocks, 
which are preprocessing and clustering, as shown in Fig. 1. The preprocessing module 
tries to speed up the optimization process by dividing the large dataset into subsets. 
Dataset division could be based on random selection or based on simple clustering 
algorithms. Therefore, the generated sets are could be initial clusters. The generated 
clusters could be based on single objective clustering, as well. The output of this block 
is a certain number of sets where each set could have some of the populations that are 
close enough from each other. The clustering block contains distributing optimizers 
where they can work in parallel. Here, there are two options, as follows:

1.	 Each optimizer works on separate set of data.
2.	 Each optimizer selects, either randomly or again based on certain criteria, different 

records from the sets to work on.
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By the end of this process, the output of such optimizers is used as an input to a 
global optimizer for the final clustering results. Here, the global optimizer tries to 
merge some of the closest generated clusters using some of cluster indexes.

As can be seen in Fig. 1, the whole optimization process could be distributed pro-
cesses developed on different processors. In addition, the framework enables the uti-
lization of Cloud computing in case of large dataset.

Modified K‑means algorithm for learning management systems (MKM)

The nature of data generated from the LMS differs from any other datasets. The LMS 
datasets is related to the teachers and students’ performance. Also, there are many 
objectives including the time spent by the teacher on the system, uploaded data, the 
time spent by the student on the system, etc. Here, we propose an algorithm for data 
clustering in LMS. The algorithm tries to minimize the variance functions within each 
cluster and maximizing variance between clusters. Initially, in order to normalize the 
dataset records, we calculate the variance and the mean values for each record. This 
would represent the x value (mean) and y value |(variance) for each dataset record, 
respectively. Based on this generated data, K-means algorithm is used for clustering 
such data. By default, k-means will minimize the variance and the mean values within 
each cluster. However, we propose to use Silhouette score (Rousseeuw 1987) to maxi-
mize the variance between the clusters. Silhouette score shows how close a point is to 
the related cluster. i.e. For each point, calculate the average distance from the points 
in the nearest cluster minus the average distance from the points in its own cluster 
divided by the maximum between those distances.

Overall score is the average score per point. Silhouette score is restricted between 1 
and − 1 and higher score means more distinct clusters. This scoring operation is used 
by the global optimizer.

Therefore, K-means is modified to work on two objective functions, the distance 
between cluster C and Silhouette score. For each point x, the distance between x and 
the cluster center is computed as well as the Silhouette scores provided that x belongs 
to one of the clusters. Pareto optimality is used to identify the nondominated set; 
based on the results of the Pareto optimality, x will be assigned to one of the clusters.

The algorithm steps could be summarized as follows:

Step 1: The dataset D is divided into a number of sets S. S may depend on the 
number of distributed machines or number of threads to be used.
Step 2: x value (mean) and y value |(variance) are computed for each dataset 
record.
Step 3: K-means clustering is applied to each set s ∈ S . K is selected either heuris-
tically or based on the number of records in each set.
Step 4: At the global optimizers, Pareto optimality is applied to the clusters’ cen-
troids and nondominated centroids.
Step 5: for nondominated clusters, the distance between a point x and the cluster 
center is computed as well as the Silhouette scores between x and the nearest clus-
ter center. Then, the K-means algorithm is used to re-cluster those points.
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Step 6: A window W is used to extract the most effective clusters based on the 
required points, e.g. LMS questions. Pareto optimality could be applied once more 
for better results.

The complexity of the modified algorithm depends on two factors which are k-mean 
algorithm and the Pareto optimality section. The k-main algorithm complexity is O(n2) 
and the complexity of the Pareto optimal depends on the number of parameters. In the 
case of 2 parameters, it is estimated to be O(n) and this applies to all of our experiments 
in this paper, where n is the number of points. Therefore, the overall complexity of the 
proposed algorithm is O(n) + O(n2) = O(n2).

Results
The proposed clustering algorithm has been experimented using Java platform. How-
ever, in order to show the robustness of the algorithm, genuine data has been collected 
from University of ha’il dataset, primarily, from Blackboard as a Learning management 
Systems (LMS). The collected data is almost a million record for students and teachers 
based on different semesters. Each record contains the following fields (see Table 1):

Research questions are summarized as follow:

A.	Which courses that are the best based on all dataset features?
B.	 What are the courses with high exams (which exam, final or mid-term) grades where 

students were able to get good final grades?
C.	Is there a relation between the total spent time on Blackboard and achieving good 

grades?
D.	Have the number of items uploaded on Blackboard affect students’ grades?

We believe that those questions could be answered through clustering. In this section, 
we cluster the dataset trying to answer the previous questions using k-means and Modi-
fied K-Means algorithms. This section also tries to examine the importance of the pro-
posed algorithm for producing accurate results. In the k-means algorithm, each record 

Table 1  Dataset abbreviations

Field Meaning

Stud_ID Student/Teacher ID

Course_ID Course ID

TOTAL_LOGIN Number of times a user logged in

Last_Login_Date It is the last time a user logged into the Blackboard

Enrollments The number of students enrolled in the class

Content_Items The number of uploaded items to the class

Gradecenter _Columns It is the number of fields in the grade center. This counts the number of assignments, 
quizzes, and other exams in the class

Assignments This field record students grades in each assignment assigned to students e.g. Assg1, 
Assig 2,..etc

Tests This field records the exams grades, e.g. Quiz 1, Quiz 2, midterm, and final exam

Total_Spent_Time_Hrs The total time a student and a teacher spent on the Blackboard in hours

Total_Spent_Time_Mins The total time a student and a teacher spent on the Blackboard in seconds
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in the dataset is represented as a point. Therefore, the features are normalized; then the 
variance and the mean are computed for each record.

So, lets answer the questions one by one based on the two algorithms, k-means and 
MKM algorithms. However, due to the huge dataset, we display only a sample from the 
results.

Question A: Which courses that are the best based on all dataset features?

Based on the results gained from running both algorithms considering all of the fea-
tures having the same weight. As can be seen in Fig.  2, we examined k-means for a 
limited number of records due to the dataset size. The algorithm was taken too much 
time to run 10,000 records and it was not able to run more than 50,000 records, espe-
cially when 5 iterations was required. Also, as can be noticed k-means algorithm is not 
really answering the question of this subsection. If we look at Fig. 2f, we can find that the 
top right corner contains large number of records that cannot be considered as a good 
answer to our question.

On the other hand, for MKM algorithm, we computed the mean and variance for each 
record. Therefore, a point (x, y) represents each record. Now, we have to decide on the 
number of sets where larger number of sets makes the clustering fast. We learned the 
lesson from our previous experience with k-means and decided to divide the dataset 
into 100 sets with 10,000 record/set with k = 2. With distributed servers, cloud, or even 
threads, the whole dataset can be easily clustered.

Next, the centroids of the produced clusters are computed, and the k-means run on 
them for clustering. K is chosen to be 10 for the centroid of clusters, see Fig. 3. A window 
of three clusters were selected to enter the next stage which the Pareto optimality. Pareto 
optimality leaves us with top records out of the dataset which were only 10 records.

This experiment does say many other things where the students are clustered based 
on the dataset features. Now, we are able to classify students into categories that can 
separately studied, i.e. weak, intermediate, excellent students. Weak students could be 
identified from each class once we apply pareto optimality on each class where those 
dominated records represent the weak students.

To verify the validity and efficiency of the results, Silhouette score is computed for dif-
ferent number of K starting from 2 to 10 as shown in Fig. 4. As can be noticed, the score 
is more into the positive area and the best value is reached at k = 10. This is an indictor 
to the effectiveness of the proposed algorithm in terms of clustering the data.

Similarly, we can answer the rest of questions easily as follows:

Question B: The dataset is clustered based on exams only; here, we still need the 
MKM clustering where multiple exams are conducted, quizzes, midterm, and final. 
Therefore, MKM procedures effective answers to this question in terms of all exams. 
Based on our datasets, the algorithm was able to cluster students into different 
groups based on their different exams.
Question C: Here we need to cluster the dataset based on two features only which 
are spent time and final grades. Here, the k-means could be enough; however, 
the dataset is too large to be clustered by k-means. Using our distributed algo-
rithm, we were able to cluster the dataset into 3 clusters where k is selected to be 
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3. Also, we tried with different values for k to verify the algorithm performance. It 
turns out, as we increase the k, the number of threads could be increased and the 
required time is minimized.
Question D: Again, here we cluster the dataset based on two features which are 
items uploaded and final grades. This ranks the students based on those two fea-
tures. Here, the k-means could be enough; however, the dataset is too large to be 
clustered by k-means. Again, different experiments were conducted using our dis-
tributed algorithm and it clusters the data in reasonable time.

Discussion
With the emergent technologies in LMS, huge data are collected from different 
sources. Such data has multi features as well as complex structure. Therefore, data 
analysis is not easy, and it might take long time. By dividing the collected data into 
separate classes and handling each class separately, this makes it easy and quick to 
take a decision. Therefore, the first step is to divide the dataset into smaller sets and 
then process each set separately. Following this division, each subset is clustered 
based on the proposed multiobjective clustering algorithm. The global optimizer 
owns the final clustering. The proposed framework and the clustering algorithm are 
applied to millions of records from LMS data. Since the data has large number of 
features, the proposed framework and the algorithm is examined on the LMS data 
trying to answer some of the questions. Also, it is tested against k-means algorithm as 
well. The proposed algorithm is proved superior answering the required questions. In 
addition, it is a generic algorithm that can be used for other datasets as well.

The limitation of the proposed algorithm is two-fold as follows:

•	 With the large number of parameters, more processing capabilities might be 
required. So, running the distributed algorithm in local computers with multi-
cores might not be possible.

Fig. 3  Centroid clusters
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•	 The data used to test the proposed algorithm is homogenous. However, some big 
datasets might not be homogenous. Therefore, few adaptations have to be made to 
the proposed algorithm to fit the heterogeneity of the data.

Conclusions
This paper proposed a novel distributed clustering framework for complex multi-objec-
tive clustering. The proposed framework is generic to be used with any dataset. Also, 
the paper introduced k-means algorithms for learning management systems. However, 
due to the complexity of the data, it turns out that K-means was not able to accurately 
answer the LMS management questions. In addition, k-means is a sequential algorithm 
that can work on large-scale data sets. Therefore, a modified k-means algorithm is pro-
posed for the purpose of LMS data multiobjective clustering. The distributed version of 
the algorithm was able to satisfy the LMS requirements and answer the required ques-
tions to help decision makers. University of Ha’il LMS dataset is used to test the perfor-
mance of the proposed algorithm and to answer mainly four questions. Our future work 
is to examine the performance of the proposed algorithm on other datasets.
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