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Climate change studies are based on the data processing of the following time series for number of Ukrainian
cities: daily precipitation and air temperature from the site of the European Climate Assessment & Dataset (ECA&D)
project and monthly carbon dioxide emissions from fossil fuels in the atmosphere from the area of one geographical
degree size from the site of the Carbon Dioxide Information Analysis Center (CDIAC). Assessment of synchronous
dynamics and forecasting of the air temperature, precipitation according to the period 1950-2016 and the carbon
dioxide concentration in atmosphere according to the period 1951-2013 was performed using two types of models:
linear regression and neural network model in the form of perceptron with one hidden neuron layer. These models
implementation is based on modern approaches to the Big Data intellectual analysis: Data Mining and Knowledge
Discovery in Databases. The program scenarios for processing, intelligent analysis and forecasting of the above
mentioned data time series using the constructed forecasting models have been developed and implemented in the
unified analytical platform Deductor. The monthly time series of the emission in atmosphere of carbon dioxide from
fossil fuels to area of 1 geographical degree in 1951-2013 for number of Ukrainian cities shows clear trend, which is
well approximated by the cubic polynomial and does not contain a periodic seasonal component. There is the tendency
to increasing COy emissions before 1991 and the declining tendency after 1991 with some “plateau” in the period
2000-2009 that are years of relative stability in the economic development of Ukraine. However, there is no correlation
between the trend of CO2 emissions and the trend of average monthly temperature in 1951-2013. The predictive model
of linear regression was the most acceptable for time series of average monthly temperature in 1950-2016, which
are characterized by strong seasonal component with the periodicity of 1 year. Using the predictive model of linear
regression [240x 1], trained on the dataset, constructed by the sliding window method with retrospective depth of
240 months, the consistent forecast of the average monthly temperature time series for Kyiv after 12.01.2016 with
the forecast horizon of 60 months was derived. However, the application of the predictive model of linear regression
is characterized by a relatively short horizon of consistent forecasting. For the time series of the average monthly
temperature for Kyiv city after 12.01.2016, the predictive neural network model [360 x 5 x 1] (number of inputs is equal
to the selected prehistory depth of the time series samples that is 360; number of outputs is I; number of neurons in
the hidden layer is 5; activation function type is sigmoid with the given slope 1) provided the consistent forecast with
the horizon of 120 months. Low values of the maximum and average relative errors of the neural network model were

achieved on the training set (4,45-1072 and 2,99-10~*, respectively) and on the test set (3,60-107% and 5,69-1072,
respectively). Similarly, for the time series of monthly COy emissions for the Kyiv city after December 1, 2013, the
predictive neural network model [240 x 5 x 1] provided consistent forecast with the horizon of 60 months. In general,
the time series of monthly COy emission values are characterized by much smaller values of the consistent forecast
horizon in comparison with the time series of the average monthly temperature, at least when using predictive neural
network models.

Keywords: climate change; carbon dioxide emission; time series prediction; Data Mining; linear regression; neural
network model; single-layer perceptron.

1.INTRODUCTION

One of the most important challenges in the 21st century is the negative effects of global and local climate
change minimization. This problem is of particular importance for the sustainable society development and
is closely related to the need of assessment and forecasting of the key climate indicators dynamics.

This study focuses on air temperature and precipitation forecasting depending from the carbon dioxide
concentration dynamics in the atmosphere for number of Ukrainian cities. These three factors are essential
climate variables. An essential climate variable (ECV) is a physical, chemical or biological variable or group
of related variables that critically affects the Earth’s climate. ECV datasets provide the empirical evidence
needed to understand and predict climate evolution, to plan for climate change mitigation and risk assessment,
and to identify the causes and effects of climate change relationship.

Two model types for assessment and forecasting of local climate change based on time series data have
been studied in this article: linear regression model and neural network model in the form of perceptron with
one hidden neuron layer using modern approaches to intellectual analysis of Big Data: Data Mining (DM)
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and Knowledge Discovery in Databases (KDD) [1-5]. Data Mining is the detection of previously unknown,
non-trivial, practically useful and of the accessible for the interpretation patterns in the source data. Knowl-
edge Discovery in Databases is the analytical process of studying of the large information volumes to identify
hidden structures, relationships, and interconnections. KDD is a synthetic information technology based on
the combination of models and methods of artificial intelligence, numerical methods, statistics and heuristic
approaches. The KDD process involves the following stages: forming of input data sets, i.e. samples; prelimi-
nary processing and clearing of data, i.e. detection and processing of gaps, overshoots, extreme and abnormal
values; data conversion and reconciliation; Data Mining, i.e. construction of descriptive and predictive models
and implementation of appropriate methods based on regression, classification, etc.; data post-processing, i.e.
testing of models and methods and interpretation of the results obtained concerning to certain subject area.
The indicated approaches and stages of the intellectual data analysis performing regarding the assessment and
forecasting of local climate change based on the time data series are implemented in the unificated program
analytical Deductor platform [3-5].

Climate change studies are based on the processing of daily precipitation and air temperature data from
meteorological stations in the number of cities in Ukraine derived from the European Climate Assessment and
Data Analysis (ECA & D) project [6]. This resource contains information on changes in weather and climatic
conditions and contains the daily dataset which is necessary for monitoring and climate analysis, including
the extreme situations. In addition, was processed the time series of the monthly emission of carbon dioxide
from fossil fuels in the atmosphere to the area of the one geographic degree for number of Ukrainian cities,
obtained from the electronic resource of the Carbon Dioxide Information Analysis Center (CDIAC) [7]. The
above mentioned time series data cover the common time interval from 1951 to 2013.

2. THE TIME SERIES DATA PROCESSING TECHNOLOGY AND LINEAR REGRESSION AND
NEURAL NETWORK PREDICTIVE MODELS CONSTRUCTING

The program scenarios for processing, intellectual analysis and forecasting of the specified time data
series using the constructed prediction models has been developed and implemented in the environment of
the unificated analytical Deductor platform. The program scenarios nodes implement the basic procedures
described below using the special masters for data processing.

Import data in the text format with the delimiters and conversion of calendar dates to month and year
data to aggregate daily data to total monthly precipitation and average monthly temperature values. Visual-
ization the results of data conversion and data aggregation using OLAP (Online Analytical Processing) cube
construction [2-5] of data, displaying the necessary OLAP cube data slices and constructing of correspond-
ing diagrams for aggregated data. The cross tables constructing for further analysis and forecasting of the
selected time series type of aggregated climatic variables for further intellectual analysis and forecasting.
The data quality evaluating with the allocation of gaps, overshoots, extreme and abnormal values, the choice
and implementation of ways to eliminate these anomalies and forming of the aggregated climatic variables
purified time series. Autocorrelation analysis of the transformed aggregated data time series in order to
identify of seasonality. Decomposition of the aggregated data time series to the trend with the choice of
its approximating function, to regular periodic component, random remainder and the decomposition results
visualization. Forming by the sliding window method the input dataset with the specified time series samples
prehistory depth for the time series prediction models constructing.

Implementation of the linear regression predictive model [2-5] with the number of inputs equal to the
experimentally selected time series samples prehistory depth, and one output equals to the time series current
sample value. The indicators of the adequacy and quality of the model are determined: the determination
coefficient, Fisher’s criterion, the residues dispersion, the Student’s criterion for the regression coefficients
statistical significance. The scatter diagram is constructed with displaying on the plane of the model etalon
output, the actual model output and the limits of the permissible training error. The input dataset table
for the prediction model of linear regression is also displayed, supplemented by field of the actual model
output on the training set and by field of model error. The mean square error value is calculated by the
linear regression model approximation of the current time series samples on the training data set. The
linear regression predictive model is corrected by the time series samples prehistory depth value changing if
necessary.

The predictive linear regression model identification is that to find the model coefficients estimates from
the condition of the mean square model error minimizing on the training dataset.

The predictive neural network model in the form of perceptron with one hidden neuron layer [3-5, 8, 9].
The inputs number is equal to the experimentally selected time series samples prehistory depth; the outputs
number is | that is current time series sample value; number of hidden neuron layers is 1; experimentally is
selected number of neurons in the hidden layer; the type of the activation function in our case is the sigmoid
with the specified slope value 1. The algorithm for training the neural network is chosen, in our case it
is Resilient Propagation (RPROP) [4, 5] according to which training is conducted in off-line mode that is
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correction of the connections weight of all neurons is carried out after presentation of all examples of the
training set and taking into account the gradient sign for each weight. The number of training epochs is
specified that is the amount of training cycles on the training dataset and tests cycles on the test dataset;
these sets are in the given percentage relation to the number of elements, but in each epoch these sets are
randomly formed from the input data set of the neural network model. The acceptable error is also set for
the neural network to recognize the training or test example that is a pair of data “vector input — scalar
output”. It is also an acceptable error to recognize a training or test example — a pair of data “vector input —
scalar output” of the neural network. With the implementation of the above RPROP algorithm and additional
set parameters, the neural network training process is started. The training results of the prediction neural
network model are displayed: the graph of the neural network, the scatter diagram with the displaying on the
plane of the etalon model output, the actual model output and the limits of the permissible training error. The
input data set for the neural network training is also displayed, supplemented by field of values of the actual
model output on the training set and by field of model error values. The average value of the approximation
error by the neural network model of current samples on the test data set is calculated on the base of the
specified depth of the time series samples prehistory.

The identification of the neural network model with the defined structure is that to find estimates of the
weight coefficients of the neurons links in the hidden layer with the model inputs by implementing of the
training algorithm of the neural network, in our case of Resilient Propagation algorithm, on the training data
set constructed by the sliding window method with the experimentally determined depth of the time series
samples prehistory.

For the neural network predictive model it is impossible to evaluate its adequacy and quality, as in the
case of the linear regression model, based only on the input data set, which is completely used for the linear
regression model training. In the case of the neural network prediction model, a ten-fold cross-validation
procedure is implemented to assess of adequacy and quality. In order to this procedure implementation, the
input data set for training (which is constructed on the base of the sliding window method) multiplies by 10
times by combining 10 data blocks, each of which enters the data from the input data set of the model, mixed
randomly. In this way, ten blocks validation data set is generated. To carry out such validation procedure,
the same sequence of training and testing procedures is performed, but for all 10 blocks. The obtained 10
values of the average error of the model are averaged over the number of blocks and the result is considered
as average validated model error. To predict the time series values, the optimal neural network model is
selected with parameters that are estimated from the data of the test subset with the block number, which
achieves the minimum validated average error of the model.

The time series forecasting of the aggregated climatic variables at the given forecast horizon on the base
of constructed trained and validated predictive linear regression model and neural network model in the form
of perceptron with one hidden neurons layer with the given depth of the time series samples prehistory. The
forecasting procedure is implemented in the following way. Let the resulting time series data, for example,
by the sliding window method, consist the sequence of time samples: x(—n), ..., x(—=2), x(—1), x, where x is
the current sample value. The forecast in the next step x(+1) is based on the constructed sequence using the
predictive model. To construct the forecast for the value of x(+42), it is necessary to shift the whole sequence
of time samples to one sample to the right, so that the previously made forecast x(+1) also became part of
the input data of the prediction model. Then the calculation of the predicted value of x(+2) is implemented
using the predictive model and so on in accordance with the specified forecast horizon.

3.THE RESEARCH RESULTS ANALYSIS

Some of the research results were reported [11, 12]. In Fig. 1 and 2 the decomposition diagrams of the
time series of total monthly precipitation and the average monthly temperature values in 1950-2016 for Kyiv
city are represented on which the initial time series, cubic trend and seasonal component are shown. Both
time series have significant seasonal components with the period of 1 year (12 months). Time series of total
monthly precipitation in Fig. 1 contains the small cubic trend in the small dynamic range of 460-560 mm in
66 years, and the time series of average monthly temperature contains the slight cubic rising trend in the
small dynamic range of 7.4-10.1 degrees, that is, the growth of the temperature trend is 2.7 degrees per 66
years.

Fig. 3 represents the decomposition diagram of the time series of the monthly emission of carbon dioxide
from fossil fuels in the atmosphere to the area of the one geographic degree in 1951-2013 for Kyiv city with
the show of the initial time series, the clearly expressed cubic trend with an analytical form of its function and
the zero seasonal component. There is clearly non-periodic tendency in this time series, which is confirmed
by zero seasonal component. There is the tendency to increase CO9 emissions before 1991 and the tendency
of their decline after 1991 with some “plateau” for the period 2000-2009 that are the years of relative stability
in economic development in Ukraine. All these tendencies are illustrated by the corresponding change in the
cubic trend of the time series of COy emission. From the comparison of the time series trends, shown in

50 Zyelyk Ya.l., Pidgorodetska L.V., Chornyy S.V., Kolos L.M., Dykach Yu.R.




500
00
00
]

1400
1300
1200
1100
1000

3

1
-100

91075010
SI0Z 2010
SI0T LM
TITED M
LOZ ST 10
010z 7010
2007 1110
A00TB0° 1
90028010
SO0Z'E0' LD
S00TZL L0
Z00z 0L 10
1007 2010
0002 b0 10
[Tt
6BV LD
9661010
SE61'50°10
$661'E0°10
ZEELZL 1D
1E6LET 10
0868010
6061 5010
2861 LMD
98510110 §
SEGL A0 L0 2
PRELE0I0
SBELE0 S
126111109
086 a0 L0 S
64615010
24612010
E LI
S4EVED LD
P46150°L0
£461ED 1D
LELEV LD
06101 10
6361 20710
2861 4010
LTt
596101 10
$A61 20710
£86 1 401D
Z9ELTO' LD
0961 111D
6561'80'10
2561'50°10
A561E0 M
SSEL LLTLD
PSE1'E0LD
£561'90°10
ZSE1ED 1D
1561 1010

-2016 for Kyiv city

= RRNepuop 12 l

Icd

RR Tpeng

monthly precipitation values in 1950

1

[

Fiosv ool

W — PRR

956
25617100

“fswzorio
iz oo

E£L0Z+0° L0
CL0Z L Lo
Lozl Lo
B00Z°20° L0
8007500 L0
£00Z°E0° L0
S002°C1 L0
FO0Z'0L LD
£00Z° 40710
ZO00T° 5074
LOOZ"Z0r Lo

- BEEL LV LD

2966 1E0 L0
LB61°907 L0

9BEL°ED L0
WEGLTL L0
6610 L0

LEEBLSD 1O
0BEL'Z0° L0
88EL°ZL L0
£861°B0° L0 m.
o E

986LL0 L0 8

ZoEL L IS

s}
0861 #0710 S

961400 LD
SL6LFD L0
FLBL LD LD

LAELEO L0
061790 L0
B96LED 1O
99617107 LD

FIELSO L0
£961°20° 10
LSBT LD
0961607 LD
BS6L°a0° L0

oL

SEELOL LD
FEEL207 L0
£56L°500 L0
ZSELED L0

Decomposition diagram of the time series of the tota

1

ig.

with the displaying of the initial time series, cubic trend and seasonal component

F

LSEL L L0

-average Period 12 I

TG_month

~

-average Trend

TG_month.

~

average

TG_month-

v

Decomposition diagram of the time series of the average monthly temperature in 1950-2016 for Kyiv city with

£10Z90 10
TLOT'80 Lo
HOZ 0K o
OLOZ'ZL L0
0LOT'ZT0 L)
BOOZ ¥ 1O
200280 L0
£007°80° 1O
[00z°01 10
S00T°TV LD
S00T°Z0 L)
FO0Z 0 L0
£002 80 L0
200780 10
100z 01 Lo
000T°ZV o
000T°Z0 Lo

L essreoio

266100 LD
6618010
AE610L L0
SEEVEL LD
SEELZ0 L0
FEE D LD
E6E 100 L0
ZE6 180 L0

DEELZL 10
066120 10
L= gt

92610V LD
S86LTL 10
SEEVI0ID

veek by W
£881 00 EW
TEBKED 10 5

3
18810K M0
0861z :um
08ELZ0 0o
BLELED 1O
2618010
LBV B0 LD
Q6101 L0
SLEVTL LD
SL61°2010
FLELH LD
ELE1O0 LD
Zi6180 10

BIE L0 L0
2961°90 10
28618010
99610V 0
SIEVEL D
86170 L0
FIE D LD
£961°80 10
ZE6 180 L0
(=11l
096171 10
0361 T0° LD
BSEL D L0
561780 L0

956101 10
SSELTL 0
SSEVI0 LD
FEEL D LD
£G61°80° L0

1561107 L0

2.

1,1
1,05
095
09
085
08
075
o7
085
05
055
05
045
04
035
03
025
02
015
0,1
0,05
0,05
01
0,15
02

the displaying of the initial time series, cubic trend and seasonal component

Fig.

-2013 for Kyiv city with the
51

Residue l
in 1951
form of its function and the zero seasonal component

)

W —— CO2-Month

W —— CO2-Month Period 2|

1

ytica

~— CO2-Month Trend

2

6, Issue?2

¥ — CO2-Month

0, Vol. 1

|
Decomposition diagram of the time series of the monthly CO, emission
cubic trend with the ana

)

Report, 202

3.

displaying of the initial time series
Astronomical School’s

Fig.



-14,52 -8.25 -6,425 42 -1, 0505916 27537 482607 74 9821118 1335 1564 1773 194 222 248

| @ TG_month-average OUT @ TG_month-average —— Etalon Upper bound Lower limit I

Fig. 4. Scattering diagram for the predictive linear regression model [240 x 1] on the training data set constructed by
the sliding window method with the prehistory depth of 240 months for the time series of average monthly temperature
in 1950-2016 for Kyiv city
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Fig. 5. Forecast diagram of the time series of average monthly temperature for Kyiv city after 12.01.2016 with the
forecast horizon of 60 months using the predictive model of linear regression [240 x 1] with the prehistory samples depth
of 240 months
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Fig. 8. Scattering diagram for the predictive neural network model [360 x 5 x 1] for average monthly temperature in
Kyiv city in 1950-2016 on the training and test sets jointly

Fig.2 and Fig. 3 respectively it follows that there is no correlation between the trend of COy emission and
the average monthly temperature trend for Kyiv city in 1951-2013.

Fig.4 shows the scattering diagram for the predictive linear regression model [240 x 1] on the training
dataset constructed by the sliding window method with the prehistory depth of 240 months for the time
series of the average monthly temperature in 1950-2016 for Kyiv city with the representation on the plane
of the etalon model output and actual model output within the tolerable training error with the reliability of
0.95.

Fig.5 shows the forecast diagram of the average monthly temperature time series for Kyiv city after
12.01.2016 with the forecast horizon of 60 months using the linear regression [240 x 1] predictive model
trained on the dataset constructed by sliding window method with the prehistory samples depth of 240
months.

Fig.6 shows the interface for specifying the parameters of the predictive neural network model
[360 x 5 x 1] with the show of the neural network graph and the following parameters: the number of
inputs, which is equal to the experimentally selected prehistory depth of the time series samples that is 360;
number of outputs is 1; number of hidden neuron layers is 1; experimentally selected neuron number in the
hidden layer is 5; type of activation function is sigmoid with given slope equal 1.

Fig. 7 shows the result of the training process by the RPROP algorithm for the predictive neural network
model [360 x5 x 1] for average monthly temperature in Kyiv city in 1950-2016 (the structure of the model is
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Fig. 10. Forecast diagram of the time series of the monthly COy emission values for Kyiv city after 12.01.2016 with the
forecast horizon of 60 months using the neural network model [240 x 5 x 1] with the prehistory depth of 240 months

shown in Fig. 6) after the implementation of 5000 epochs, that is of training cycles on the training set and test
cycles on the test set. The values of the maximum and average relative errors of the neural network model
on the training set (4,45-1072 and 2,99-10* respectively) and on the test set (3,60-10~2 and 5,69-10~3
respectively) are shown, that is rather low errors values in the permissible limits achieved as a result of
training, indicating the adequacy of the model.

Fig.8 shows the scattering diagram for the predictive neural network model [360 x 5 x 1] of average
monthly temperature for the years 1950-2016 in Kyiv on the training and test sets jointly, for which, in a
given percentage, is randomly separated the input data set constructed by the sliding window method with
the retrospective depth of 360 months. Fig.8 shows the etalon model output and the actual model output
within the tolerable training error with the reliability of 0.95.

Fig.9 shows the forecast diagram of the time series of average monthly temperature for Kyiv city after
12.01.2016 with the forecast horizon of 120 months using the neural network model [360 x 5 x 1] trained on
the dataset constructed by sliding window method with the prehistory depth of 360 months.

Fig. 10 shows the forecast diagram of the time series of the monthly COqy emission values for Kyiv city
after 12.01.2016 with the forecast horizon of 60 months using the neural network model [240 x 5 x 1] trained
on the dataset constructed by sliding window method with the prehistory depth of 240 months.
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4. CONCLUSIONS

Two types of models for assessment and forecasting of local climate change based on time series data have
been studied: linear regression model and neural network model in the form of perceptron with one hidden
neuron layer, using modern approaches to intellectual analysis of Big Data: Data Mining and Knowledge
Discovery in Databases.

The study is based on the processing of time series of daily precipitation and temperature data in the period
1950-2016 and the monthly emission of carbon dioxide from fossil fuels in the atmosphere to the area of 1
geographic degree in the period 1951-2013 for number Ukraine cities. The program scenarios for processing,
intellectual analysis and forecasting of the specified time data series using the constructed prediction models
has been developed and implemented in the environment of the unificated analytical Deductor platform.

The decomposition of the time series of the total monthly precipitation and the average monthly temper-
ature in 1950-2016 on the trend, seasonal component and random remainder for number of Ukrainian cities
shows that there are significant seasonal components with the period of 1 year in these series, and the time
series of average monthly temperatures have the very strong periodic component. For Kyiv city, the time se-
ries of total monthly precipitation contains the small cubic trend in the small dynamic range of 460-560 mm
in 66 years, and the time series of average monthly temperature contains the slight cubic growing trend in
the small dynamic range of 7.4-10.1 degrees, i.e. the growth of the temperature trend is 2.7 degrees per 66
years.

The monthly time series of the emission in atmosphere of carbon dioxide from fossil fuels to area of 1
geographical degree in 1951-2013 for number of Ukrainian cities shows clear trend, which is well approxi-
mated by the cubic polynomial and does not contain a periodic seasonal component. There is the tendency
to increasing COg emissions before 1991 and the declining tendency after 1991 with some “plateau” in the
period 2000-2009 that are years of relative stability in the economic development of Ukraine. However,
there is no correlation between the trend of COy emissions and the trend of average monthly temperature in
1951-2013.

The predictive model of linear regression was the most acceptable for time series of average monthly
temperature in 1950-2016, which are characterized by strong seasonal component with the periodicity of 1
year. Using the predictive model of linear regression [240 x 1], trained on the dataset, constructed by the
sliding window method with prehistory depth of 240 months, the consistent forecast of the time series of
average monthly temperature for Kyiv city after 12.01.2016 has been obtained with the forecast horizon of
60 months. However, the implementation of the predictive model of linear regression is characterized by a
relatively short horizon of consistent forecasting. The predictive model of linear regression was the most
acceptable for time series of average monthly temperature in 1950-2016, which are characterized by strong
seasonal component with the periodicity of 1 year.

Concerning the time series of total monthly precipitation and the time series of the monthly emission
in the atmosphere of carbon dioxide from fossil fuels, as well as to provide of prolonged consistent forecast
horizon, the predictive neural network model was significantly more effective.

For the time series of the average monthly temperature for Kyiv after 12.01.2016 the predictive neural
network model [360 x 5 x 1] (number of inputs is equal to the selected prehistory depth of the time series
samples is 360; number of outputs is 1; number of neurons in the hidden layer is 5; type activation function is
sigmoid with the given slope 1) provide the consistent forecast with the horizon of 120 months. Low values
of the maximum and average relative errors of the neural network model were achieved on the training set
(4,45-1072 and 2,99-10~*, respectively) and on the test set (3,60-10~2 and 5,69-1073, respectively).

Similarly, for the time series of monthly COg emissions for the Kyiv city after December 1, 2013, the
predictive neural network model [240 x 5 x 1] provided consistent forecast with the horizon of 60 months.
In general, the time series of monthly COy emission values are characterized by much smaller values of the
consistent forecast horizon in comparison with the time series of the average monthly temperature, at least
when using predictive neural network models.
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3acTocyBaHHd JMiHIHHUX perpeciiiHUX Ta HelipoMepeKeBHX MOJAENEH IJs OLIHKM Ta NPOTHO3YyBaHHS JIOKAJbHUX
3MiH KJiMaTy Ha OCHOBi YaCOBUX PAIiB JaHUX
3eauk 411, ITideopodeyvra JIL.B.', YopHoLii C.B.', Kosoc JLH.', Tuxau FO.P.?
ThetutyT KoeMmiunux mocaimkens HAH Ykpainu i JIKA Ykpaiuu,
03187, m. Kuis, mp. Akagemixa [nymkosa, 40, xopmyc4/1
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HocninkeHHs 3MiH KiaimaTy 6a3yloTbest Ha 00poGJIeHH! AaHUX TAKWX YACOBHUX PSMIB AJis HU3KH MICT YKpalHH: ILOIEHHHX
aTMOC(epHHUX OMajiB Ta TeMIepaTypu MOBITPS 3 €JEeKTPOHHOro pecypcy EBPONEHCHKOro MPOEKTy 3 OLiHKH KJiMary Ta
nanux npo kJaimar (European Climate Assessment & Dataset (ECA&D) Project) ta womicssuHoi emicii ABOOKHCY BYyTJIELI0
BiZl BHKOIHOrO NajuBa B aTMocdepi Ha HiisHKY po3mipom B | reorpadiunuii rpagyc 3 enekTpoHHoro pecypcy Carbon
Dioxide Information Analysis Center (CDIAC). OuiHioBaHHSI CUHXPOHHOI JHHAMIKKA Ta MPOrHO3yBaHHS TEMIEpaTypu Mo-
BiTpsi, aTMocepHUX onaniB 3a maHumu mnepiony 1950-2016 pp. Ta KoHUeHTpauil ABOOKHCY ByI/ello B atMocdepi 3a
nanumu nepiony 1951-2013 pp. mpoBeseHo i3 3acTOCyBaHHSM [BOX THIIB MOfeJed: JiHifHOT perpecii Ta HelipoMepeKeBol
Mozesi y (opmi nepcentpoHa 3 OAHHMM IIPUXOBaHHUM IIAapOM HeHPOHiB Ha OCHOBi Cy4aCHMX MiIXOAIB A0 iHTeJEKTyaJbHO-
ro aHasizy BeJMKHX o0csariB panux: Data Mining (DM) — Buno6yBannsi panux i Knowledge Discovery in Databases
(KDD) — BusBseHHs 3HaHb y 6a3ax naHuUX. Po3poOJsieHO Ta peasi3oBaHO Yy cepeloBHUIli YHi(ikoBaHO! aHaJiTHUHOI MJa-
Tchopmu Deductor mporpamui cuenapii o6po6seHHsl, iHTeJeKTya bHOTO aHaJli3y Ta MPOrHO3yBaHHS BKa3aHUX YACOBHX PsIiB
JaHUX {3 3aCTOCYBaHHSIM NOOYIOBAaHUX NPOTHO3YIOUHX Mofesel. J[eKoMIo3ulis yacoBUX PsAiB LioMicsuHOT eMmicil B aTmo-
cdepi IBOOKHCY BYIJIEL}0 Bifi BUKOMHOrO MajuBa Ha AiNSHKY po3mipom B 1 reorpagiunuit rpagyc y 1951-2013 pp. aas
HM3KHM MicT YKpaiHM JIEeMOHCTPYE SIBHO BHPaKeHHH TpeH[, 1o Ao0pe anpoKCHMyeTbecsi KyOiYyHHMM MOJMiHOMOM, Ta BiacCy-
THIiCTb Tepiofn4HOi ce30HHOI cKaanoBoi. CrioctepiraeTbesi TeHaeHUiss 3pocTanHsi BUKUAIB CO2 no 1991 p. i TeHmeHuis ix
cnaganua nicasg 1991 p. 3 pesaxum «miaaro» Ha Binpisky 2000-2009 pp. — poku BifHOCHOT cTabinbHOCT B eKOHOMiYHOMY
po3BuTKy Ykpaiuu. OmgHak He Mae Micus xogHoi kKopeJsiuii mMi>k Tpengom BuKuAiB COs Ta TpeHAOM cepeqHbOMIiCSYHOL
temnepatypu y 1951-2013 pp. IlporHosyrwoua mopenb JiHilHOI perpecii BUsBH/IaCh HaUOiJIbll MPUAHSATHOKW AJST YaCOBHX
psliB cepenHbomicsiuHol Temnepatyp y 1950-2016 pp., s SKUX BJAaCTHBA MOTYXKHA CE30HHA CKJa[0Ba 3 MEpPioaUYHICTIO
1 pix. 3 BUKOPHMCTAHHSIM NpPOrHO3yro4oi Monesi JiHilHOT perpecii [240 x 1], HaBYeHOi HA MHOXHHI JaHHX, 0OYLOBaHil
3a MEeTOJIOM KOB3HOTO BiKHa 3 ruOWHOW0 mnepenictopii BimnikiB 240 MicsiliB, OTpUMaHO CIPOMOXKHHE MPOrHO3 YaCOBOTO
psly 3HaueHb cepeaHboMics4HOI Temmepatypu miast M. Kuesa micas 01.12.2016 p. 3 ropusontom mporHosy 60 micsuis.
OpnHak 1151 3aCTOCyBaHHSI POTHO3Y0Y01 Mofe i JiHiiHOT perpecii XxapakTepHUH BiTHOCHO KOPOTKUH FOPU30HT CIPOMOXKHO-
ro nporHoay. s yacoBoro psiiy 3HaueHb cepefHbOMicsTUHOT TeMnepatypu aiasi M. Kuesa micais 01.12.2016 p. nporHosytoua
HellpomepexeBa moze b [360 x 5 X 1] (kinbkicTe BxomiB piBHa BuOpaHi#i ryuOHHI mepenicTopii BimJikiB yacoBoro psigy —
360; KiJabKicTb BUXOAIB — 1; Ki/bKicTb HEHPOHIB y NMPHXOBaHOMY Iuapi — 5; THI akTHBaLiliHO! QyHKLil — cirmoina 3 3a-
JaHOI0 KpyTHU3HOI — 1) 3abe3neuunsia CIPOMOXKHHE nmporHo3 3 ropusontoM 120 micsinis. Bysnu nocsirHyTi HU3bKI 3HAUEHHS
MaKCHMAaJIbHOT i cepeHboi BiIHOCHUX MOMHJIOK HefipoMepekeBol Mojesli Ha HaBua/bHili MHOXKMHI (4,45-107% i 2,99-107*
BIAMOBiAHO) Ta Ha TecToBili MuOXHHI (3,60-1072 i 56910~ BignosigHO). AHAJOriYHHM UHHOM, HJIS YaCOBOLO pany
3HaueHb womicsunoi emicii COg s M. Kuesa micas 01.12.2013 p. mporHosyioua HefipomepexkeBa mopesb [240 x 5 x 1]
3abeaneynsa CIIPOMOXKHHUH NPOrHO3 3 ropu3oHToM 60 MicswuiB. Baarasni, uacosi psau sHaueHb womicsunoi emicii COy xapa-
KTEPU3YIOTbCH 3HAUHO MEHIIMMH 3HaY€HHSMH TOPH3OHTY CIIPOMOXKHOI'O NPOrHO3Y MOPIiBHAHO 3 YAaCOBUMH PSilaMH 3Ha4yeHb
CepelHbOMICSYHOT TeMIEPaTypH, NPUHAUMHI, PY BUKOPUCTAHHI MPOTHO3YHUHNX HEHpOMepeKeBUX MoJesel.

KurouoBi cioBa: 3MiHM KJiMaTy; eMicis JBOOKHCY ByTJIell0; IPOrHO3YBaHHS 4acoBux psnis; Data Mining; ninifina
perpecisi; HefipoMeperkeBa MOJEJ/b; OJHOLIADOBUH IePCEeNTPOH.
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IIpumeHeHUe TMHEHHBIX PErpecCUOHHBIX U HEHPOCETEBbIX MOJeJel AJisl OLeHKU U MPOTrHO3MPOBaHMS JOKAJIbHBIX
W3MeHEeHMI KJIMMaTa Ha OCHOBe BPEMEHHBIX PANOB JAaHHbBIX
3eavik A.H., [lodeopodeyras JI.B., Yepnowi C.B., Koaoc JI.H., Joikau 10.P.
'"MHerutyT Koemuueckux uccaenosannit HAH Ykpaunsl u TKA Ykpaunel,
03187, r. Kues, np. Akanemuka ['nmymikosa, 40, kopnyc 4/1
2HauuoHa  bHbIH TeXHHUECKHH YHHBepCUTeT YKpanuHbl «KnueBcKUil MoJMTeXHHUECKUH HHCTUTYT MMeHH Hrops
Cukopckoro», 03056, r. Kues, np. [To6exbi, 37

UccnenoBanue uaMeHeHUH KauMarta 6a3upyoTcsi Ha 06paboTKe NaHHBIX TaKUX BPEMEHHBIX PSOB AJsl psiia TOPOAOB YKpau-
Hbl: €XeJHEeBHBIX aTMOC(epHBIX 0CaIKOB M TeMIepaTyphl BO3IyXa M3 3JEeKTPOHHOro pecypca EBponefickoro mpoekra o
oleHKe KJaumata W gaHHeiM o0 kiaumare (European Climate Assessment & Dataset (ECA&D) Project) u exemecsiunoi
9MHCCHH JIBYOKHUCH YyTJIepola OT HCKONaeMoro TOIJIMBA B aTMoc(epe Ha y4acTOK pa3MepoM B OIMH reorpaduyeckuil rpanyc
u3 asektpoHHoro pecypca Carbon Dioxide Information Analysis Center (CDIAC). OueHuBaHHe CHHXPOHHOH IMHAMHKH
W TMPOrHO3UPOBaHUE TeMIEpaTyphl BO3AyXa, aTMOC(EpHbIX 0canakoB Mo AaHHbM nepuoga 1950-2016 rr. ¥ KOHUEHTpALUH
JBYOKHCH yTJepoia B aTMoc(epe 1o JaHHBIM nepuona 1951-2013 rr. mpoBeneHo ¢ NMpHMeHeHHeM IBYX THIOB MopeJed:
JIMHEHHOH perpeccuy M HeHpoceTeBOH MonesH B (hopMe MepCernTpoHa ¢ OfHUM CKDBITBIM CJI0€M HEHPOHOB Ha OCHOBE COBpe-
MEHHBIX MOJXO/I0B K HHTEJJIEKTyaJbHOMY aHa/u3y GosblIMX 00beMoB naHHbIX: Data Mining (DM) — no6blua NaHHBIX H
Knowledge Discovery in Databases (KDD) — BbisiBieHHe 3HaHH# B 6aszax naHHbIX. Pa3pab6oTaHbl U peasu30BaHbl B Cpejie
YHU(DHULIUPOBAHHOH aHaJIUTHUecKOH myaTdopMel Deductor mporpaMMHble cueHapuu 06pabOTKH, UHTEJJIEKTYalbHOTO aHaJIH-
3a M NPOTHO3UPOBAHHUSA YKA3aHHBIX BPEMEHHBIX PSLOB NAaHHBIX C IPUMEHEHHEM IMOCTPOEHHBIX NPOrHO3HUPYIOLIMX MOJEJEeH.
JlekoMIO3H1Msl BpPeMEHHBIX PSJIOB €XeMeCSYHOH IMHCCHH B aTMocdepe ABYOKHCH yIVIEpOfa OT MCKONAeMOro TOIIMBA Ha
y4yactok pasmepoMm B 1 reorpacuuecku#t rpagyc B 1951-2013 rr. mjs psina ropofoB YKpauHbl I€MOHCTPUPYET SIBHO BbIpa-
JKEHHBIH TPeHJ, XOPOILIO annpoKCHMHUPYIOLLHECH KyOUUeCKHM MOJTHHOMOM, H OTCYTCTBHE MEPHOLUYECKOH Ce30HHOH COCTaB-
asouteil. Habmonaetest TenneHuus pocta BoiopocoB COg no 1991 r. u tenneHuus ux nagenus nocye 1991 r. ¢ HekoTOpBIM
«mato» Ha orpeske 2000-2009 rr. — ropbl OTHOCHTE/bHOH CTAaOMJIBHOCTH B 9KOHOMHUYECKOM pa3BUTHHM YKpauHbl. OnHa-
KO OTCYTCTBYET KOppeJsiiusi Mexay TpeHaoMm Bbi6pocoB COg U TpeHAOM cpeiHeMecsyHOi Temmnepatypel B 1951-2013 rr.
[TporHosupyommas Mofe/b JHHEHHOH perpeccHd okasasnach HauboJee NpHeMJEMOH [/ BPEMEHHBIX DSIOB CPeLHeMecs-
yHo# Temnepatypel B 1950-2016 rr., misi KOTOpbIX CBOMCTBEHHA MOILIHAS CE30HHAsi COCTABJSIOLIAS C MEPUOIHUYHOCTDHIO
1 rox. C ucro/ib30BaHWEM TPOTHO3UPYIOLIEH Mofesnu JuHedHHOH perpeccun [240 X 1], oOyueHHOEH Ha MHOXKECTBE AAHHBIX,
MOCTPOEHHOM MO METOLY CKOJIb3SILLEro OKHa ¢ MJIyOHMHOH mpensicTopun oTcueToB 240 MecsileB, NOJYyUEH COCTOSITEJNbHBIN
IIPOTHO3 BPEMEHHOTO Psifia 3HAuUeHHH cpeJHeMeCsuHOH TeMmepaTypsl A5 I. Kuesa mocse 01.12.2016 r. ¢ ropusontom mpo-
rHosa 60 mecsueB. OnHaKo 115 NPHMEHEHHSs TPOrHO3UPYIOLIEH MOLEH JIMHEHHOH DerpecCHH XapakTepeH OTHOCHTEJBHO
KOPOTKHH TOPH3OHT CIIOCOOHOI'0 NpOrHo3a. JlJisi BpeMeHHOro psia 3HaueHHH cpelHeMecsUHOH TeMmmepatypsl aJs r. Kuesa
nocsie 01.12.2016 r. nporHosupyiolias HepocereBasi Mofesb [360 x 5 X 1] (KosHUeCcTBO BXOLOB PaBHO BBIGPAHHOK T1yOHHE
TIPEBICTOPUH OTCUETOB BPeMeHHOro psifia — 360, KoMM4ecTBO BHIXOZOB — 1, KOJHYECTBO HEHPOHOB B CKPHITOM CJIO€ — 9,
THI aKTHUBALUOHHOH (PYHKLUHH — CHUTMOMIA C 3aJaHHOH KPyTH3HOH — 1) oGecneuyusia COCTOSITENbHbIH MPOrHO3 ¢ TOPU30H-
ToM 120 MecsiueB. Dblid JOCTUTHYTBl HU3KHe 3HAYeHHsi MaKCHMaJbHOH H CpelHeld OTHOCHTEJbHbBIX OLIMOOK HeHpoceTeBOk
Mogenn Ha oGyuaiouiem mHoxecTse (4,45-1072 u 2,99-107* coorBercTBeHHO) 1M Ha TecToBOM MHOXkectBe (3,60-1072 u
5,69-107% cooTBeTcTBEHHO). AHANOTHUHBIM 06PA30M, ]/ BPEMEHHOTO Psla 3HaueHui exemecsuHoi smuccun COp ans
r. Kues mocsie 01.12.2013 r. mporHosupytouias HefipoceteBast Mofenb [240 x 5 x 1] obecneunsia cocTosiTe/bHBIE MPOrHO3
¢ ropusoHToM 60 MecsiueB. BooOlie, BpeMeHHble psiibl 3HaueHHH exeMecsyHOi smuccun COg XapakTepusylOTCs 3HA4YM-
TeJbHO MEHbIIMMH 3HaYeHHSMH TOPH30HTA COCTOSITENBHOIO IPOrHO3a 110 CPaBHEHHMIO C BPEMEHHBIMM PAJaMH 3HaYeHHH
CpeJHeMeCSYHON TeMnepaTyphl, 10 KpaHeH Mepe, NPH HUCII0JIb30BAHUH TIPOTHO3UPYIOLIMX HEHPOCETEBBIX MOAEJEH.

KiroueBbie ciioBa: M3MeHeHHUs KJIMMaTa; SMUCCHS JBYOKHCH YIJIEPOAA; MPOrHO3MPOBAHUS BpeMeHHBIX psaoB; Data
Mining; nuHeliHas perpeccusi; HelipoceTeBas MOJe/b; OLHOCJOHHBIE MepCeNnTpPOH.
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