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ORIGINAL ARTICLE

Population Bias in Polygenic Risk Prediction 
Models for Coronary Artery Disease
Damian Gola, PhD; Jeanette Erdmann , PhD; Kristi Läll, PhD; Reedik Mägi , PhD; Bertram Müller-Myhsok, MD;  
Heribert Schunkert , MD; Inke R. König , PhD

BACKGROUND: Individual risk prediction based on genome-wide polygenic risk scores (PRSs) using millions of genetic variants 
has attracted much attention. It is under debate whether PRS models can be applied—without loss of precision—to populations 
of similar ethnic but different geographic background than the one the scores were trained on. Here, we examine how PRS 
trained in population-specific but European data sets perform in other European subpopulations in distinguishing between 
coronary artery disease patients and healthy individuals.

METHODS: We use data from UK and Estonian biobanks (UKB, EB) as well as case-control data from the German population 
(DE) to develop and evaluate PRS in the same and different populations.

RESULTS: PRSs have the highest performance in their corresponding population testing data sets, whereas their performance 
significantly drops if applied to testing data sets from different European populations. Models trained on DE data revealed 
area under the curves in independent testing sets in DE: 0.6752, EB: 0.6156, and UKB: 0.5989; trained on EB and tested 
on EB: 0.6565, DE: 0.5407, and UKB: 0.6043; trained on UKB and tested on UKB: 0.6133, DE: 0.5143, and EB: 0.6049.

CONCLUSIONS: This result has a direct impact on the clinical usability of PRS for risk prediction models using PRS: a population 
effect must be kept in mind when applying risk estimation models, which are based on additional genetic information even 
for individuals from different European populations of the same ethnicity.
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There is growing evidence that polygenic risk scores 
(PRSs) can be applied clinically to improve predic-
tion of individual disease risks.1 While earlier work on 

genetic risk scores (GRSs) was based on few variants 
with genome-wide significant signals for association,2,3 
more recent models included thousands or even millions 
of genetic variants, which further improved prediction 
of the risk of coronary artery disease (CAD) and other 
conditions.4–6

Common to all GRSs is that the model summarizes 
the number of risk alleles, weighted by the estimated 
effects of risk alleles derived from genome-wide asso-
ciation studies. The prediction quality of the score, pos-
sibly together with sex, age, and other (clinical) variables, 

is investigated in a training data set, and the optimum 
significance threshold, and thus the number of genetic 
variants used, is selected on the basis of the best per-
formance. Through this, the genomic information of 
thousands or millions of genetic variants distributed 
throughout the genome may be compressed into a single 
value, the (P)GRS. It has been argued that thus sum-
marizing the genetic risk is too simple given the com-
plex biological structure of common diseases. However, 
we recently found that using PRS is more appropriate 
than using more complex alternatives with common and 
widely used machine learning algorithms.7 In any case, 
the generalizability of any GRS then needs to be verified 
in another independent test data set.8
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Inouye et al4 proposed a meta-analytic-based 
approach to construct a PRS to predict the risk of CAD 
using 1.7 million genetic variants. Similarly, Khera et al5 
introduced a PRS for the risk prediction of 5 common 
diseases including CAD with 6.6 million genetic vari-
ants. Both studies used effect estimates from the CAR-
DIoGRAMplusC4D genome-wide association studies 
meta-analysis,9 and the prediction models were trained 
on a subset of the UK Biobank (UKB).10 Khera et al5 
additionally added age, sex, the first 4 principal compo-
nents and an indicator variable for the genotyping array 
in their model, whereas Inouye et al4 used the meta PRS 
by itself. In independent UKB data sets, good predictive 
performances were replicated (Inouye et al4: Harrell C 
0.623 [95% CI, 0.615–0.631]; Khera et al5: area under 
the curve [AUC] 0.81 [95% CI, 0.80–0.81]). Risk pre-
diction by PRS was more accurate than that of conven-
tional risk factors, leading the authors to conclude that 
an individual’s genetic risk of common diseases at birth 

is predictable and would enable effective prevention or 
detection strategies.

As a caveat, both author groups pointed out that the 
proposed PRS were studied largely in individuals of 
European descent and cannot readily be applied to other 
ethnic groups without taking into account the target 
population’s structure.11 Moreover, it is as yet unknown 
whether the performance of a PRS depends not only 
on ethnicity but also on smaller genomic differences 
within a population. In this work, we thus studied the 
discriminative ability of PRS in data from the UKB and 
Estonian Biobank (EB)12–14 as well as data from the 
German population to test how PRS trained in one 
European data set perform in other European data sets.

METHODS
The detailed methods of this work are available as Data Supplement. 
All included studies were approved by an institutional review 
committee, and all subjects gave informed consent. Information on 
the availability of the data that support the findings of this study 
is available from the corresponding authors of the respective 
references given in Table I in the Data Supplement. Restrictions 
apply to the availability of these data, which were used under 
license for this study. The result data that support the findings 
of this study are available from the corresponding author upon 
reasonable request. The code used and the trained PRS models 
are available at https://github.com/dagola/GO-3269-1-1_code.

RESULTS
The PRS in the UKB and EB data sets DUKB  and DEB  
were based on the published imputed genotypes.10,13 

Nonstandard Abbreviations and Acronyms

AUC area under the curve
AUCPR  area under the precision-recall (PR) 

curve
CAD coronary artery disease
EB Estonian biobank
GRS genetic risk score
PRS polygenic risk score
UKB UK Biobank

Table 1. Hyperparameter Search Space and Optimal Hyperparameter Settings Found in 10-Fold Cross Validation

Parameter Type Possible values Requires

Model trained on

UKB EB DE DE2
Com-
bined

Min. MAF in summary statistics (summary.
statistics.maf.thresholds)

Numeric 0–0.1  4.83−02 3.18−02 4.34−05 9.97−02 6.26−02

Nonmissing genotypes in training data set 
(target.geno)

Numeric 0.9–1  0.99 1.00 0.95 0.93 1.00

Min. MAF in training data set (target.maf) Numeric 0–0.1  7.57−02 8.52−02 8.82−02 4.77−02 7.74−02

Clumping (clumping) Logical   True True False False False

LD information from external data set (ld.
external)

Logical  clumping = = true False False    

Min. MAF in external LD data set (ld.maf) Numeric 0–0.1 ld.external = = true      

Nonmissing genotypes in external LD data 
set (ld.geno)

Numeric 0.9–1 ld.external = = true      

Clumping distance [kb] (clumping.kb) Integer 125–5×10+03 clumping = = true 1366 1058    

Clumping r2 threshold (clumping.r2) Numeric 0.1–0.8 clumping = = true 0.21 0.45 NA NA NA

P value upper bound (pval.level) Numeric 5×10−08–1  1.23−03 0.39 0.97 0.58 0.27

Handling of missing genotypes (missing.
handling)

Discrete IMPUTE, SET_
ZERO, CENTER

 CENTER SET_
ZERO

SET_
ZERO

SET_
ZERO

CENTER

Combinded indicates combined training data set from UKB, EB, and DE; DE, training data set from German case/control data sets; DE2, training data set from Ger-
man case/control data set with reduced cases faction to match UKB and EB training data sets; EB, training data set from Estonian Biobank; and UKB, training data 
set from UK Biobank.
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Moreover, we combined six imputed CAD genome-wide 
association studies from the German population DDE  
(Table I in the Data Supplement). Randomly chosen 
subsets of 10 000 individuals each were used for 
training and the remaining samples as corresponding 
testing data sets. Since DDE  is a case/control data set 
including smaller numbers of controls as compared to 
the population-based DUKB  and DEB,  we created an 
additional data set DDE2  in which the number of cases is 
≈3% as in DUKB  and DEB.  Due to the relative low number 
of controls in DDE,  DDE2  has a total sample size of 7594 
and includes all available controls of DDE.  Finally, to test 
the precision of a PRS trained on a mixed population 
data set, a combined training data set DCOMB  was used. 
This included 10 000 individuals with equal numbers of 
samples from the different population-specific training 
data sets DDE2,  DUKB,  and DEB  while maintaining 
the population-specific prevalences. For every PRS, we 
optimized the hyperparameters (Table 1) in terms of the 
area under the precision-recall (PR) curve (AUCPR).

Table 2 (upper part) shows that the area under 
the ROC curve (AUC) in each testing data set is 
highest when based on the respective model trained 
in the corresponding population. On the 5% level, 
these are also significantly better than the respective 
second-best models, that is, those trained in another 
European population (DE test data set: DE versus EB: 
ΔAUC=0.1345 [95% CI, 0.1108–0.1581], P<2.2×10−16; 
EB test data set: DE versus EB: ΔAUC=0.0409 [95% CI, 
0.0238–0.0579], P=2.729×10−06; UKB test data set: EB 
versus UKB: ΔAUC=0.009 [95% CI, 0.0047–0.0134], 

P=4.522×10−05). The PRS model trained on DDE2  has 
slightly but not significantly better performance on the 
EB and UKB testing data sets compared with the model 
trained on DDE.  The PRS model trained on DCOMB  
performs at least as good as the worst population-specific 
model with a very consistent AUC of about 0.6 in all 
testing data sets. The performance of the PRS proposed 
by Khera et al5 and Inouye et al4 on our testing data sets 
is added for comparison purposes. Their performances 
are technically the best on the UKB testing data set 
(ΔAUC=0.6374 and ΔAUC=0.6377). However, the 
samples in our testing data set might have an overlap with 
those used to train the model by Khera et al5 and Inouye 
et al,4 and thus are not unbiased estimates. On DDE

test  the 
PRS model by Khera et al5 achieves second-best 
performance (AUC=0.6699), not significantly worse 
than that of Mh *

DE ,  and better than the performance 
on DUKB

test ,  whereas on DEB
test  its performance is worst 

(AUC=0.5617). However, the PRS model by Inouye 
et al4 achieves best performance on DEB

test  and worst 
performance on DDE

test.  Similar results are obtained for 
the AUCPR. Comparing the distribution of models 
developed and tested in the UKB and EB data as 
shown in Figure 1 indicates that there are notable shifts 
between the different populations. Specifically, many to 
almost all samples from the UKB data with the highest 
scores have lower scores than the majority of samples 
from the EB data. This is also reflected by the estimated 
CAD prevalence in 100 groups defined by the score 
percentiles of each population-specific PRS model as 

Table 2. Discrimination Performance (95% CI) of Models Trained on Training Data Sets From Different Populations in Popu-
lation-Specific Testing Data Sets in Terms of AUC and AUCPR

Performance statistic Model trained on (no. of SNPS)

Model evaluated on

DE EB UKB

AUC UKB (1940) 0.5143 (0.4992–0.5294) 0.6049 (0.5857–0.6241) 0.6133 (0.6094–0.6172)*

EB (375 822) 0.5407 (0.5253–0.5561) 0.6565 (0.6369–0.6760)* 0.6043 (0.6004–0.6082)

DE (3 423 987) 0.6752 (0.6612–0.6891)* 0.6156 (0.5963–0.6349) 0.5989 (0.5950–0.6028)

Combined (1 056 021)  0.6112 (0.5919–0.6305) 0.5988 (0.5949–0.6027)

DE2 (2 490 815)  0.6212 (0.6018–0.6406) 0.6011 (0.5972–0.6050)

Khera et al5 (6 630 150) 0.6699 (0.6557–0.6840) 0.5617 (0.5402–0.5833) 0.6374 (0.6335–0.6412)

Inouye et al4 (1 745 179) 0.5015 (0.4830–0.5140) 0.6597 (0.6405–0.6789) 0.6377 (0.6339–0.6416)

AUCPR UKB (1940) 0.5607 (0.5593–0.5621) 0.0460 (0.0454–0.0466) 0.0752 (0.0745–0.0760)*

EB (375 822) 0.4980 (0.4962–0.4998) 0.0765 (0.0755–0.0774)* 0.0712 (0.0703–0.0721)

DE (3 423 987) 0.6891 (0.6887–0.6895)* 0.0506 (0.0504–0.0508) 0.0696 (0.0694–0.0698)

Combined (1 056 021)  0.0480 (0.0473–0.0487) 0.0697 (0.0688–0.0705)

DE2 (2 490 815)  0.0521 (0.0512–0.0530) 0.0705 (0.0695–0.0716)

Khera et al5 (2 490 815) 0.6609 (0.6605–0.6613) 0.0446 (0.0444–0.0448) 0.0837 (0.0835–0.0840)

Inouye et al4 (1 745 179) 0.5205 (0.5201–0.5210) 0.0673 (0.0668–0.0679) 0.0832 (0.0830–0.0835)

The AUCPR of a random model equals 0.5230 (DE), 0.0311 (EB), and 0.0487 (UKB). AUC indicates area under the receiver operating characteristic curve; AUCPR, 
area under the recall-precision curve; Combinded, combined training data set from UKB, EB and DE; DE, training data set from German case/control data sets; DE2, 
training data set from German case/control data set with reduced cases faction to match UKB and EB training data sets; EB, training data set from Estonian Biobank; 
and UKB, training data set from UK Biobank.

*The best model developed in this work per testing data set.
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shown in Figure 2. Like Khera et al,5 we binned individuals 
into 100 groupings according to the percentile of the 
GRS, and the unadjusted prevalence of disease within 
each bin was determined. Here, one would expect higher 
prevalence of CAD with increasing scores. This is generally 
true for the PRS evaluated on EB and UKB testing data 
sets. However, applying the population-specific PRS on 
other population testing data sets results in inconsistent 
CAD prevalences, especially at the tails. For example, the 
models Mh

DE
*  and Mh

UKB
*  evaluated on DEB

test  have too high 
prevalences in the lower percentile groups and too low 
prevalences in the high percentile groups compared with 
those of Mh

EB
* ,  that is, the extreme scores of nonmatching 

population-specific PRS do not reflect the subpopulations 
of very low or high risk. Here, the performance of 

the PRS models Mh
EB
*  and Mh

UKB
*  on DDE

test  (Figure 2, 
left) are of special note as the estimated prevalences are 
completely inconsistent.

Given the notable difference in number of SNPs 
used in each PRS (Table II in the Data Supplement), we 
additionally compared the performances when fixing the 
number of SNPs at 2213 genome-wide significant SNPs 

(P<5×10−8), the top 3000, 30 000, and 3 000 000 SNPs, 
respectively. Again, population-specific PRS yielded the 
highest performances, with the differences even slightly 
increasing with increasing numbers of SNPs (Figure 3).

DISCUSSION
We assessed the impact of population-specific data sets 
of European ancestry on the discriminative performance 
of PRS and revealed a substantial and clinically relevant 
drop in performance if training and testing data sets 
came from different populations. A PRS trained on 
the combined training data sets performed better than 
population-specific PRS applied to a different population 
while being less informative than a population-specific 
PRS. Importantly, in each of the 3 European populations 
tested the by far best performance was achieved if 
the training and testing data set came from the same 
population. Mimicking the population prevalence in 
a case/control data set as done for the PRS model 
trained on DDE2  did not substantially improve the 
performance on the testing data sets from different 

Figure 1. Densities of polygenic risk scores in population-specific testing data sets of models trained on Estonian Biobank (EB) 
and UK Biobank (UKB) specific data sets.
Scores have been transformed to the interval (0–1), where 0 is the minimum score and 1 is the maximum score to get from each model. Please 
note the different axis scales.
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populations. Interestingly, the Khera et al model also 
performed well on the DE and the Inouye et al4 model 
well on the EB testing data sets, whereas vice versa 
the predictive values were weaker. While we cannot 
explain this variability in the data, it is interesting to note 
that both scores proposed by Khera et al5 and Inouye 
et al4 performed best on the UKB testing data, which 
substantiates our principle findings as it indicates that 
the population bias effects these scores as well.

Special interest should be payed to models trained on 
population-based data sets and applied to case/control 
data sets shown in Figure 2, left. As the estimated 
prevalences from PRS models Mh

EB
*  and Mh

UKB
*  on DDE

test  

are inconsistent in contrast to those of Mh
DE
*  applied on 

DEB
test  and DUKB

test .  It appears that training of PRS models 
on case/control data sets and application on population-
based data sets is valid in terms of consistently estimated 
prevalences. This is likely due to the upscaled fraction of 
cases in the case/control data set allowing for a better 
discrimination of cases and controls in any data sets. In 
contrast, models trained on population-based data sets 
with a comparatively low fraction of cases do not easily 
generalize to target data sets with higher fractions of 

cases. In this case, these models may be too sensitive 
to detect cases.

It should be noted that subsets of the German and 
Estonian data sets were part of the CARDIoGRAM-
plusC4D meta-analysis and thus contributed to the 
summary statistics used to weight the single SNP con-
tributions in the PRS. Therefore, AUC estimates in the 
testing data sets from these 2 populations might be 
inflated.15

The decreased discrimination performance and shift 
of scores of population-specific PRS in different popula-
tions has direct impact on the clinical utility of risk predic-
tion models by PRS. As scores can be generally lower or 
higher when applied to samples from other populations 
than those used for training of the models, estimated 
risks will also be biased for individuals seeking their per-
sonal risk but not matching the population used to derive 
the PRS and risk prediction models.

Thus, genomic differences between populations must 
be considered when applying risk estimation models. 
Importantly, we have shown that this is not only true for 
individuals from different ethnicities but also for individu-
als from different populations of the same ethnicity. It is 

Figure 2. Prevalence of coronary artery disease (CAD) according to 100 groups of the population-specific testing data sets 
binned according to the percentiles of each population-specific polygenic risk scores (PRS) models.
A loess smoothing function is added for each model to aid the eye. EB indicates Estonian Biobank; and UKB, UK Biobank.
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in particular important as the advent of huge biobank 
data sets tempts to use samples from one biobank only 
to derive PRS, train risk prediction models and test and 
validate those models. However, it must be kept in mind that 
these models may be applicable only to those individuals 
matching the population structure of the samples in 
these biobank data sets. Using a mixture of different 
populations may reduce this bias but will simultaneously 
also reduce the performance for individuals from the 
same population. Here, more advanced methods will be 
needed to maximize the benefit for all. Until then, our 
conclusion is that each and every single population PRS 
and population-specific risk estimation model enhanced 
by PRS will have to be derived on their very own training 
data set or at least verified for application on the target 
population, even if PRS or risk models trained in other 
populations of the same ethnicity are available.
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