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Ranking of Importance Measures of Tweet
Communities: Application to Keyword Extraction

From COVID-19 Tweets in Japan
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Abstract— This article presents a method that detects tweet
communities with similar topics and ranks the communities
by importance measures. By identifying the tweet communities
that have high importance measures, it is possible for users to
easily find important information about the coronavirus disease
(COVID-19). Specifically, we first construct a community net-
work, whose nodes are tweet communities obtained by applying a
community detection method to a tweet network. The community
network is constructed based on textual similarities between tweet
communities and sizes of tweet communities. Second, we apply
algorithms for calculating centrality to the community network.
Because the obtained centrality is based on tweet community
sizes as well, we call it the importance measure in distinction to
conventional centrality. The importance measure can simultane-
ously evaluate the importance of topics in the entire data set and
occupancy (or dominance) of tweet communities in the network
structure. We conducted experiments by collecting Japanese
tweets about COVID-19 from March 1, 2020 to May 15, 2020. The
results show that the proposed method is able to extract keywords
that have a high correlation with the number of people infected
with COVID-19 in Japan. Because users can browse the keywords
from a small number of central tweet communities, quick and
easy understanding of important information becomes feasible.

Index Terms— Community detection, coronavirus, coronavirus
disease (COVID-19), network analysis, network centrality,
semantic understanding.

I. INTRODUCTION

THE outbreak of coronavirus disease (COVID-19) has
seriously affected human health and economic activity

around the world. During the COVID-19 epidemic, users
search social media networks, such as Twitter,1 Weibo,2 and
YouTube,3 as well as the traditional media, such as television
and radio for information. In particular, Twitter is a very
popular social media network [1], [2] and has become an
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important source of information [3]. Therefore, we use Twitter
as the platform for this research. In Twitter, various tweets (i.e.,
short text messages), including information (misinformation,
in some cases), have been disseminated widely [4]–[6]. This
makes it difficult for users to understand the situation and
acquire the relevant knowledge, about COVID-19.

One of the effective solutions to this problem is the
visualization of an overview of a large amount of content
[7]–[12]. Qian et al. [7] explained that it is very time-
consuming for users who are not familiar with a topic to
browse large amounts of content and quickly gain a general
understanding of it; therefore, it is important to automatically
mine multiview opinions on the target topic. Our recent
study [9] proposed a method for extracting tweet communities4

from a tweet network that represents the similarity between
tweets. In this article, we define a set of tweets with similar
topics as a tweet community. The obtained tweet communities
enable us to gain a general understanding of many tweets.
However, there remains the problem that it is difficult for
users to browse all tweet communities as the number of tweet
communities increases.

To solve this problem, we propose a method that detects
tweet communities, with similar topics, from a tweet network
and ranks the communities by importance measures. By
identifying the tweet communities that have high importance
measures, it is possible for users to easily find important
information about COVID-19. Inspired by reports that net-
work representation is useful for multimedia content analysis,
including clustering [13] and tweet community extraction [9],
we also employ a network-based approach. We aim that the
importance measure represents the importance of each tweet
community. The importance measure should simultaneously
evaluate: i) importance of topics in the entire data set and
ii) occupancy (or dominance) of tweet communities in the
network structure. If the centrality is large but the size is small,
the tweet community may be trivial because of oversplitting.
On the other hand, it is not guaranteed that the tweet com-
munity, whose size is large but centrality is small, includes
important topics in the entire data set. As the importance
measure, we develop new centrality considering a size of a

4The terms community and cluster have the same meaning, in general;
however, we use the term community in this article to avoid confusion with
the term cluster used in information science and the word cluster that means
a group of people infected with COVID-19.
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tweet community because the centrality and size satisfy i) and
ii), respectively.

Specifically, the core algorithms and the novelty are as
follows.

1) We construct a community network, whose nodes are
the tweet communities. Each node in the community
network has a topic, which represents the meaning of
the tweets in the corresponding tweet community. In the
community network, a node that has edges with high
weights includes a central topic in the entire data set,
and the node is dominant in the network structure.

2) We calculate the centrality of each node in the commu-
nity network. Because the centrality is calculated using
tweet community sizes as well, we call it the importance
measure in distinction to conventional centrality.

3) The novelty of our work lies in its calculation of the
importance measure of a community network, rather
than a tweet network. This helps us hierarchize the
tweet communities to find important information about
COVID-19, even as the number of tweet communities
increases.

We conducted experiments by collecting 76 000 Japanese
tweets about COVID-19 dated between March 1, 2020 and
May 15, 2020. In these experiments, we defined words that
have a strong correlation with the number of people infected
with COVID-19 as keywords. The results show that keywords
extracted from only the central tweet communities that were
detected by our method were similar to those extracted from
all collected tweets. This implies that users can gain a general
understanding of many tweets about COVID-19 by browsing
only a small number of central tweet communities. This
is useful for users to understand the situation and acquire
the relevant knowledge about COVID-19 even when there
is a flood of information (including misinformation, in some
cases).

The rest of this article is organized as follows. Section II
describes related work, comprising existing information tech-
nologies (in particular, data mining methods) that target
COVID-19. In Section III, the proposed method for extracting
tweet communities and ranking them by importance measures
is explained. Section IV presents the experimental results
for real tweets about COVID-19 in Japan and discusses the
effectiveness of our method for extracting keywords that are
related to the number of infected people. Finally, conclusions
and future work are discussed in Section V.

II. RELATED WORK

This section describes information technologies for
COVID-19—in particular, pioneering studies that utilize
social media networks—to clarify the contribution of our
study. Researchers have raised concerns about misinfor-
mation, myths, and conspiracies related to COVID-19
[4]–[6], [14], [15]. The term infodemic means the phenomenon
characterized by a flood of information and misinforma-
tion. Cinelli et al. [4], Shahi et al. [5], and Medford et al. [6]
reported that COVID-19 has caused an infodemic on social
media networks, such as Twitter, Instagram,5 YouTube, and

5https://www.instagram.com/

Reddit.6 Shahi et al. [5] highlighted the necessity of propos-
ing actions for authorities to counter misinformation and hints
for social media users on how to stop the spread of misinfor-
mation. Singh et al. [14] found myths in Twitter by manually
defining myths, according to their frequency of appearance
in different websites using the search phrase “Coronavirus
Common Myths,” and defining how dangerous they were.
Ferrara [15] reported that accounts that automatically post
tweets (namely, bots) are used to promote conspiracy theories
in the United States, in stark contrast with human users, who
focus on public health and welfare.

Tracking and predicting events about COVID-19 on
social media networks have been studied [16]–[19].
Hamzah et al. [16] proposed a Web platform called
CoronaTracker. CoronaTracker provides a predictive model
to forecast COVID-19 outbreaks within and outside China,
based on daily observations. Furthermore, it can classify
the news related to COVID-19 into negative and positive
sentiments, to understand the influence of the news on people’s
behavior, both politically and economically. Zhong et al. [17]
proposed a susceptible–infected–removed (SIR) model-based
method [20] for predicting the number of infected cases in
China. Zheng et al. [18] also predicted the trend of COVID-19
in China. They combined an improved susceptible–infected
model and a long short-term memory (LSTM) network [21]
with news information extracted via natural language
processing (NLP), to estimate the number of infected cases.
Dynamic topic modeling [19] was proposed for analyzing
the COVID-19 Twitter narrative among U.S. governors
and presidential cabinet members, to track the evolution of
subtopics related to risk, testing, and treatment.

Some researchers have constructed COVID-19-related data
sets [22], [23]. Chen et al. [22] constructed a multilingual
Twitter data set for stimulating the research community.
In [23], an Arabic data set of tweets on COVID-19 since
January 1, 2020 was presented.

Research on inferring or classifying the topics behind Twit-
ter or Weibo posts has been conducted [24], [25]. Wicke
and Bolognesi [24] analyzed the discourse around COVID-19
by applying latent Dirichlet allocation [26], a well-known
topic modeling method, to a corpus of tweets sent during
March and April 2020. Li et al. [25] classified Weibo posts
about COVID-19, according to seven types of situational
information, to find specific features for predicting the reposted
amount of each type of information.

In addition, some review articles have been published
[27], [28], discussing information technologies, including arti-
ficial intelligence [27] and data science [28], for tackling the
COVID-19 epidemic.

Our work is the first attempt to clarify topics (in particular,
keywords that have a high correlation with the number of
people infected with COVID-19 in Japan) on the basis of
complex network analysis with NLP. As described in Section I,
the technical novelty of our method is that we hierarchize the
tweet communities by calculating the importance measures of
each tweet community, rather than those of each tweet.

6https://www.reddit.com/
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Fig. 1. Overview of Sections III-B and III-C. In Section III-B, two types of networks are constructed. First, we construct a tweet network whose nodes are
tweets, which represents similarities between the tweets. Second, we construct a community network whose nodes are tweet communities, which represents
similarities between the tweet communities. In Section III-C, importance measures of each tweet community are calculated. We display tweet communities
in descending order of the importance measures. This can overcome the difficulty that users cannot judge which communities should be read in many
communities.

III. RANKING OF TWEET COMMUNITIES

To gain a general understanding of many tweets about
COVID-19, we present a method that detects tweet communi-
ties with similar topics and ranks these communities by impor-
tance measures. In Section III-A, our method for Twitter data
acquisition is described. The proposed method consists of two
phases: construction of a community network (Section III-B)
and ranking of tweet communities (Section III-C) [see Fig. 1].

A. Data Acquisition

From March 1, 2020 to May 15, 2020, we collected 1000
Japanese tweets per day. In Japan, a state of emergency
was declared by the government on April 7. Therefore,
people’s tension had been increased, especially during the
above period. By using the query “a novel coronavirus”
( in Japanese), we collected tweets by a
keyword search, via an open-source Twitter tool.7 Moreover,
because personal communication is not relevant to the task
of tweet community detection, we removed reply tweets,
as in our previous study [9]. Furthermore, we removed URL
strings beginning with an “http” or “pic” prefix. (In Twitter,
an attached image is represented as a shortened URL that starts
with “pic.”) In this way, we constructed 76 data sets for the
experiment (one for each day).

B. Construction of Community Network

As in our previous work on tweet community detection [9],
we employ a network-based approach. In the experiment pre-
sented in Section IV, we performed the subsequent processing
on each of the 76 data sets separately.

First, for each data set, we represented each tweet as fi

(i = 1, 2, . . . , N, where N is the number of tweets in one data
set). Here, we collected only Japanese tweets and performed
the following processing. Using a natural language processing
tool called Janome (https://mocobeta.github.io/janome/en/),
we performed the morphological analysis and extracted
only nouns. Then, we removed stop words defined in
https://www.kaggle.com/lazon282/japanese-stop-words. Also,
we removed words that consist of only one character because

7https://github.com/Jefferson-Henrique/GetOldTweets-python/

they are likely to be trivial symbols and numbers. Note that
Japanese nouns do not change inflection (for example, we do
not separate singular nouns from plural ones). Thus, we do
not perform lemmatization.

We then extracted textual features t i that represented the
semantics of each tweet fi . Because there are tweets whose
grammar and context are poor, features considering only
word frequencies will be more suitable than embedding-based
features considering the word order. In fact, the article [29]
reports that the term frequency–inverse document frequency
(TF–IDF) features [30] have more discriminative power than
Doc2Vec [31]. Motivated this fact, we use TF-IDF features
as t i .

Following the report that a k-nearest neighbors (k-NN) net-
work is usually suitable for adapting to data set properties [13],
we constructed a k-NN network using t i . Specifically, for each
tweet fi , we calculated cosine similarities between t i (TF–IDF
features of fi ) and t j (TF–IDF features of the other tweets f j

( j = 1, 2, . . . , N, i �= j)). From f j ( j = 1, 2, . . . , N,
i �= j), we selected k tweets in descending order of the
similarities. By connecting unweighted edges between fi

and the selected f j , we constructed the k-NN network. The
obtained k-NN network represented the relationships between
tweet semantics. The k-NN network based on TF–IDF features
was also used for tweet community extraction in our recent
study [9]. In this article, we define the obtained k-NN network
as a tweet network G = (V , E).

Using G, we detect tweet communities with similar topics.
Following the reports that the Louvain method [32] works
well for multimedia content clustering [9], [11], [33], [34],
we apply the Louvain method [32] to G. The Louvain method
is based on a quality measure of community detection results
called modularity [35]. The modularity Q is defined as

Q = 1

2m

N∑
i=1

N∑
j=1

(
wi j − ki k j

2m

)
δi j . (1)

Here

2m =
N∑

i=1

N∑
j=1

wi j
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ki =
N∑

j=1

wi j

where δi j is 1 if fi and f j belong to the same tweet community
and 0 otherwise. Also, wi j denotes the existence of an edge
between fi and f j ; thus, wi j is 1 if an edge between fi and
f j in G exists and 0 otherwise. By recursively maximizing Q,
we can successfully obtain tweet communities C1, C2, . . . , CM

(where M is the number of communities) containing seman-
tically similar tweets. The details of the algorithm are shown
in Algorithm 1.

Finally, we construct a community network G = (V,E),
in which tweet communities with central topics (where topics
are the meanings that represent tweets in the community
network) are densely linked to other communities. Each node
of G is one of the obtained tweet communities; therefore,
we can write V = {C1, C2, . . . , CM }. The edge weight ei j ∈ E,
from node Ci to node C j , is defined as follows:

ei j = 1

log |Ci ||C j |
∑

fm∈Ci , fn∈C j

wmn (2)

where |Ci | is the number of tweets contained in Ci and
fm ∈ Ci denotes a tweet in the tweet community Ci . We do
not place an edge between Ci and C j if none of the tweets
in Ci and C j are connected by edges in the tweet network.
Equation (2) can simultaneously evaluate: i) importance of
topics in the entire data set and ii) occupancy (or domi-
nance) in the network structure. Specifically, the numerator
shows i). Although the denominator is a normalization term,
the logarithm function reduces the overnormalization when
the community sizes are large. Therefore, the denominator
shows ii).

C. Ranking of Tweet Communities

Having obtained the community network G, we hierar-
chize the tweet communities C1, C2, . . . , CM . The input of
our algorithm is G, and the output is the result of sort-
ing C1, C2, . . . , CM in descending order of their importance
measures ρ1, ρ2, . . . , ρM . As described above, performing the
importance measure calculation on a community network,
rather than a tweet network, is the novelty of this study.

Specifically, we calculate centrality, i.e., degree cen-
trality, closeness centrality, betweenness centrality, and
hyperlink-induced topic search (HITS) centrality [36],
of C1, C2, . . . , CM . We call the obtained centrality importance
measures and denote them by ρ1, ρ2, . . . , ρM . They are calcu-
lated as follows.

Degree Centrality: The degree centrality is the most
primitive centrality measure that is defined as

ρi = κi

where κi is a weighted degree of Ci in G. Ci with a high
degree centrality is similar to the neighbor nodes.

Closeness Centrality: The closeness centrality is defined
as

ρi = M − 1∑
j=1,2,...,M,i �= j d(i, j)

Algorithm 1 Detection of Tweet Communities by the Louvain
Method [32]
Input: Tweet network G whose nodes are tweets fi

(i = 1, 2, . . . , N).
Output: Tweet communities C1, C2, . . . , CM .

1: Assign each node fi (i = 1, 2, . . . , N) to each tweet
community.

2: while Improvement of Q (in Eq. (1)) of G is obtained do
3: while Improvement of Q of G is obtained do
4: /* Local maximization of modularity */
5: for each node of G do
6: Evaluate the gain of Q when a node is set to each

tweet community including neighborhood nodes.
7: Reassign a node to the tweet community for which

the positive gain of Q is maximum.
8: end for
9: Calculate Q of G.

10: end while
11: Update the obtained tweet communities as

C1, C2, . . . , CM .
12: /* Updating a new network */
13: Update G with a self-loop whose nodes are the obtained

tweet community, where each edge weight is the sum of
the edge weights of the original network.

14: end while
15: Return the tweet communities C1, C2, . . . , CM .

where d(i, j) is the shortest path distance from Ci to C j .
Thus, the closeness centrality represents the accessibility of
each node in G.

Betweenness Centrality: The betweenness centrality is
defined as

ρi =
∑

Cs ,Ct ∈V

σ(s, t|i)
σ (s, t)

where σ(s, t) denotes the number of shortest paths from Cs

to Ct and σ(s, t|i) denotes the number of such paths that
pass through Ci . In this article, we calculate the shortest
paths considering edge weights in G. Thus, ρi represents the
importance of Ci in information propagation in G.

HITS Centrality: The HITS algorithm is equivalent to
principal component analysis (PCA) of the network struc-
ture [37]. First, we represent G in the form of an adjacency
matrix L ∈ R

M×M . The elements of L are the edge weights
of G. The HITS algorithm calculates the principal eigenvector
u ∈ R

M of LT L. The i th element of u becomes ρi . Note that
there is eigenvector centrality as well-known centrality. The
eigenvector centrality is equivalent to the principal eigenvector
of L. In this study, G is an undirected graph; thus, L is
a symmetric matrix. According to the basic linear algebra,
eigenvectors of LT L and L are the same. Therefore, in this
study, HITS centrality is equivalent to eigenvector centrality.

In G, a node that has edges with high weights includes a
central topic (where topics are meanings that represent tweets
in the community network) in the entire data set, and it
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Fig. 2. Number of new COVID-19 infections per day in Japan from March 1,
2020 to May 15, 2020. (a) Raw data. (b) Three-day moving averages.

is dominant in the network structure. Therefore, displaying
C1, C2, . . . , CM in descending order of ρ1, ρ2, . . . , ρM enables
users to easily find important information about COVID-19,
even if many tweet communities are obtained.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, experimental results for real Twitter data
are presented and discussed to verify the effectiveness of the
proposed method.

A. Quantitative Discussion

We attempt to quantitatively discuss the point that our
method enables users to easily find important information
about COVID-19 from many tweets. To do this, we evaluate
the accuracy of the extraction of keywords about COVID-19,
as explained next.

1) Ground Truth: We define the keywords about COVID-19
by focusing on their correlation with the number of infected
people. First, we collected the number of new COVID-19
infections per day in Japan from March 1, 2020 to May 15,
2020. The number of new COVID-19 infections is published
by Google based on the Wikipedia statistics.8 There is a

8https://en.wikipedia.org/wiki/Template:COVID-19_pandemic_data

case where reports from health centers in every place to the
Ministry of Health, Labour and Welfare are delayed because
of holidays of the health centers. This results in the fluctuation
of the number of new COVID-19 infections depending on the
day of the week. To remove the influence of this fluctuation
on the subsequent analysis, we calculated three-day moving
averages [see Fig. 2].

Here, c denotes the 76-D vector that contained the number
of infections (after the moving average) for each day. Second,
for each day, we counted the number of times that each word
appeared in tweets. If a word appeared multiple times in one
tweet, we counted it only once to reduce the influence of
tweets in which the same word is repeated many times. Also,
we ignored the query words used in data acquisition because
they appeared in all tweets. Thus, for each word, we obtained
a 76-D vector w that contained the number of times that the
word appeared in tweets each day.

Furthermore, we calculated the Pearson correlation coeffi-
cient (CC) between c and each w. The article [38] reports that
|CC| > 0.4 (where |CC| is the absolute value of CC) shows
substantial correlation. In the medicine field, |CC| > 0.4 can
be interpreted as “Fair” correlation among “None,” “Poor,”
“Fair,” “Moderate,” “Very Strong,” and “Perfect” correlations.
In the psychology field, we can interpret |CC| > 0.4 as
“Moderate” correlation among “Zero,” “Weak,” “Moderate,”
“Strong,” and “Perfect” correlations. In the politics field,
|CC| > 0.4 can be interpreted as “Strong” correlation among
“None,” “Negligible,” “Weak,” “Moderate,” “Strong,” “Very
Strong,” and “Perfect” correlations. According to this report,
we defined words with |CC| > 0.4 as the ground truth of the
keywords. Hereafter, this set of keywords is denoted by WGT.
We defined the keywords in this way because we considered
that words with a high correlation with the number of infec-
tions contained semantics relevant to the surrounding situation
and necessary knowledge, such as the countermeasures.

2) Comparative Methods: In this experiment, we compared
the following ten cases.

Cases 1–4: The cases in which tweet communities are
displayed in descending order of the proposed importance
measures. Cases 1–4 use degree centrality, closeness central-
ity, betweenness centrality, and HITS centrality, respectively.
Cases 5–8: The cases in which tweet communities are
displayed in descending order of comparative measures. The
comparative measures calculate (2) by replacing log |Ci ||C j |
with |Ci ||C j |. Thus, these cases only consider the impor-
tance of topics in the entire data set. Cases 5–8 use degree
centrality, closeness centrality, betweenness centrality, and
HITS centrality, respectively.
Case 9: The case in which tweet communities are displayed
in descending order of tweet community sizes. Thus, this
case only considers the occupancy of tweet communities in
the network structure.
Case 10: The case in which tweet communities are displayed
in a random order.

For each case, we extracted as keywords the words
that appeared in tweets contained in the displayed tweet
communities, in the same manner as the extraction of
WGT. Furthermore, we denote the keywords obtained in
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Fig. 3. (a) Jaccard index. (b) Recall. (c) Precision. The horizontal axis
shows the number of tweet communities displayed to users. The data points
and error bars show the mean and standard deviation of the results of ten
validations. The means for each case are shown in parentheses. Seven most
frequent keywords in each tweet community are displayed to users. We show
results when k was set to 3 in the k-NN network construction in Section III-B.

cases 1–10 by WC1, WC2, WC3, WC4, WC5, WC6, WC7,
WC8, WC9, and WC10, respectively.

3) Evaluations: For the quantitative discussion, we use the
Jaccard index, recall, and precision. The Jaccard index is a
frequently used metric that represents the overlap between two
sets. The recall represents the comprehensiveness. The preci-
sion represents the ratio of correct keywords (i.e., keywords
included in the ground truth) to keywords that are displayed

Fig. 4. (a) Jaccard index. (b) Recall. (c) Precision. The notation of these
figures is the same as in Fig. 3. Seven most frequent keywords in each tweet
community are displayed to users. We show the results when k was set to 3
in the k-NN network construction in Section III-B.

to users. They are defined as follows:
Jaccard = |WGT ∩ WM|

|WGT ∪ WM|
Recall = |WGT ∩ WM|

|WGT|
Precision = |WGT ∩ WM|

|WM|
M ∈ {C1, C2, C3, C4, C5, C6, C7, C8, C9, C10}.

Following the principle of tenfold cross validation, we ran-
domly extracted 900 tweets from each data set, calculated the
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TABLE I

EXAMPLES OF KEYWORDS EXTRACTED AS THE GROUND TRUTH (WGT),
KEYWORDS IDENTIFIED BY THE PROPOSED METHOD (WC4), AND

KEYWORDS FOUND BY RANDOM SELECTION (WC10). THE NUM-
BER OF DISPLAYED TWEET COMMUNITIES, THE NUMBER OF

DISPLAYED KEYWORDS FROM EACH TWEET COMMUNITY,
AND THE VALUE OF k ARE 15, 7, AND 3, RESPECTIVELY

above metrics for the extracted tweets, and repeated this ten
times. By calculating the mean and standard deviation of the
ten validations, we attempt to assess the effectiveness of the
proposed method accurately.

Next, we show the Jaccard index, recall, and precision for
cases 1–10. Note that the size-based method (case 9) displays
large tweet communities; therefore, the number of displayed
keywords is likely to be larger than other methods. This may
make the comparison unfair. Based on the report on the human
short-term memory [39], we assume that users memorize only
seven frequent keywords in each tweet community. To perform
the fair comparison based on this practical assumption, Fig. 3
shows the evaluation results for cases 1–4, 9, and 10. For
the k-NN network construction in Section III-B, we should
avoid k that erroneously detects tweet communities. A large
k is not suitable because it results in a too dense network
to reveal the community structure. For this reason, we here
set k to 3. From Fig. 3, we can observe that the proposed
method (cases 1–4) achieves better results than the size-based
method (case 9) and the random method (case 10), for every
metric. In particular, the superiority of the proposed method
to the random method is statistically significant. For the
Jaccard index, the p-values of Welch’s t-test when comparing

Fig. 5. (a) Jaccard index. (b) Recall. (c) Precision. The notation of these
figures is the same as in Fig. 3. Seven most frequent keywords in each tweet
community are displayed to users. We show the results when k was set to 6
in the k-NN network construction in Section III-B.

cases 1–4 with case 10 are 0.001, 0.003, 0.002, and 0.002,
respectively. For the recall, those are 0.002, 0.004, 0.002, and
0.002, respectively. For the precision, those are 0.024, 0.017,
0.003, and 0.007, respectively. Furthermore, Fig. 4 shows the
evaluation results for cases 5–10. The performance of minor
versions of the proposed method (cases 5–8) is worse than
the proposed method (cases 1–4 in Fig. 3). Although the
performance in cases 5–8 is superior to the random method
(case 10), the performance is worse than the size-based method
(case 9). This shows the necessity of simultaneously evaluating
the importance of topics in the entire data set and occupancy of
tweet communities in the network structure. Thus, the validity
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Fig. 6. (a) Jaccard index. (b) Recall. (c) Precision. The notation of these
figures is the same as in Fig. 3. All keywords in each tweet community are
displayed to users. We show the results when k was set to 3 in the k-NN
network construction in Section III-B.

of the proposed method can be confirmed. Also, we can
observe that results with degree centrality, closeness centrality,
betweenness centrality, and HITS centrality are almost the
same. This may be because the global structure and the local
structure are similar due to the small size of the community
network. If the community network becomes large and dense,
HITS centrality would become powerful because it is equiva-
lent to PCA and can exploit the global structure even for the
large and dense network.

Table I shows the examples of the keywords extracted as
the ground truth (WGT), those identified by the proposed
method (WC4), and those found by random selection (WC10).

TABLE II

CORRESPONDENCE BETWEEN THE ENGLISH TRANSLATION AND THE
ORIGINAL JAPANESE FOR THE EXTRACTED KEYWORDS IN FIG. 7

Our method extracted keywords about the declaration of a
state of emergency (“official announcement,” “declaration,”
and “emergency”). As explained above, a state of emer-
gency was declared by the government in Japan in April 7.
“Business suspension” may appear because of the request
for business suspension by the government, to prevent the
spread of COVID-19 infection. Conversely, our method and
the random method incorrectly detected “society” and “digital”
as keywords. These words seem to be too general to capture
COVID-19-related topics. We notice that the random method
cannot detect any correct keywords. From this fact, we can
confirm the superiority of our method for ranking tweet
communities in descending order of the importance measures.

4) Verification Using Another k Value: To test another value
of k, Fig. 5 shows the evaluation results where k was set to 6.
Even in this setting, we can observe the effectiveness of the
proposed method (cases 1–4). In particular, we can confirm the
statistical significance of the proposed method to the random
method (case 10). For the Jaccard index, the p-values of
Welch’s t-test when comparing cases 1–4 with case 10 are
0.000, 0.000, 0.005, and 0.000, respectively. For the recall,
those are 0.000, 0.000, 0.005, and 0.000, respectively. For the
precision, those are 0.000.

In general, it is difficult to find the best k for the topic
extraction. To overcome this difficulty, we previously pro-
posed a method [9] that collaboratively integrates community
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Fig. 7. (a) Visualization of three tweet communities, in descending order of importance measures (case 4), on March 1, 2020. The dots represent tweets,
and the colors represent the tweet communities to which the tweets belong. Red, blue, and green colors show the tweet communities with the largest, second
largest, and third largest importance measures, respectively. (b) Seven most frequent words in the tweet community with the largest importance measure.
(c) Seven most frequent words in the tweet community with the second largest importance measure. (d) Seven most frequent words in the tweet community
with the third largest importance measure. The correspondence between the original Japanese and the English translation is shown in Table II.

Fig. 8. (a) Visualization of three tweet communities, in descending order of importance measures (case 4), on April 1, 2020. The notation in (b)–(d) is the
same as in Fig. 7. The correspondence between the original Japanese and the English translation is shown in Table III.

Fig. 9. (a) Visualization of three tweet communities, in descending order of importance measures (case 4), on May 1, 2020. The notation in (b)–(d) is the
same as in Fig. 7. The correspondence between the original Japanese and the English translation is shown in Table IV.

detection results by multiple k values. Our future work
includes the investigation of suitable k values.

5) Performance Limitation in the Proposed Method: In
Sections IV-A3 and IV-A4, evaluations were performed when
only seven most frequent keywords in each tweet community
were displayed to users. Here, we perform evaluations when
all keywords in each tweet community were displayed to users.
This condition is not practical because we assume that users
take a long time to read many keywords. Therefore, the evalu-
ations here aim at verifying the performance limitation in the

proposed method. Fig. 6 shows the evaluation results (where
k was set to 3). We can observe that the performance of the
proposed method (cases 1–4) is almost the same as that of the
size-based method (case 9). As described in Section IV-A3,
the size-based method displays more keywords than the pro-
posed method. Thus, the correct keywords are likely to be
included in the displayed many keywords. This results in the
performance that is comparable with the proposed method.
In summary, the proposed method is especially effective in
the practical condition where users can read a limited number
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TABLE III

CORRESPONDENCE BETWEEN THE ENGLISH TRANSLATION AND THE
ORIGINAL JAPANESE FOR THE EXTRACTED KEYWORDS IN FIG. 8

of keywords. In the case where users can all keywords,
the size-based method is substantially effective as well.

B. Examples of Displayed Tweet Communities

In this section, we show the examples of the tweet commu-
nities that are displayed to users. Figs. 7–9 shows three tweet
communities, in descending order of importance measures, for
March 1, April 1, and May 1, respectively. Here, we show
the results by the importance measures with HITS centrality
(case 4).

On March 1, Fig. 7(b) shows the news about cancellation
of many events that attract large crowds for preventing the
spread of infection of COVID-19. Fig. 7(c) shows the concern
and warning to misinformation about COVID-19. In Fig. 7(d),
the news and concern about the first COVID-19 infection in
Nishinomiya City in Hyogo Prefecture appear.

Around April 1, the shortage of masks was a serious concern
in Japan. To deal with this situation, Prime Minister Shinzo
Abe declared that the government would issue two masks per
household [see Fig. 8(b) and (c)]. Fig. 8(d) shows the news and
people’s concern about infection spread all over the country.

On May 1, Fig. 9(b) and (c) shows the news about deaths
due to COVID-19. More specifically, in Fig. 9(b), we can
observe the report that those in their sixties or older account
for about 90% of the total. The curation of COVID-19-related

TABLE IV

CORRESPONDENCE BETWEEN THE ENGLISH TRANSLATION AND THE
ORIGINAL JAPANESE FOR THE EXTRACTED KEYWORDS IN FIG. 9

information of various regions, and video messages from
celebrities, was confirmed [see Fig. 9(d)]. This tweet commu-
nity includes tweets about countermeasures, including opin-
ions from experts for COVID-19. This may show people’s
wish, after the long period of self-restraint, to avoid the spread
of infection of COVID-19.

From these results, we find that people’s attention changed
over time, from concern about the infection to the countermea-
sures and the wish for the ending of the spread of COVID-19.
As a consequence of this section, we confirmed that our
method is useful for understanding the situation, and acquiring
the relevant knowledge, through ranking of tweet communities
by importance measures.

V. CONCLUSION AND FUTURE WORK

This article presented a method that detects tweet com-
munities with similar topics and ranks the communities by
importance measures. By identifying only the communities
with high importance measures, it becomes possible for
users to easily find important information about COVID-19.
Specifically, we construct a community network whose nodes
are tweet communities, obtained by applying a community
detection method to a tweet network. We then calculate the
centrality to the community network as importance measures,
to detect the most central tweet communities. We conducted
experiments by collecting Japanese tweets about COVID-19
sent between March 1, 2020 and May 15, 2020. The results
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show that our method can successfully extract keywords, that
is, words that are strongly correlated with the number of
people infected with COVID-19. Because users can browse
the keywords from a small number of central tweet commu-
nities, quick and easy understanding of important information
became feasible.

We discuss how to use the proposed method for fighting
COVID-19. The proposed method will be beneficial for quick
and objective decision-making based on public opinions. A
small number of tweet communities detected by our method
help individuals and organizations find meaningful keywords
like Figs. 7–9. This makes it possible to quickly make deci-
sions without taking a long time to manually search a flood
of information. It is also notable that such decision-making
is based on objective data. If individuals and organizations
read a small number of tweets selected subjectively, they may
make wrong decisions contrary to public opinions. Our method
helps solve this problem. Moreover, our method will accelerate
various data mining research for fighting COVID-19, such
as opinion mining and sentiment analysis. In such research,
tweets that are irrelevant to COVID-19 may increase compu-
tational cost and may cause noisy results. Because our method
can extract relevant tweets from many tweets, our method
helps overcome these drawbacks.

Furthermore, we focus on misinformation that is unique to
specific regions and/or time periods. In fact, misinformation
that 5G networks are the cause of COVID-19 was observed
in specific regions such as Europe, America, and the Middle
East. The proposed method will be used to handle such type
of misinformation in Twitter as follows.

1) If misinformation is mentioned in many tweets, the pro-
posed method can visualize it as tweet communities.
Thus, a user can browse tweet communities, including
misinformation.

2) The user selects a tweet community in which they would
like to verify whether misinformation is included or not.

3) The proposed method is applied to tweets in different
regions and/or time periods. Then, tweet communities
that are similar to the user’s selected tweet community
are extracted.

4) We display the difference between the extracted tweet
communities and the user’s selected one. It will be
useful to visualize the difference of most frequent words
like Figs. 7, 8, and 9. In reference to the visualized
difference, the user judges whether misinformation is
included or not.

In the future, we will develop this system and evaluate the
effectiveness. Note that this system will be useful for only
misinformation that is mentioned in many tweets and are
unique to specific regions and/or time periods. Thus, future
work includes the detection of other type of misinformation.

The scope of this study is within COVID-19. Thus,
the future work includes the application of the proposed
importance measures to topics other than COVID-19. In our
previous study [40], we confirmed that the community network
is beneficial for efficient grouping of similar Web videos for
retrieval. Specifically, we formulate grouping of similar Web
videos as community detection in a network, whose nodes

are Web videos and edges are hyperlinks weighted by video
similarities. Then, we construct a community network in which
each node includes multiple Web videos. By applying the
community detection method [41] to the community network,
we can efficiently group similar Web videos, while the accu-
racy of retrieval can be preserved. In this way, the versatility
of the community network is confirmed. In the future, we will
evaluate the proposed importance measures as well as the
community network for other topics.

We believe that this study is one of the pioneering works on
data mining for tackling the difficulty caused by COVID-19.
However, we will develop more sophisticated methodologies.
Future work includes the improvement of tweet commu-
nity detection by using multimodal features, such as deep-
learning-based text features, sentiment features, and visual
features of attached images. After this improvement, we will
develop a method for predicting the trend of people’s attention
to COVID-19 over time; this is required because the method
proposed in this article does not include a time series modeling
scheme.
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