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#### Abstract

An expander code is a binary linear code whose parity-check matrix is the bi-adjacency matrix of a bipartite expander graph. We provide a new formula for the minimum distance of such codes. We also provide a new proof of the result that $2(1-\varepsilon) \gamma n$ is a lower bound of the minimum distance of the expander code given by an ( $m, n, d, \gamma, 1-\varepsilon$ ) expander bipartite graph.
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## 1. Introduction

Binary linear codes can be constructed from graphs. One such construction was given from bipartite graphs by Tanner in [7]. Sipser and Spielman constructed expander codes from bipartite expander graphs in [6]. One of the goals of all these constructions was to have linear codes with relatively large minimum distance for efficient error correction. For more details on the literature of linear codes and bipartite graphs, see $[1,2,6,8]$. In this article we provide a new formula for the minimum distance of expander codes. We also provide a new proof of the result that $2(1-\varepsilon) \gamma n$ is a lower bound of the minimum distance of the expander code given by an $(m, n, d, \gamma, 1-\varepsilon)$ expander bipartite graph.

Now we present a brief introduction to coding theory: A binary linear code $C$ of length $n$ and dimension $k$ is a $k$ dimensional subspace of $\mathbb{F}_{2}^{n}$ where $\mathbb{F}_{2}$ is the binary field. The code $C$ is called an $[n, k]$-code. The support of a codeword $\in C$ is the set of indices $i$ such that $i$ th entry of $x$ is 1 . The Hamming weight $w_{H}(x)$ of a vector $x \in \mathbb{F}_{2}^{n}$ is the size of the support of $x$. The Hamming distance, denoted by $d_{H}(x, y)$, between two codewords $x$ and $y$ in $C$ is $d_{H}(x, y)=w_{H}(x-y)$. The minimum distance of $C$, denoted by $d(C)$, is the minimum distance between distinct codewords in $C$. Note that $d(C)$ is the minimum Hamming weight of a nonzero codeword in $C$. We call $C$ to be an $[n, k, d]$ code when $d(C)=d$. A binary matrix $H$ is called the parity-check matrix of $C$ if $C$ the null space of $H$, i.e.,

$$
C=\left\{c \in \mathbb{F}_{2}^{n} \mid H c^{T}=0\right\}
$$
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Figure 1. A $\left(5,4,2, \frac{1}{2}, \frac{2}{3}\right)$ expander graph.

The minimum distance $d(C)$ can be expressed as the minimum number of linear dependent columns of the parity-check matrix of $C$ as follows:

Theorem 1.1. [5, Theorem 2.2] Let $C$ be a linear code and $H$ its parity-check matrix. Then $C$ has minimum distance $d$ if and only if any $d-1$ columns of $H$ are linearly independent and some $d$ columns of $H$ are linearly dependent.

For a vertex $v$ of a graph $G$, the set of all vertices in $G$ adjacent to $v$ is called the neighbor of $v$, denoted by $\mathrm{N}(v)$. For a set $S$ of vertices of $G, \mathrm{~N}(S)$ denotes the union of neighbors of vertices in $S$. Now we define a bipartite expander graph based on its definition in $[6,7]$ with the roles of left and right set of vertices switched:

Definition 1.2. Suppose $G$ is a bipartite graph with vertex set $L \dot{\cup} R$ such that $|L|=m,|R|=n$, each edge of $G$ joins a vertex of $L$ with a vertex of $R$, and each vertex of $R$ is adjacent to exactly d vertices of $L$. For positive $\gamma$ and $\alpha, G$ is called an ( $m, n, d, \gamma, \alpha$ ) expander graph if for each set $S \subseteq R$ satisfying $|S| \leq \gamma n$, we have

$$
|N(S)| \geq d \alpha|S|
$$

Example 1.3. The bipartite graph in Figure 1 is a $\left(5,4,2, \frac{1}{2}, \frac{2}{3}\right)$ expander graph. Each vertex in $R$ has degree $d=2$. If $S \subseteq R$ satisfies $|S| \leq \gamma n=2$, then $|S|=1$ or 2 . For $|S|=1,|N(S)|=2 \geq \frac{4}{3}=d \alpha|S|$. Also for $|S|=2,|N(S)| \geq \frac{8}{3}=d \alpha|S|$.

Definition 1.4. Suppose $G$ is an ( $m, n, d, \gamma, \alpha$ ) expander graph and $B$ is the $m \times n$ bi-adjacency matrix of G, i.e.,

$$
A=\left[\begin{array}{c|c}
O_{m} & B \\
\hline B^{T} & O_{n}
\end{array}\right]
$$

is the adjacency matrix of $G$. The binary linear code whose parity-check matrix is $B$ is called the expander code of $G$, denoted by $C(G)$. In other words,

$$
C(G)=\left\{c \in \mathbb{F}_{2}^{n} \mid B c^{T}=0 \text { in } \mathbb{F}_{2}\right\} .
$$

Example 1.5. The bi-adjacency matrix of the ( $5,4,2, \frac{1}{2}, \frac{2}{3}$ ) expander graph $G$ in Figure 1 is given by

$$
B=\left[\begin{array}{llll}
1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right]
$$

The expander code $C(G)$ of $G$ is given by

$$
C(G)=\left\{c \in \mathbb{F}_{2}^{4} \mid B c^{T}=0 \text { in } \mathbb{F}_{2}\right\} .
$$

## 2. Main results

We start with the following notation and definition of von from [3, 4].
Definition 2.1. For a nonempty subset $S$ of vertices of a graph $G$, the set of vertices of $G$ with odd number of neighbors in $S$ is denoted by $\operatorname{von}(S)$, i.e.,

$$
\operatorname{von}(S)=\{v \in V(G):|\mathrm{N}(v) \cap S| \text { is odd }\} .
$$

Example 2.2. Consider the $\left(5,4,2, \frac{1}{2}, \frac{2}{3}\right)$ expander graph $G$ in Figure 1. For $v=6,7,8,9$, $\operatorname{von}(\{v\})=$ $\mathrm{N}(v)$. For $S=\{6,7,8\}$, $\operatorname{von}(S)=\{1,3,4,5\}$. For $S=\{6,8,9\}$, $\operatorname{von}(S)=\varnothing$.

Now we proceed to the main results of this article which give a new formula of the minimum distance of an expander code.
Theorem 2.3. Suppose $G$ is a bipartite graph with vertex set $L \dot{\cup} R$ such that $|L|=m,|R|=n$, and $B$ is the $m \times n$ bi-adjacency matrix of $G$. Let $S$ be a nonempty subset of $R$. If $\operatorname{von}(S)=\varnothing$, then the columns of $B$ indexed by $S$ are linearly dependent. Conversely if the columns of $B$ indexed by $S$ are minimally linearly dependent, then $\operatorname{von}(S)=\varnothing$.

Proof. Suppose von $(S)=\varnothing$ where $S=\left\{i_{1}, i_{2}, \ldots, i_{t}\right\} \subseteq R$. Then

$$
B_{i_{1}}+B_{i_{2}}+\cdots+B_{i_{t}} \equiv 0(\bmod 2)
$$

which implies columns $B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{t}}$ of $B$ are linearly dependent.
Conversely suppose $S=\{1,2, \ldots, k\} \subseteq R$ and $B_{1}, B_{2}, \ldots, B_{k}$ are minimally linearly dependent columns of $B$. Then $B_{1}+B_{2}+\cdots+B_{k} \equiv \overline{0}(\bmod 2)$. We claim $\operatorname{von}(S)=\varnothing$. Otherwise let $i \in \operatorname{von}(S)$. Then

$$
\left(B_{1}+B_{2}+\cdots+B_{k}\right)_{i} \equiv 1(\bmod 2),
$$

which contradicts $B_{1}+B_{2}+\cdots+B_{k} \equiv 0(\bmod 2)$. Thus $\operatorname{von}(S)=\varnothing$.
Theorem 2.4. Suppose $G$ is a bipartite graph with vertex set $L \dot{\cup} R$ such that $|L|=m,|R|=n$, and $B$ is the $m \times n$ bi-adjacency matrix of $G$. Suppose $C$ is the binary linear code whose parity-check matrix is $B$. Then the minimum distance $d(C)$ of $C$ is given by

$$
d(C)=\min \{|S|: \varnothing \neq S \subseteq R, \operatorname{von}(S)=\varnothing\}
$$

Proof. First note that $B$ is the parity-check matrix of $C$. By Theorem 1.1, the support of a code word in $C$ with weight $d(C)$ is the set of indices of some minimally dependent columns of $B$, say indexed by $T$ for some nonempty subset $T$ of $R$. By Theorem $2.3, \operatorname{von}(T)=\varnothing$. Then

$$
d(C)=|T| \geq \min \{|S|: \varnothing \neq S \subseteq R, \operatorname{von}(S)=\varnothing\}
$$

To show the equality, on the contrary suppose there is a nonempty subset $S$ of $R$ for which $d(C)>|S|$ and $\operatorname{von}(S)=\varnothing$. Then by Theorem 2.3, we find $|S|$ linearly dependent columns of $B$ giving a codeword of $C$ with weight less than $d(C)$, a contradiction.

Example 2.5. Consider the $\left(5,4,2, \frac{1}{2}, \frac{2}{3}\right)$ expander graph $G$ in Figure 1. Suppose $C$ is the binary linear code whose parity-check matrix is the bi-adjacency matrix of $G$. We can verify that for any nonempty set $S \subseteq R$ with $|S| \leq 2$, we have $\operatorname{von}(S) \neq \varnothing$. Now for $S=\{6,8,9\}$, $\operatorname{von}(S)=\varnothing$. Thus by Theorem 2.4,

$$
d(C)=\min \{|S|: \varnothing \neq S \subseteq R, \operatorname{von}(S)=\varnothing\}=|\{6,8,9\}|=3
$$

The preceding theorem results in a new formula for the minimum distance of expander codes.
Theorem 2.6. Suppose $G$ is an ( $m, n, d, \gamma, \alpha$ ) expander graph with vertex set $L \dot{\cup} R$ such that $|L|=m$ and $|R|=n$. Then the minimum distance $d(C)$ of the expander code $C$ of $G$ is given by

$$
d(C)=\min \{|S|: \varnothing \neq S \subseteq R, \operatorname{von}(S)=\varnothing\}
$$

Using the minimum distance formula given in Theorem 2.6, we provide a new proof of the following known result which gives a lower bound of the minimum distance of an expander code.
Theorem 2.7. Let $0<\varepsilon<\frac{1}{2}$ and $\gamma>0$ such that $\gamma n$ is a positive integer. Suppose $G$ is an $(m, n, d, \gamma, 1-$ $\varepsilon)$ expander graph with vertex set $L \dot{\cup} R$ such that $|L|=m$ and $|R|=n$. Then the minimum distance $d(C)$ of the expander code $C$ of $G$ has the following lower bound:

$$
d(C) \geq 2(1-\varepsilon) \gamma n
$$

To prove Theorem 2.7, we first prove the following lemmas:
Lemma 2.8. Let $0<\varepsilon<\frac{1}{2}$. Suppose $G$ is an ( $m, n, d, \gamma, 1-\varepsilon$ ) expander graph with vertex set $L \dot{\cup} R$ such that $|L|=m$ and $|R|=n$. For each set $S \subseteq R$ satisfying $|S| \leq \gamma n$, we have

$$
d(1-2 \varepsilon)|S| \leq|\operatorname{von}(S)| \leq|\mathrm{N}(S)|
$$

Proof. Suppose $S \subseteq R$ satisfies $|S| \leq \gamma n$. The second inequality follows from the fact $\operatorname{von}(S) \subseteq$ $\mathrm{N}(S) \subseteq L$ by definition. To show the first inequality, note that there are $d|S|$ edges between vertices in $S$ and vertices in $\mathrm{N}(S) \subseteq L$ and each vertex in von $(S)$ has at least one neighbor in $S$. Also each vertex in $\mathrm{N}(S) \backslash \operatorname{von}(S)$ has even number (at least 2) of neighbors in $S$. Thus

$$
d|S| \geq|\operatorname{von}(S)|+2|\mathrm{~N}(S) \backslash \operatorname{von}(S)|=2|\mathrm{~N}(S)|-|\operatorname{von}(S)|
$$

which implies

$$
|\operatorname{von}(S)| \geq 2|\mathrm{~N}(S)|-d|S|
$$

Since $|S| \leq \gamma n$ and $G$ is an $(m, n, d, \gamma, 1-\varepsilon)$ expander graph, $|\mathrm{N}(S)| \geq d(1-\varepsilon)|S|$. Thus

$$
|\operatorname{von}(S)| \geq 2|\mathrm{~N}(S)|-d|S| \geq 2 d(1-\varepsilon)|S|-d|S|=d(1-2 \varepsilon)|S|
$$

Lemma 2.9. Suppose $G$ is a bipartite graph with vertex set $L \dot{\cup} R$. Let $A$ and $B$ be nonempty disjoint subsets of $S \subseteq R$ such that $S=A \cup B$. If $\operatorname{von}(S)=\varnothing$, then $\operatorname{von}(A)=\operatorname{von}(B)$.

Proof. Let $\operatorname{von}(S)=\varnothing$. To show $\operatorname{von}(A) \subseteq \operatorname{von}(B)$, suppose $x \in \operatorname{von}(A)$. We claim $x \in \operatorname{von}(B)$. Otherwise $x \notin \operatorname{von}(B)$, i.e., $x$ is adjacent to an even number of vertices in $B$. Since $x \in \operatorname{von}(A), x$ is adjacent to an odd number of vertices in $A$. Thus $x$ is adjacent to an odd number of vertices in $S=A \cup B$. Therefore $\operatorname{von}(S) \neq \varnothing$, a contradiction. Thus $\operatorname{von}(A) \subseteq \operatorname{von}(B)$. Similarly we can show that $\operatorname{von}(B) \subseteq \operatorname{von}(A)$.

Using the above lemmas, we prove Theorem 2.7.
Proof of Theorem 2.7. By Theorem 2.6, consider a nonempty set $S \subseteq R$ such that $d(C)=|S|$ and $\operatorname{von}(S)=\varnothing$. To prove by contradiction, suppose $2(1-\varepsilon) \gamma n>d(C)=|\bar{S}|$.

Case 1. $|S| \leq \gamma n$
By Lemma 2.8, $\bar{d}(1-2 \varepsilon)|S| \leq|\operatorname{von}(S)|$. Since $\varepsilon<\frac{1}{2}$, we have

$$
0<d(1-2 \varepsilon)|S| \leq|\operatorname{von}(S)|
$$

which implies $\operatorname{von}(S) \neq \varnothing$, a contradiction.

Case 2. $|S|>\gamma n$
In this case

$$
2(1-\varepsilon) \gamma n>|S|>\gamma n .
$$

Choose a nonempty subset $T$ of $S \subseteq R$ such that $|T|=\gamma n$. Then by Lemma 2.8,

$$
\begin{equation*}
d(1-2 \varepsilon) \gamma n=d(1-2 \varepsilon)|T| \leq|\operatorname{von}(T)| \leq|\mathrm{N}(T)| \tag{1}
\end{equation*}
$$

Note that

$$
|S \backslash T|=|S|-|T|<2(1-\varepsilon) \gamma n-\gamma n=(1-2 \varepsilon) \gamma n .
$$

Since each vertex in $S \backslash T$ has $d$ neighbors in $L$, by Lemma 2.8,

$$
\begin{equation*}
|\operatorname{von}(S \backslash T)| \leq|\mathrm{N}(S \backslash T)| \leq d|S \backslash T|<d(1-2 \varepsilon) \gamma n \tag{2}
\end{equation*}
$$

Combining (1) and (2), we have

$$
|\operatorname{von}(S \backslash T)|<d(1-2 \varepsilon) \gamma n \leq|\operatorname{von}(T)|
$$

which implies $\operatorname{von}(S \backslash T) \neq \operatorname{von}(T)$. Since $S=S \cup(S \backslash T)$ and $\operatorname{von}(S)=\varnothing$, by Lemma 2.9, we have $\operatorname{von}(S \backslash T)=\operatorname{von}(T)$, a contradiction.

Observation 2.10. If we like to find the minimum distance $d(C)$ of the expander code $C$ of an ( $m, n, d, \gamma, 1-\varepsilon$ ) expander graph $G$ with vertex set $L \dot{\cup} R$ by brute force using Theorem 2.6, then we need to consider all possible subset $S \subseteq R$ such that $\operatorname{von}(S)=\varnothing$. But because of Theorem 2.7, we need to look at only $S \subseteq R$ satisfying $|S|>2(1-\varepsilon) \gamma n$.

Example 2.11. Consider the expander code $C(G)$ of the $\left(5,4,2, \frac{1}{2}, \frac{2}{3}\right)$ expander graph $G$ in Figure 1. Note that $1-\varepsilon=\frac{2}{3}$. By Theorem 2.7, we need to look at only $S \subseteq R$ satisfying $|S|>2(1-\varepsilon) \gamma n=\frac{8}{3}$. So we look at nonempty sets $S \subseteq R$ satisfying $|S| \geq 3$ and verify whether $\operatorname{von}(S)=\varnothing$. For $S=\{6,8,9\}$, $\operatorname{von}(S)=\varnothing$. Thus by Theorem 2.6,

$$
d(C(G))=\min \{|S|: \varnothing \neq S \subseteq R, \operatorname{von}(S)=\varnothing\}=|\{6,8,9\}|=3
$$
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