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Abstract

Phase ambiguity is a major problem in the depth measurement in either time-of-flight or phase shifting. Resolving
the ambiguity using a low frequency pattern sacrifices the depth resolution, and using multiple frequencies requires a
number of observations. In this paper, we propose a phase disambiguation method that combines temporal and
spatial modulation so that the high depth resolution is preserved while the number of observation is kept. A key
observation is that the phase ambiguities of temporal and spatial domains appear differently with respect to the
depth. Using this difference, the phase can disambiguate for a wider range of interest. We develop a prototype to
show the effectiveness of our method through real-world experiments.

Keywords: Time-of-flight camera, Phase shifting, Computational photography

1 Introduction
Depth measurement is widely used in applications such
as augmented reality, factory automation, robotics, and
autonomous driving. In the computer vision field, there
are two well-known techniques for measuring scene depth
using active illumination. One is the time-of-flight cam-
era, which uses temporally modulated illumination to
measure the travel time of light; the other is the phase
shifting, which uses temporally modulated illumination to
find the correspondence between the projector and the
camera for triangulation.
A common problem is how to resolve the periodic ambi-

guity of the phase because either measurement gives the
phase that is defined between 0 to 2π . Typical solution is
to usemultiple frequencies to resolve the phase ambiguity.
However, the phase ambiguity still exists in the frequency
of the greatest common divisor, which requires several
measurements to obtain a wider range of interest. Another
possible approach is to use a low frequency that sacrifices
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the depth resolution. The aim of this study is to resolve
the phase ambiguity in fewer observations, where both the
wider range of interest and the better resolution of the
depth are guaranteed.
A key observation of this paper is that the phase ambi-

guities of the time-of-flight (ToF) and the phase shifting
appear differently on the depth domain. Since the tem-
poral phase is proportional to the depth, the depth can-
didates from the phase appear at equal intervals along
with the depth. On the other hand, the spatial phase is
defined as the disparity domain; hence, the depth candi-
dates appear at gradually increasing intervals. Based on
this difference, the phase ambiguity can be resolved by
combining temporal and spatial modulation. Because the
candidate depth that satisfies both measured phases sel-
dom appears, the number of phase can be reduced to one
for each frequency. In this paper, we discuss ordinary ToF
and phase shifting in the same framework. We show that
precise depth can be measured in a wide range by com-
bining temporal and spatial modulation. We also reveal
the resolution and the range of interest theoretically, ana-
lyze the recoverability, and build a prototype to show the
effectiveness of our method via real-world experiments.
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This paper extends its preliminary version [1] with the
following differences. Extensions have been made to (1)
reveal the depth resolution and the range of interest of
our proposed method, (2) develop an efficient implemen-
tation, and (3) confirm that the unrecoverable depth due
to ambiguity seldom exists by simulation.
The rest of the paper is organized as follows. The related

work is discussed in Section 2, a brief review of the
ordinary time-of-flight and phase shifting algorithms are
provided in Section 3, a spatio-temporal modulation tech-
nique is proposed in Section 4, the resolution and range
of interest of our method is analyzed in Section 5, experi-
ments with a prototype system is shown in Section 6, and
we conclude with some discussions in Section 7.

2 Related work
Active depth measurements have been widely studied in
the computer vision field. Earlier work used a projector-
camera system to convert the projector’s pixel index into
multiple projection images based on the gray code [2].
The phase shifting approach [3] recovers subpixel cor-
respondences by detecting the phase of the sinusoid.
Gupta and Nayer [4] unwrapped the phase from slightly
different frequencies so that it became robust to indirect
light transport with a small budget of projection num-
bers. Mirdehghan et al. [5] proposed an optimal code for
the structured light technique. The time-of-flight method
is another way to measure depth. It emits amplitude
modulated light, and a delayed signal is detected that cor-
responds to the scene depth [6]. Because the range of
interest and the depth resolution are tradeoffs, a better
resolution is obtained by limiting the range of interest
[7]. We combine these techniques to realize both better
resolution and wider range of interest.
Another problem regarding the ToF is multi-path inter-

ference due to indirect light transport. Recovering the
correct depth of multi-path scenes has been broadly stud-
ied using a parametric model [8, 9], K-sparsity [10, 11],
frequency analysis [12], and data-driven approaches
[13–15]. Because the scene depth can be recovered by
the first-returning photon, the depth can be obtained
after recovering light-in-flight imaging [16–21]. Multi-
path interference is mitigated by combining ToF and
projector. Naik et al. [22] combined the ToF camera
and a projector-camera system to mitigate a multi-path
that uses direct-global separation [23]. Similar ideas are
implemented with the ToF projectors that can modu-
late both spatially and temporally [24, 25]. In both cases,
direct-global separation is utilized to mitigate multi-path
interference. We also use a similar system for phase dis-
ambiguation not only for mitigating multi-path.
To obtain fine resolution, Gupta et al. [26] proposes the

optimal code for ToF modulation. Gutierrez-Barragan et
al. [27] proposes an optimization approach for designing

practical coding functions under hardware constraints.
Kadambi et al. [28] uses the polarization cue to recover
the smooth surface. Our method is more fundamental
layer; hence, these techniques can be incorporated with
our method to boost the resolution. An interferome-
ter can also obtain micrometer resolution of a small size
object. Interferometry gives micrometer resolution [29] in
a carefully controlled environment. Li et al. [30] recover
micro-resolution ToF using the superheterodyne tech-
nique. Maeda et al. [31] leverages the heterodyne tech-
nique to the polarization imaging to obtain the accurate
depth.
Phase unwrapping is a subproblem in the depth mea-

surement. The phase has to be unwrapped with either
the phase shifting or the ToF; otherwise, the estimated
depth have 2π ambiguity. The number of observations can
be reduced by sacrificing the spatial resolution. The pro-
jector’s coordinates can be obtained from a single image
using a color code [32], a wave grid pattern [33], and a
light-field ToF [34]. Our method falls into this class but
does not sacrifice the spatial resolution nor require many
patterns. Our method leverages the asymmetric relations
of spatial and temporal wrapping to solve the ambiguity of
the phase.

3 Depthmeasurement techniques using
modulated illumination

Before explaining our method, we briefly review the ToF
and phase shifting methods.We respectively explain them
as the phase measurements using temporally or spatially
modulated light.

3.1 Temporal modulation (time-of-flight)
The ToF camera emits the temporally modulated light as
shown in Fig. 1a. It measures the amplitude decay and
phase delay of the modulated light, and the phase delay
corresponds to the time it takes for the light to make a
round trip.
The ToF camera measures the correlation between the

signals emitted and those received. For each frequency,
the phase delay is calculated from the correlations with
NT reference signals, which are temporally shifted. For the
k-th signal, the correlation ik(x) at the camera pixel x is
represented as

ik(x) = g
(
t + 2πk

NT

)
∗ s(x, t) (1)

= A(x)
2

cos
(

φT (x) + 2πk
NT

)
+ O(x), (2)

where g
(
t + 2πk

NT

)
is the reference signal with the shifted

phase 2πk/NT , s is the returned signal, the ∗ operator rep-
resents the correlation, A is the amplitude decay, φT is
the phase delay, and O is the ambient light. In the case of
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Fig. 1Modulation variations. a ToF modulates the light temporally. b Phase shifting modulates the light spatially. c Our method combines temporal
and spatial modulations at the same time to mitigate the phase ambiguity problem while preserving the depth resolution

NT = 4, the phase φT and the amplitude A of the returned
signal can be recovered by a direct conversion method
from multiple observations while changing the phase 2πk

NT
as

φT (x) = arctan
(
i3(x) − i1(x)
i0(x) − i2(x)

)
, (3)

A(x) =
√

(i3(x) − i1(x))2 + (i0(x) − i2(x))2. (4)

The depth d is obtained as

d(x) = c
2ωT

φT (x), (5)

where ωT is the modulation frequency and c is the speed
of light.

3.2 Spatial modulation (phase shifting)
The phase shifting spatially modulates the projection pat-
tern. Finding the correspondences between the projector
and camera pixels is the main part of the spatial phase
shifting. The idea is to project the sinusoidal pattern as
shown in Fig. 1b and measure the phase of the sinusoid
for each pixel, which corresponds to the projector’s pixel
coordinates.
The observed intensity of the camera Il(x) for l-th shift

is represented a

Il(x) = A(x) cos
(

φS(x) − 2π l
NS

)
+ O(x), (6)

where φS is the spatial phase of the projection pattern due
to disparity. There are three unknown parameters, which
are the offset O, the amplitude A(x), and the phase φS(x);
therefore, they can be recovered from NS ≥ 3 observa-
tions while changing the phase of the pattern. In the case
of NS = 4, the spatial phase φS and the amplitude A can
be recovered in the same way as the ToF as

φS(x) = arctan
(
I3(x) − I1(x)
I0(x) − I2(x)

)
, (7)

A(x) =
√

(I3(x) − I1(x))2 + (I0(x) − I2(x))2. (8)

From the estimated disparity, the scene depth can be
recovered using the triangulation theory. For example,
when the parallel stereo is assumed, the depth is inversely
proportional to the disparity as

d(x) = bf
x − φS(x)

ωS

(9)

where x− φS
ωS(x) is the disparity,ωS is the spatial angular fre-

quency of the projection pattern, f is the focal length, and
b is the baseline of the pro-cam system. Here, x represents
the horizontal pixel position.

3.3 Phase ambiguity and depth resolution
A common problem in both temporal and spatial meth-
ods is 2π ambiguity, where the phase is wrapped when
the depth exceeds the maximum depth of interest. A naive
approach is using a low frequency to avoid the phase
ambiguity. However, a tradeoff exists between the range of
interest and the depth resolution. While the phase ambi-
guity does not appear at a lower frequency, the depth
resolution becomes low as shown in Fig. 2a. With a higher
frequency, the depth resolution improves while the phase
ambiguity becomes significant, and the depth cannot be
uniquely recovered for a wide range of interest as shown
in Fig. 2b.
The phase ambiguity is usually relaxed by usingmultiple

frequencies in either a temporal or a spatial domain. How-
ever, multiple captures are required, and it sacrifices real-
time possibility as shown in Fig. 2c. We propose a hybrid
approach of disambiguation that can take advantage of a
different nature in temporal and spatial modulation.

4 Proposedmethod
We propose a hybrid method of temporal and spatial
modulation as shown in Fig. 1c. The phase ambiguity can
be resolved by using both temporal and spatial phases
instead of using multiple frequencies in either domain.
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Fig. 2 Tradeoff among the depth resolution, the range of interest, and the number of measurements. The dashed blue line represents the low
frequency phase, and the solid line represents the high frequency. Horizontal red bands represents the resolution of the measured phase.
Intersections of the blue lines and the horizontal red bands (depicted as red circles) are the candidate depth, and the corresponding depth
resolution is illustrated as vertical red bands. a, bWhile the resolution in phase is the same, the corresponded depth resolution vary depending on
the frequency. With higher frequency, better depth resolution is obtained; however, there is depth ambiguity. c Using multiple frequencies, the
range of interest can be extended to the frequency of the greatest common divisor, and the depth resolution is determined by the highest
frequency. d The bottom table summarizes the trade-off

4.1 Spatio-temporal phase disambiguation
Our key idea is that the depth candidates from the ambi-
guity of the temporal and spatial phases are different.
In the case of the temporal phase, the intervals of the
depth candidates are constant along the depth because
the depth is proportional to the phase, as shown in
Eq. (5) . On the other hand, the spatial phase is defined
in the disparity domain. Because the depth is inversely
proportional to the disparity (as shown in Eq. (9)), the
intervals of depth candidates increase along with the
depth. Figure 3 shows the phase observations along
with the scene depth. Multiple depth candidates corre-
spond to a single phase. The depth candidates appear
at the same interval for the temporal phase, while the
intervals of the spatial phase increase. This difference
is a key feature of our method to resolve the phase
ambiguity.
Depths that satisfy both temporal and spatial phases sel-

dom appear. The unwrapped phase is not restricted by the
greatest common divisor, and the set of temporal and spa-
tial phases is unique for the wider range of interest. The
candidate depths can be respectively obtained from the
following equations as

dT = c
2ωT

(2πnT + φT ) (10)

dS = bf
x − 2πnS+φS

ωS

. (11)

Fig. 3 Phase observations with the depth. While depth candidates of
the temporal phase appear at the same intervals, those of the spatial
pattern appear at increasing intervals. This difference is the cue to
disambiguate the depth candidate. The unique depth candidate that
satisfy both temporal phase and spatial phase can be obtained



Kushida et al. IPSJ Transactions on Computer Vision and Applications            (2020) 12:1 Page 5 of 13

The integer pair (nT , nS) that satisfies dT = dS seldom
exists. Therefore, the phase ambiguity problem can be
resolved using phases of different domains.

4.2 Phase recovery and depth estimation
Defining I0 as the irradiance, the emitted signal from the
projector with the k-th temporal shift and the l-th spatial
shift I(p, t, k, l) can be expressed as

I(p, t, k, l) = I0
(
1
2
cos

(
ωTt + 2πk

NT

)
+ 1

2

)
(
1
2
cos

(
ωSp − 2π l

NS

)
+ 1

2

)
,

(12)

where t is time and p is the projector’s pixel. The returned
signal r(x, t, k, l) at the camera pixel x is represented as

r(x, t, k, l) = I0κ(x)
(
1
2
cos

(
ωTt − φT (x) − 2πk

NT

)
+ 1

2

)
(
1
2
cos

(
φS(x) − 2π l

NS

)
+ 1

2

)

+ o(x),
(13)

where κ is the reflectance of target object, o(x) is the ambi-
ent light, φT (x) is the phase delay corresponding to the
round trip time, and φS(x) is the phase corresponding to
the disparity (x − p). The intensity is the correlation with
the reference signal gωT (t) [35] as

i(x, k, l) =
∫ T

0
r(x, t, k, l)gωT (t)dt

≈ A(x)
(
1
2
cos

(
φT (x) + 2πk

NT

)
+ 1

2

)
(
1
2
cos

(
φS(x) − 2π l

NS

)
+ 1

2

)

+ O(x), (14)

where T is the exposure time. The temporal phase φT and
spatial phase φS are obtained from 8 observations with
NT = 4 and NS = 4 as

⎧⎪⎪⎨
⎪⎪⎩

φT (x) = arctan
i(x, 3, 0) − i(x, 1, 0)
i(x, 0, 0) − i(x, 2, 0)

φS(x) = arctan
i(x, 0, 3) − i(x, 0, 1)
i(x, 0, 0) − i(x, 0, 2)

.
(15)

Now, we have two phases: the temporal phase φT and
the spatial phase φS. Depth estimation from the two
phases is similar to the unwrapping problem in both the
multi-frequency phase shifting and the ToF, and it can
be solved by searching a lookup table [4]. The observed
phases should respectively equal to the phases computed
from the same depth, the computed phase φ̃T (d), φ̃S(d) is

obtained as

φ̃T (d) = 2ωTd
c

mod 2π (16)

φ̃S(d, x) = ωS

(
x − bf

d

)
mod 2π . (17)

A lookup table is built for each horizontal pixel posi-
tion x of the camera because the spatial phase depends on
the pixel position. The table Tx at the horizontal position
x consists of the vector �Di,x =[ φ̃T (Di), φ̃S(Di, x)] of the
candidate depth Di as

Tx(Di) = �Di,x =
[
φ̃T (Di), φ̃S(Di, x)

]
. (18)

For each pixel, the depth can be estimated by searching
the lookup table as

d̂(x) = argmin
d

‖Tx(d) − [φT (x),φS(x)]‖22 . (19)

Efficient implementation In practice, building the look
up table for each horizontal pixel position is not neces-
sary. Although the spatial phase and corresponding depth
depends on the position of camera pixel, the disparity does
not depend on the position of the camera pixel. The depth
of all camera pixels can be obtained by only one look up
table by building from the pair of temporal phase and the
disparity after converting the measured phase to the dis-
parity. The disparity is obtained from themeasured spatial
phase φS and pixel position x as

δ(x,φS(x)) = x − φS(x)
ωS

(20)

= bf
d̃
, (21)

where δ represents the disparity and d̃ is the wrapped
depth. The table T ′ consists of the vector �′

Di
=

[ φ̃T (Di), δ̃(Di)] of the candidate depth Di as

δ̃(Di) = bf
Di

mod
2π
ωS

(22)

T ′(Di) = �′
Di =

[
φ̃T (Di), δ̃(Di)

]
, (23)

where δ̃ is the computed disparity from candidate depths.
For each pixel, the depth can be estimated by searching
the lookup table as

d̂(x) = argmin
d

∥∥T ′(d)−[φT (x), δ(x,φS)]
∥∥2
2 . (24)

5 Analysis of the proposedmethod
Depth resolution The resolution is better than ToF in a
near range and better than phase shifting in a far range.
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The resolution of ordinary ToF and phase shifting is
respectively represented as [6, 25]

�dT = cπ
ωT

√
B

2
√
8A

, (25)

�dS = 2πd2

bfωS

√
B

2
√
8A

, (26)

where A and B are the number of photo-electrons that the
sensor can accumulate and represents the amplitude and
the DC component, respectively. We suppose that A and
B are the parameters of the hardware and are independent
from the scene. However, the returned light is influenced
by the light falloff in real; hence, a future work is expected
to include this effect to analyze more accurately.
Figure 4 shows the depth resolution of ToF and phase

shifting along with the depth according to Eqs. (25)
and (26). The resolution of ToF is constant at any depth
while the resolution of phase shifting is proportional to
the square of the depth. The proposed method achieves
the resolution that is close to the better resolution of either
phase shifting or time-of-flight as shown in Fig. 4.
The depth dcross is defined by the depth where the res-

olution of ToF is equal to the resolution of phase shifting.
In the range near than dcross, the resolution of our method
is better than ToF and close to phase shifting. In the range
far than dcross, the resolution of our method is better than
phase shifting and close to ToF. The depth dcross is given
as

�dS = �dT (27)

dcross =
√
cbfωS
2ωT

. (28)

When we want to improve the resolution of pure ToF,
the maximum range of this system should be designated
shorter than dcross.

D
ep

th
 r

es
ol

ut
io

n 
[m

m
]

Depth [mm]dcross

ToF

Phase Shifting

Proposed

Fig. 4 Depth resolution along with the depth. According to Eqs. (25)
and (26), the resolution of ToF is constant (blue) and the resolution of
phase shifting is proportional to the square of the depth (orange). The
depth dcross is the depth where the lines of the resolution of ToF and
the resolution of the phase shifting is crossed. The proposed method
can achieve the resolution that is close to the phase shifting in near
range before dcross and the resolution that is close to the ToF in far
range after dcross (green)

Range of interest The range of interest (ROI) of the
proposed method is determined by the relative relation
between the temporal and the spatial frequencies.

Nearest range When the spatial frequency is too high
compared with the temporal frequency, the phase ambi-
guity problem cannot be resolved because multiple can-
didate depths exist within the resolution of the ToF, as
shown in Fig. 5a. The spatial frequency varies depending
on the depth because the projection is perspective. As the
distance is shorter, the spatial frequency is higher. This
property gives the nearest ROI of the proposed method.
The nearest ROI dmin is where the wrapping distance of
spatial phase is equal to the resolution of the ToF at the
given temporal and spatial frequencies as

dS|nS=n′
S

− dS|nS=n′
S−1 = �dT

2
, (29)

where dS|nS=n′
S
is the unwrapped depth and dS|nS=n′

S−1 is
the neighbor depth candidate from Eq. (11). Substituting
Eq. (17) and transforming the expression, the minimum
depth of the range of interest dmin can be obtained as1

dmin = �dT
4

+ 1
2

√
�d2T
4

+ ωSbf�dT
π

. (30)

Farthest range When the spatial frequency is too low
compared with the temporal frequency, the phase ambi-
guity problem cannot be resolved because multiple can-
didate depths exist within the resolution of the spatial
phase shifting, as shown in Fig. 5b. Because the resolu-
tion of the spatial phase shifting is inversely proportional
to the depth, the farthest ROI dmax is determined. The far-
thest ROI dmax is where the wrapping distance of temporal
phase is equal to the resolution of the phase shifting as

dT |nT=n′
T

− dT |nT=n′
T−1 = �dS

2
, (31)

where dT |nT=n′
T
is the unwrapped depth and dT |nT=n′

T−1
is the neighbor depth candidate from Eq. (11). Substitut-
ing Eq. (16), Eq. (26), and transforming the expression, the
farthest ROI dmax can be obtained as2

dmax =
√

ωSbfc2π
ωT 2�dT

. (32)

Unrecoverable point There are few unrecoverable
depths in the proposed method. Figure 6 shows that
the pair of temporal and spatial phases corresponding
to the depth. The vertical axis is the temporal phase,
and the horizontal axis is the spatial phase. The color
of the curves represents the depth. The intersections of

1Please see Appendix for the derivation.
2Please see Appendix for the derivation.
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a Nearest ROI
   (Close up of the bottom left part of b.)

b Farthest ROI
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Fig. 5 Upper and lower bound of the ROI. Orange lines represent the candidate depths of spatial modulation; blue lines represent the candidate
depths of temporal modulation. The width of the line shows the resolution. a If the depth is near than dmin, several candidate depths from spatial
modulation (orange lines) exist within the resolution of temporal modulation (blue band). b On the other hand, if the depth is longer than dmax,
several candidate depths from temporal modulation (blue lines) exist within the spatial resolution (orange band)

the curves are unrecoverable depth because different
depths have the same phase pair. This is a limitation of
this method; however, these points generally appeared
sparsely in the image hence can be estimated by looking
at neighbor pixels of the image.
We confirm that the unrecoverable points seldom exists

via simulation. We evaluate the percentage of unrecov-
erable pixels in an image using an indoor dataset [36].
Temporal phases and spatial phases were respectively ren-
dered, and the depth image is estimated by our method
from these phase images. The temporal frequency is set

to 50 MHz, and spatial frequency is 1/0.6 mm−1. One
hundred scenes were selected from the dataset randomly.
The results are shown in Fig. 7. Depths of some pixels

cannot be recovered due to multiple candidates. The aver-
age ratio of the uncovered pixel in each image is less than
5%. These points exist sparsely in the image; hence, it is
possible to select the candidate by looking around their
pixels.

Brightness of the pattern One may think that the tem-
poral phase cannot be obtained if the spatial pattern is

Fig. 6 The transition of temporal and spatial phases with respect to the depth. The vertical axis represents the temporal phase and the horizontal
axis represents the spatial phase. The color represents the depth. The intersections of the curves have the same phase pair at the different depths.
These depths cannot be recovered uniquely
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Fig. 7 Some results of simulation. Black color means the pixels cannot be recovered due to depth ambiguity. Unrecoverable pixel seldom exists in
the image

completely black. Because the spatial sinusoidal pattern is
projected, all the pixels have a chance to obtain the pho-
tons unless the spatial pattern is extremely low. A possible
solution is to add the constant value to the spatial pattern
so that there are no pixels that are always black. In this
case, the observation Eq. (14) is rewritten as

i(x, k, l) =A(x)
(
1
2
cos

(
φT (x) + 2πk

NT

)
+ 1

2

)
(
AS cos

(
φS(x) − 2π l

NS

)
+ OS

)

+ O(x), (33)

where AS and OS (0 < OS − AS and OS + AS ≤ 1) are
the amplitude and offset of the spatial modulation, respec-
tively. Analogous to Eq. (14), both phases can be obtained
by the same equations as Eq. (15) in the NT ,NS = 4
case. So, it is not necessary to increase the number of
observations.

6 Experiment
We demonstrated the effectiveness of our proposed
method with real-world experiments.

Hardware prototype We developed a hardware pro-
totype that can illuminate a scene with a spatio-
temporal modulated pattern. Our prototype was built
onto a ToF camera (Texas Instruments OPT8241-CDK-
EVM). The light source was replaced with a laser
diode and a DMD system that can project the spa-
tial pattern. The light source was an 830-nm laser
diode (Hamamatsu Photonics L9277-42), and its emis-
sion was synchronized with the ToF sensor. The light
emitted by the diode was collimated and expanded
through lenses, and then reflected onto a DMD device
(Texas Instruments DLP6500) that had 1920 × 1080 pix-
els. Finally, the spatio-temporal pattern was projected
onto the scene through a projection lens, as shown
in Fig. 8.

Fig. 8 Hardware prototype. The light source unit consists of a laser diode and a DMD device. The emission of the laser diode is temporally
modulated by the sync signal from the ToF camera and then spatially modulated by the DMD. The ToF camera and the projection lens of the
projector are placed side by side
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First, the measurement system was calibrated in a stan-
dard way for the pro-cam systems using a reference board
[37]. The phase of the ToF on each pixel was then cali-
brated to share the same coordinates as the pro-cam sys-
tem. A white plane board was captured while its position
was moved for the phase calibration. For each measure-
ment of the board, the pair of the raw phase and the
ground-truth depth was obtained because the depth of
the board was measured by the ordinary phase shifting.

The parameter to recover the depth from the phase was
calibrated by line fitting.

Result First, we measured a white planar board and
placed it at approximately 350 mm from the camera and
slightly slanted it, as shown in Fig. 9a. The temporal
frequency was 60 MHz, and the period of the spatial pat-
tern was 60 pixels on the projection image. The baseline
between the camera and the projector was approximately

Fig. 9 Results with a white planar board. Ordinary ToF, phase shifting (single high frequency), and our method are compared. a The object was
placed at a slight slant. b The estimated depth images. Because the depth cannot be identified in the phase shifting, the depth image cannot be
visualized. c The cross-section of the red line is shown. While the ordinary ToF is noisy and phase shifting has many candidates, our method recovers
a smooth and unique depth candidate
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70 mm, and the focal length of the projection lens was
35 mm.
The depths were obtained by an ordinary ToF with

a single low frequency, phase shifting with single
high frequency, and our method for the comparison.
Figure 9b shows the estimated depth images. Both the
ToF and our method recover the global depth. The
depth image with phase shifting cannot be visualized
because it has multiple depth candidates. The cross-
section of the red line is shown in Fig. 9c. While
the depth measured by the ordinary ToF is noisy and
there are many depth candidates due to phase ambigu-
ity in the phase shifting, our method recovers a smooth

surface while resolving the phase ambiguity. The region
near the edge is not correctly disambiguated because
the resolution of the temporal measurement exceeds
the interval of the phase shifting. The ToF resolu-
tion near the edge is lower than what we expected
because the illumination is very low near the edge.
However, decreasing the spatial frequency might have
mitigated it.
Finally, wemeasured a plaster bust and placed it approx-

imately 400 mm from the camera, as shown in Fig. 10a.
The estimated depth images are shown in Fig. 10b. The
cross-section of the depth is shown in Fig. 10c. Our
method recovers a unique and smooth depth.

Fig. 10 Results with a plaster bust. a The scene. b The depth maps. Black pixels represent the occlusion. c The cross-section of the red lines drawn
on (b). Our method recover a unique and smooth surface
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7 Conclusion
We developed a depth sensing method that uses spatio-
temporally modulated illumination. We showed that the
phase ambiguities of the temporal and spatial modula-
tions are different, so it is possible to effectively resolve the
ambiguities while reducing the observations and preserv-
ing the depth resolution.
Our proposed method inherits not only the strength of

time-of-flight camera and active stereo using projector-
camera system but also the weakness of them. While the
proposed method can archive better resolution and wider
range of interest, it may suffer from occlusion, which scar-
ifies the ToF camera’s potential. However, in practice, the
current ToF camera is not a co-axial setup and it does not
much suffer from occlusion. If the spatial-temporal pro-
jector is configured in the micro-baseline setup similarly
to a ToF camera, the system does not much suffer from
occlusion.
In this paper, depths of the ToF measurement are

defined as the distance between a camera and a target; on
the other hand, depths of the projector-camera system of
phase shifting is defined as the distance between a center
of baseline and a target. In practice, the difference should
be correct for implementation although this is not affected
to our key idea. Indeed, this model mismatch is absorbed
by calibration step to build a look up table.
Our hardware prototype has some limitations. Because

the DMD produces the sinusoidal pattern by controlling
the mirrors on and off, it can make artifacts to the ToF.We
ignored this effect, but it should be considered to control
the DMD or to use a solid spatial light modulator appro-
priately. The quality of the spatio-temporally modulated
illumination of our prototype is not very high. The tempo-
ral phase contains a systematic distortion, and the spatial
resolution of the projector is currently limited to 64 pix-
els on the DMD, corresponding to 4 pixels on the camera,
because the pattern is blurred. This might be due to the
collimation and the alignment accuracy of the optics or
the diffraction on the DMD. The light source cannot emit
a spatial pattern that is equal to or less than the cam-
era pixel’s size, resulting in diminished phase shifting. In
future implementations, we will develop a better light
source unit to improve the temporal phase measurements
and generate higher spatial resolutions.

Appendix
Derivation of Eq. (30)
We reshow Eq. (29) for the derivation of Eq. (30) as

dS|nS=n′
S

− dS|nS=n′
S−1 = �dT

2
. (29)

dS|nS=n′
S−1 is the neighbor depth candidate as

dS|nS=n′
S−1 = bf

x − 2π(n′
S−1)+φS
ωS

. (A.1)

The unwrapped depth dS|nS=n′
S
that satisfy Eq. (29) is the

minimum depth of the range of interest dmin as

dS|nS=n′
S

= bf

x − 2πn′
S+φS
ωS

= dmin. (A.2)

Substituting Eqs. (A.1) and (A.2) to Eq. (29),

dmin − bf

x − 2π(n′
S−1)+φS
ωS

= �dT
2

,

dmin − bf

x − 2πn′
S+φS
ωS

− 2π
ωS

= �dT
2

. (A.3)

Substituting Eq. (A.2) to the denominator part,

dmin − bf
bf
dmin

− 2π
ωS

= �dT
2

. (A.4)

Multiplying both sides of the equation by bf
dmin

− 2π
ωS

and
rearranging the equation,

dmin

(
bf
dmin

− 2π
ωS

)
− bf = �dT

2

(
bf
dmin

− 2π
ωS

)

(A.5)

dmin
2 − �dT

2
dmin + ωS

2π
�dT
2

bf = 0.
(A.6)

Solving the quadratic equation for dmin, we obtain

dmin = �dT
4

+ 1
2

√
�d2T
4

+ ωSbf�dT
π

, (30)

where the other solution is always negative and the out of
range of dmin > 0.

Derivation of Eq. 32
Substituting Eqs. (10) and (26) to Eq. (31),

c
2ωT

(2πnT + φT ) − c
2ωT

(2π(nT − 1) + φT ) (A.7)

= 1
2
2πdmax

2

bfωS

√
B

2
√
8A

,

cπ
ωT

= πdmax
2

bfωS

√
B

2
√
8A

. (A.8)

Rearranging the equation,

dmax
2 = ωSbfc

ωT

2
√
8A√
B

. (A.9)

Substituting Eq. (25) to Eq. (A.9) to cancel A and B,

dmax
2 = ωSbfc2π

ωT 2�dT
. (A.10)
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Therefore,

dmax =
√

ωSbfc2π
ωT 2�dT

, (32)

because dmax > 0.
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